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வா����வா����வா����வா�����

��

�ெச�திெச�திெச�திெச�தி�

உலகதமி��தகவ��ெதாழி����பம�ற�� ��உதம�� ����சி�க��ாி�������ஆ��

ஆ��� �	
�� மாத�� ������ஆ�� நா�களி�� நைடெப"ற� தமி�� 
��� �����#��

பிற$த%�� கணி�ெபாறியி(�� இைணயதி(�� தமிழி�� பய�பா�ைட�

ேம�ப�%வத"*� ��
����� � ெம�ெபா+,கைள-�� க+விகைள-��

உ+வா�*வைத� �த�ைம� ேநா�கமாக�� ெகா��� உதம�� அைம�க�ப�ட%���

கணிதமி�� வள/0சியி��� தமி��� கைல0ெசா�� ஆ�க��� 1னிேகா�� தமி�� ���������

�� !"��ேம�பா���
���#�தமி���கவாி�வ#வைமத���தமி��வாிவ#வ��*றி2���

தர�பா���ஆ�கில�வாிவ#வ�தமி��தர�பா���தமி��அைனெத4%+�தர�பா����தமி��

எ4%+�அறித�� ��� !"� ��$���6ன�7�� தமி�� ��� !"� !%� &!%'(��� ேபா�ற� ப�ேவ8�

ஆ9:�� பணிக;�காக� ஆ9:�� பணி�*4�க
#� �)*+,!%-� .+*'/0�� நி8�1��

ஆ9:கைள0� ெச9%�உதம�� சிற$த� 2�13
#�ஆ"றி�வ$%,ள%�� பணி�*4�களி��

ெசய"பா�க,�ப"றி-��கணிதமி���ம"8��இைணயதமி��வள/0சி�ப"றி-��உதம��

4556�6+$%���47��
8�சி�க��/��தமி�நா�������91����அெமாி�கா��ெஜ/மனி�:31��

நா�களி�� நைடெப"ற� 4�� தமி�� 
��� மாநா�களி(�� கல$தா9:� ெச9%��

கணிதமி�� வள/0சி�*� ெப+�பணி� ஆ"றி-,ள%�� இ�ெபா4%� 47�வ%� மாநா��

ப%0ேசாியி��நிகழவ,ள%���

இ$த� 4;� ஆ��களி�� நா�� சாதிதைவ� எ�ன� எ�8� எ�ணி�� பா/�க�

ேவ����� <8�#���� தமி�� இைணயதள�க,� பிற$%,ளன�� ப�ேவ8� எ4%+�

தர�பா�களி6+$%��இர���எ4%+தர�பா�க,���ஒ+�*றி�தமி����%!=*>?��� !"���

அைன%�எ4%+தர�பா�� ��@���4A���:31��இர���தர�பா�க,� ��1B3�அரசா��

அரசி�� தர�பா�களாக� ஏ"க�� ெப"8,ேளா��� ெசா"ெசய6க,�� தமி�� எ4%+� CD1�

ெம�ம�� ��� !"� ��$��� ேப0?தமிைழ� எ4%தமிழா�*�� ெம�ம��� எ4%தமிைழ�

ேப0?தமிழா�*�� ெம�ம��� தமி�� இய�� ெமாழி0ெசயலா�க�� ேபா�ற� ப�ேவ8�

ெம�ெபா+,�உ+வா�க��ெப"8,ேளா���உல*�த4வி�வா4��தமி��ம�க;���தமிழி��
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ஈ�பா�� உ�ள� ம�ைறேயா��� தமி�� ெமாழிைய�� க�க���� தமிழ�� வரவா��� �����

இல�கிய��� ப�பா�� ப�றி� அறி� � ெகா�ள���� மழைல�க!வி� "த!� ப#ட%�

ப&%பி�கான� பாட%� ெபா�கைள(��� மிக%ெபாிய� தமி�� மி)*லக+ைத(��

த),#ெகா���தமி�%பணி�ஆ�றி�வ��சிற�தெதா�தமி���������க!வி��கழக��

கிைட�க%�ெப���ேளாம��

ஆனா!�இ%பைட%0கெள!லா�� ம�கைள%� ேபா12� ேச�� �ளனவா	� 
����

ஆ#சி�ெமாழியாக���வழ�3�ெமாழியாக���ெகா���ள� நா�களி)�அர5�க��ஏ���

ெசய!� ப�+ கி)றனவா	� இ!ைலெயனி!� அத�3� உ+தம�� எ)ன� ெச1யேவ����

எ%ப&2� ெசய!படேவ���� எ)பைவதா)� நா�� இ�மாநா#&!� கல�தா1� � "&��

ெச1யேவ�&யைவ�� ேம8�� ����
�� தமி��"கவாி�வ&வைம�3�� ����இ),��

நிைற��ெபறாம!�உ�ள ��இத�காக�அைம�க%ப#ட�பணி�39+�தைலவட)�கட�த�

தமி�� ����� ����#&!�கல�தா1��ெச1ய%ப#ட ��அ�த%பணி� ���������ெச1ய�

ேவ�&யைவ�ப�றி��"&ெவ��க�ேவ�&ய�நிைலயி!�உ�ேளா���அதைன(�� �இ�த�

மாநா#&!�கல�தா1��ெச1 �"&ெவ��கேவ�����

இைணய%�பய)பா#&�3�ஒ;3றி�தமி��எ9+ � ��������� ���� !� தர%பா��

எ)��������பய)பா�க<�3�அைன+ �எ9+ ���"#$%&'!�தர%பா��எ)���
����

அர5� அறிவி+ �ள �� எ!லா%� ப)பா�க<�3�� அைன+ � எ9+ � ��"#$%&'!�

தர%பாேட� சிற�த � ()��
� ப!ேவ�� ஆ1�க�� ெவளி%ப�+தி(�ளன�� இ�த�

அைன+ �எ9+ ���"#$%&'!�தர%பா#&)�பய)பா��=&னா!��ஒ;3றி�ேச�+திய��

�� �������� ���*�+,�-�� !� ஒ;3றி� தள+தி!� ./%பி#��அைம%பி!�அைன+ � எ9+ �

��"#$%&'!� தர%பா#&ைன� ேச��க� இைசவளி+ �ள �� ()���� அைன+ � எ9+ �

��"#$%&'!� தர%பா#&ைன� ப!ேவ�� பய)பா�களி!� ெசய!ப�+தி� அத)�

பய)பா#&ைன� ெப�3மா�� கணி+தமி�� அ)ப�கைளெய!லா�� அ)0ட)�

ேக#��ெகா�கி)ேற)���

இ�த� ஆ��� உ+தம+தி)� ெசய�39� 0 2ேசாி� ைமய%� ப!கைல�கழக+தி)�

 ைண(ட)�&.%வ �தமி�����������#&ைன�0 2ேசாியி!�ஏ�பா��ெசய �ளைம�

மி3�த� மகி�2சி� அளி�கி)ற �� அத�காக� உ+தம+தி)� ெசய�39� உ�%பின�க<�3�

என �பாரா#�த!கைள(��0 2ேசாி�ைமய%�ப!கைல�கழக+தி�3�என �ந)றிைய(��

ெதாிவி+ �ெகா�கி)ேற)��

பதி)>)றாவ � தமி�� ����� ������ சிற%பாக� ��01��� என �

உள;கனி�த� வா�+ �கைள� ெதாிவி+ �� ெகா�கி)ேற)�� வா�க� தமி�2� வள�க�

கணி+தமி�2�
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������������க�யாண��தர
க�யாண��தர
க�யாண��தர
க�யாண��தர
����

��னா��தைலவ	���உ�தம����������������

தைலவ	���	��தமி��
���மாநா���நிக��சி�நிர��������

வா���வா���வா���வா�������ெச�திெச�திெச�திெச�தி����

��� ��றா��� கால�தி�� ������ பய�பா�� அைனவ!"�� இ�றியைமயாததாகி�

வி�ட%�������அளவி��அ'வலக(களி��ம��ேம�பய�ப��த*ப�ட�������ஆ���

ேதா,�-,(கி�-,(கி����உ!வ(களி��ேதா�றி�வ.%�ெகா�0!"கி�றன��தனியா	�

������ �பி1���� ம0"கணினி� �தா*ல�� பி1�� ெச�ேபசி� �ெமாைப��� ேபா�றைவ�

இ.தியாவிேலேய� ஆ��"�*� ��� ேகா0� அளவி�� வி�க*ப��� ���� அ�றாட�

வா�வி���"கிய�அச(������வி�டன��ப�ளி"���ெச�,��ைறேய�க�வி�க�பத����

சி,வ	க�� கணினியி�� விைளயா0� ���� வயதி���� ������ பய�பா�0��

வ�'ன	களாக� ஆகிவி�கிறா	க��� கணினிேயா�� 
��� வள	�சி3� �றிய� ����

க�ட�திேலேய������அளவி��வள	.%�கணினி3�
����ெதாட	4�இ�லாேதா	�

கா��மிரா�0க��எ�,6ட�க!த*ப�������வ.%�ள%���

எ.த�ஒ!�ெதாழி��9�ப�வள	�சியி'�பய�பா��அவரவ	�தா:�ெமாழியி��நைடெப,�

ெபா�%தா����ைமயைடகி�ற%��ஆரப� கால�தி��ஆ(கில�தி�� தா�� கணினி3��

இைணய�����தகவ���க!�%*�பாிமா�ற��������இய'�எ�ற�����������தமி��

������ � � அைன�ைத3� ெச:3� ����� �றிகிய� கால�தி�� வ.%�ள%���

கணினியி'��இைணய�தி'�தமி�*�பய�பா��ேம�ேம'�வள	�சியைடய�கணினி*�

������ வ�'ன	க;� ப�கைல"கழக� ஆசிாிய	க;� உய	நிைல� மாணவ	க;�

ெப!மளவி�� !மிழி�� ெசய�ப�� ெம�ெபா!�� தயாாி*பி�� �!��� அளவி�� ஈ�பட�

ேவ�����

உ�தம� கணினி�%ைற� ஆரா:�சியாள	க��� தனியா	� வ�'ன	க��� பயன	க��

அைனவ!� ஆ��"�� ஒ!�ைறேய=� ஒ�,60� க!�%*� பாிமா�ற�தி��� ����

ெச:3��ைறயி��தமி��
���மாநா�கைள�நட�தி�வ!கிற%��அ.த��ைறயி��இ.த�
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ஆ���� ��ைவ� அரசி�� உதவி�ட���� பா���ேசாி�� ப�கைல�கழக� உதவி�ட��

மாநா�� நட�க� உ�ள��� இ"த� மாநா�� நட#�கி�ற� த�னா&வல&க�� '(வி�� இ"த�

ஆ����ப)'�ெப+��வா,���கிைட#தத-'�நா��மிக.��மகி/�சி�அைடகிேற��� ���

மாநா�க�� உலகி�� ��� இட)களி�� நைடெப-+� ����� � மாநா�� நட�க� உ�ள���

இவ-றி�� ப�கைல�கழக�� ேபராசிாிய&க1�� உய&நிைல� ஆரா,�சி� மாணவ&க1��

	�
���அளவி��ப)'�ெப-+�3மா&���ஆரா,�சி��க4�ைரக��வழ)க�உ�ள��இ"த�

தமி/� ����� மாநா�களி�� வள&�சியி�� சா�+� எ�+� க6தலா��� இ"த� ஆ����

இ"தியா�ம-+��இல)ைக��������
����)க�7&���ரா�8��3வி4ச&லா"���அெமாி�கா�

�������நா�களி96"���ஆரா,�சியாள&க��ப)'�	���உ�ளா&க����

மாநா�களி��கல"��ெகா�ள�இயலாதவ&க1�'�மாநா4��க6#தர)'�மல&�மாநா4���

பைட�க�ப4ட��க4�ைரக��ப-றிய�விவர)கைள�����������ெச,கிற���இ"த�ஆ���

:த�:ைறயாக�மாநா4��மல&�ப�னா4��ெதாட&�பதி��க1�கான�சிற���எ�;ட��

�������	����� �உ�ள��ஒ6�:�கிய�அ�ச��� �����அ)கீகார��ெகா�ட�எ�;ட��

ெவளியிட�ப�ைவ� ப�கைல�கழக� >�� நிைலய)களி�� :ைறேய� ேச&�க�ப�வதா��

மாநா4��� க4�ைரகைள� !"
,�சியாள&க�� :ைறேய� 'றி�பிட� :����� ���� தமி/�

����� மாநா�� ெச?வேன� #� 	��� என�� ந�வா/#�க��� இ�மாநா�கைள�

#� 	����$��ெச,���தமி/�ந��உ�ள)கைள���ேபா-+கிேற���வா/#�கிேற���

�

'��க�யாண3"தர��

@சா���8வி4ச&லா"��

�

�

�

�
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�
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வா��அர�கநாத	��தைலவ���உ�தம��நி�வன���

வா�����ெச�தி�

� இைணய��கணினி�தமி��வள��சி���������	
����க�ட�கைள �கட!��

வள�!��வ!�"ள����க#களி$��ஓைலகளி$��ெச&ேப)களி$�������எ+திய�கால��

ேபா��மி	ன, களி	�����தமி��வள�!��வ-��கால �க�ட�தி.�நா��இ- கிேறா���

கணினிவழி�தா	� ப�ெதா	பதா�� 1#றா2)� மணி&பிரவாள� ������ எளிதி.�

3றிய4 க�இய$கிற��எ	��5றலா����இ-பதா��1#றா2)�ஆ�கில�தா க�ைத7��

கணினிவழி��தமி��ெவ#றிகரமாக�எதி�ெகா2)�வ-கிற��என8��5றலா����இைணய��

வழி�தமி�� இ�மா#ற�க9 :� ����
�	�� உ!�தைல � ெகா)��� வ-கிற���

��
�	��இைணய&ப க�க9��இைணய&�; க9��;���வ-��இ கால க�ட�தி.�

தமி��நைட7��தமி�&பய	பா)��விய க�த க�மா#ற�கைள�ெப#��வ-கி	றன���தமி��

க#பதிலாக�)�� ஆரா��சி � க�)ைரகைள&� �ைட&பதிலாக�)�� தமி�� மி	<#க"�

ெவளிவ-வதிலாக�)�� தமி�� இல கிய�க"� ெப-:வதிலாக�)�� இல கிய�

ஆரா��சியி.� ஈ)ப)வதாக�)�� ��� �ைறகளி$�� தமி�� வள��சி :�இைணய�� ஒ-�

������	� ��
�	
� விள�கிவ-கிற��� � இைணய�தி	� வள��சி :� ஏ#ப� தமி�&�

பய	பா�ைட�அதிக&ப)�தேவ2)��எ	ற�ேநா க�திேல���தமி�������நி�வன��

உ�தம�� தன�� பணிகைள�� ெச@வேன� ெச��வ-கிற�� எ	பதி.� ஐயேம�மி.ைல���
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CHALLENGES FACED IN DEVELOPING HANDWRITING RECOGNITION 
SOFTWARE FOR TAMIL 

Dr. V. Krishnamoorthy 
(Former Professor, Anna University) 

Learn Fun Systems  <prof.vkrish@gmail.com> 

ABSTRACT 

The third version of our online handwriting recognition software is coming out now. It takes 
care of almost all normal variations in which a character is written, and also some large 
variations. It needs no training is a point to note.  Here we trace the problems faced, the 
decisions taken, the progress made and the problems remaining in each version.  The 
problems faced include the variations in writing one character, similarities between many 
characters, the extra tails at the beginning and end, the relative sizes between the parts of a 
character,   the various  screen densities, the holding of the device influencing the direction of 
writing. Though our basic method remains the same for many languages in which the letters 
are written individually, our experience shows that each language and each letter of a 
language has to be treated individually. Required data and algorithms have to be created 
separately for each language and the generic engine will take care of the prediction. 

Introduction 

Though speech is the easiest form of communication, the other two commonly used forms, 
namely writing and typing will have their own importance in different contexts. Tapping on 
the keys on the touch screen comes under typing. Swyping can be considered as writing in a 
new script. Morse code like methods are specialized, and are not used by the common man. 

When the computers became a household article, its use by the common man in India in his 
local language was not widespread, mainly due to the large number of characters to be typed. 
With the advent of the cheap touch screen mobile phones and tablets, a new era has dawned 
in communication by the common man in India. With the availability of the online 
handwriting technology, now it is possible for anyone to get the benefits of the computing 
technology, like getting information available on the net and easy collection of data at the 
site. Even the elementary school children can search the net with this technology, without 
learning to type. 

First version 

Realizing the importance of this technology I started working in this area in 1994. Our 
software with the first version of online handwriting recognition for Tamil came out a few 
years ago. Touch screens were not commonly used at that time. We actually develop our 
software by writing on the screen using a mouse, in the Windows platform. Writing using a 
mouse will usually create bad looking letters. But we were happy because we could recognize 
even these letters. 

The first version, as with any technology, was more of a proof of concept. Many things had to 
be considered even for the first version. It has to tolerate some variations in writing, if not for 
large variations. A major decision had to be whether to have training sessions or not, for 
individual users. If yes, then is it going to be for all the letters or only for some letters? The 
technology we were developing took care of most of the variations in writing a letter. The 
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data created had all the information. This data is kept in specialized form to save the time in 
processing. It would be very difficult to include these data from the samples got from the user 
in the training sessions. Also, most of the people would like to start using a software without 
any training. Simply put, people do not like training sessions. Hence we decided that our 
software will not have any training module. But this puts a heavy Burdon on us. We have to 
cater to all variations at the compilation time itself. 

The first version was available in PonMadal, and in one version of PonMozhi. It took care of 
many variations in writing. For example, the letter 'thi', can be written with one, two, three or 
four strokes. The letter 'tha' can end at the bottom left or bottom middle or bottom right. That 
is, anywhere in the bottom. 

When a letter is written, at the touching of the finger on the screen, there may come a small 
part of the stroke which comes in a direction which is not intended. Also at the end 
sometimes a letter has an extra bit going in a different direction. This is sometimes due to the 
way the hand moves to start the next letter. These two extra bits poses major problems to the 
designer. The dilemma is whether to cut something or not, and if yes, how much is OK. The 
problem becomes more acute when we have devices with small number of pixels per inch to 
large number of pixels per inch. We have to cater to all the devices. Also, the user may write 
in many sizes. Design decisions had to be taken based on our experience. They may work 
well in most cases, but give problems in some cases. There is no one best solution. 

There is another problem in the way a letter is written. For example, the letter 'pa' has to start 
from the top. But many people start this letter from the bottom, go to the top, and then retrace 
this path to the bottom. This extra bit is not small, as the one we mentioned in the previous 
paragraphs. This bit spans the entire height of the character. These variations had to be 
considered separately. 

We decided that we will try to fix one best matching letter first. Then two or three similar 
looking letters will be provided as alternatives. Though this worked well in most places, it 
failed in some places. Minute variations between similar looking letters forced these errors. 
The following is a list of some similar looking letters. 

Another major challenge is when a letter is written using many strokes. The problem is in 
deciding which of the strokes are to be combined to form a letter. 'Intersecting strokes are to 
be combined' - is a simple solution, but not a complete one. For example, 'poo' can be easily 
confused with 'ta too'. The ordering of the pullis forming the letter 'ak', and differentiating it 
from three dots is a challenge. The problem is that even six non intersecting parts can form 
one letter. For example, see the letter 'gnu' shown below. 

The pulli for a pure consonant seems to be a simple thing. But it poses major problems. Pulli 
is written in many sizes. Some write is so big that it can be confused with the kokki for 
ikaram or eekaaram. Also the pulli may not be exactly above a letter. All these have to be 
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taken care of. A kokki written slightly to the right of a character can be confused with the 
thunai ezhuththu. 

Some ambiguity can be resolved by post processing. For example, if a letter is not the first 
letter of a word, then between the vowel 'ae' and single kombu, it is single kombu, since in 
Tamil, usually a vowel does not come in the middle of a word. Though we have a fast spell 
checker, we decided against using it, because of two reasons. First, this can be used only 
when a word is completed. Since we wish to get the letters correct immediately after it is 
written, we do not want a post processing after a word. Second, this may change the word 
incorrectly when words which are not usually in the dictionary, like the names, are written. 

Second version 

After a while we realized that though the technology we had developed works, it can be 
modified and made less complex. This will make it work better and a bit easier to implement. 
Hence a major overhaul of the design was undertaken. We redesigned the way we look at a 
letter. We simplified our approach. This simplified our data structure. We included more 
variations for some letters. The second version was born. It was faster also. 

The problems started when people started expecting a perfect software. When people tested 
this software, they expected that it should recognize in whatever way they write. Some wrote 
very fast as if they were in a hurry, and hence some parts of the strokes were missing. Some 
scribbled as if they were signing. Some wanted to see how much variation it can tolerate. 
Some wrote in very small sizes. New ways in which some letters are written were discovered. 
For example, the letters like  'thunai ezhuththu' and 'ka' are written as follows. We had not 
taken care of this variation before. 

At this stage we thought that we have to do a better job so that it will satisfy most, if not all. 

Third version 

The work for this version started about one and a half years ago. Our main goal was that we 
should recognize whatever is written. Do not leave anything. Predict more than one letter. 
Allow for large variations, even though this may clash with other letters.  Include many more 
forms of writing, whether someone writes like that or not.  

Do not leave anything as unrecognized - This is the philosophy with which we started our 
work for the third version. Hence large variations in different parts of a letter had to be 
allowed. This meant that we will have many predictions for a letter. We had to do a better job 
in identifying which one is better than the others. Hence we had to produce a number to grade 
them. We had to involve this grading while evaluating every feature of a letter. Our data 
structures and algorithms had to be modified thoroughly. We decided that we will provide up 
to four predictions per letter. They will be according to the order in which our procedure rates 
them. The first one with highest ranking goes to form a word. The others will be shown 
alongside. If the user wants, he can choose an alternative. 

After making all the modifications, we found that the recognition engine has slowed down 
considerably, when used in mobile phones. Now we had to concentrate on the way the 
algorithms work, and find ways of speeding up, without compromising on the quality of 
recognition. This took some time, but we succeeded. All along we have tried to keep the size 
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small. Many are surprised when we say that the core engine for recognition is just about 
300KB per language! 

One problem which remains is that some people write in a direction pointing to the top right. 
This makes the letters slant too much. Though some slanting is taken care of, abnormal 
slanting poses a problem. Now the third version is available in our software for Windows, 
Android and iOS. 

From our experience with this technology we found that our core technology can be used for 
all Indian languages. But for each language, the data and functions have to be tailored to suit 
that language. The major consideration has to be in differentiating between similar looking 
letters. We have started porting this third version of our technology to other Indian languages. 
It will work for all languages where the letters are written individually. 

Searching the net for handwriting technology will show only a handful of companies offering 
this technology. This is due to the complexity involved. Finally, the question is whether 
everybody's handwriting can be recognized. Our view is that though most of the time we can 
recognize the letters, there may be a few occasions where the software fails. These may be 
due to some big deviation in some portions of a letter, or due to some software error.  Our 
aim is to provide software which can recognize any normal or near normal writing. Towards 
this goal, we have included a provision to capture the points in the strokes. If a letter is not 
recognized, and the user thinks that it is written normally or near normally, he can long press 
the green right arrow button provided in the row where the recognition and options are 
shown. The data thus collected will help us improve the recognition capability of this 
software. For anyone who is willing to optimize this software for his or her handwriting, we 
will be happy to send a copy of the Android test version. 

Conclusion 

We have traced the challenges we faced while creating the technology for handwriting 
recognition. Using this software without any training is a plus point. Portability to many other 
languages and tiny size are other plus points. Our software can recognize any letter written 
normally or near normally. Achieving hundred percent correct recognition is our goal. It is 
estimated that the sale of smart phones will see a huge jump in the coming years in India. 
With this, I think our online handwriting technology will empower many Indians. 
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Abstract.

Recognition of handwritten characters is one of the important research areas in Pattern 
Recognition. But recognition is more complicated and tough for the languages/scripts having 
more curvy structures. This is more applicable to Indian languages since most of the Indian 
languages have tough structural shapes and of course the recognition is highly challengeable. 
In this context, this paper is intended to design an offline Tamil handwritten character 
recognizer which would extract the necessary features to recognize the characters that may 
produce conflicts. The novelty of this paper lies in extracting the features from the Tamil 
handwritten characters by applying Zoning over them and capturing their structures through 
the usage of Chain Code Algorithm. Further, the selected features are analyzed to calculate 
their area which is an additional feature. Finally, extracted values are given as input to 
Support Vector Machine to classify the characters successfully. In this research, Tamil 
vowels and consonants have been taken into consideration and it achieves an average rate of 
80% accuracy in recognition.  

Keywords: OCR, Zoning, Chain Code and SVM 

1. Introduction 
Optical character recognition (OCR) is one of the most popularized research fields in the 

pattern recognition, which helps to interpret the handwritten or printed text image as to 
machine understandable and modifiable text. Converting character image into recognizable 
text by machine is a highly complicated work for researchers. The reason behind this is 
handwriting style of every individual is unique. The style of individual handwriting will vary 
with respect to mood, age, education, situation and so on.  

The OCR process is of two types; offline and online with respect to handwritten 
recognition. Online handwritten OCR helps to identify the characteristic features from pen tip 
movement. Offline process has not been researched as extensively as the online one, where 
contributions are available in many languages including Tamil. Offline procedure limits the 
recognition of written characters because of its complications. In this paper, we have chosen 
Offline Mode Recognition procedure for Tamil handwritten character set. 

Tamil, a South Indian language has complex structure due to its cursive shapes and loops. 
Tamil language got great recognition ‘Semmozhi’ from Indian government. In character set, 
Tamil alphabet contains 247 characters which include 18 consonants, 12 vowels, 216 
combinational characters and one special character. We have chosen thirty characters (vowels 
and consonants) from Tamil Character set in this work.  

Tamil is one of the recognized languages in many countries. Many of ancient Tamil 
handwritten invaluable documents can be available to the common man through 
computerization and they can reap their benefits. Our project is envisaged to accelerate the 
process of recognizing difficult handwritten documents.  

The OCR system consists of five main steps: Pre-processing, Segmentation, Feature 
Selection, Feature Extraction and Classification.  
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Section-2 deals with the survey of work done in this area. Section-3 describes the pre-
processing steps, feature extraction and classification. Experimental results are presented in 
section-4. Finally, conclusion and future works are discussed in Section-5. 

2. Literature Survey 
Jun Cao eta al [3] developed algorithm in neural network to classify the exact handwritten 

numerals. To extract the features, they used the Directional Chain Code Histogram based 
procedure and achieved lowest error rate.  

Rajashekararadhya et al [4] employed Zoning and projection based handwritten character 
recognition system. Those two procedures were used for extracting the features. Here again 
zoning [8] [10] [11] method was employed and extracted zone centroid coordinates as 
features. Support vector machine (SVM) system and Neural network were chosen for 
providing better recognition rate. 

N. Shanthi and Duraisamy [6] [12] achieved considerable accurate results from SVM 
based recognition system. Zoning has been implemented and pixel density values are 
calculated to extract the needed features from character image.  

R. Ramanathan et al [7] took Tamil font for their recognition research. SVM algorithm 
was used for identifying several fonts in Tamil. Gabor filter was used to extract the features 
and they were trained by SVM to achieve reasonable accuracy for testing samples. 

Akshay et al [9] did the experiments by taking ‘Horizontal and Vertical line, their 
position’, ‘branching and its position’ as features. He also explored zone, movements and 
number of transitions for verifying their utility. Euclidean Distance was used for classifying 
the character 

3. Zoning based Handwritten OCR system 
In the Pre-processing phase, Otsu’s [1] method has been followed to binarize the 

character image. Binarized image was given as an input to noise removal process, where 
Median and Gaussian filters were applied to fine-tune the image. Skeletonization was another 
method to secure thinner image. Thinning algorithm [4] has been added later to peel off the 
thickness of the image. Normalization has been applied over the images of various sizes to 
obtain a standard size.  

Zoning has been applied over the normalized image to divide the image into equal pieces.  
Chain Code Procedure has been applied on the character portion of the pieces in each zone to 
select the required portion of character structure for further process. Area calculation has 
been done on the next level to extract the necessary features used for Classification. Support 
Vector Machine (SVM) is a popular classifier used in our work to classify the exact machine 
recognizable character. The figure 1 shows the overall procedure followed in the forthcoming 
sections. 

Figure.1 Zoning based Handwritten OCR system 
3.1 Pre-processing 

Pre-processing is required to obtain the images in a good condition. The collected 
character samples were converted into a black and white image using Binarization and 
thinned further to apply feature selection techniques on it.  

3.1.1 Binarization 
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Binarization is a procedure used to convert grey scale image into black and white images. 
Thresholding is a method which is used in Binarization. Thresholding task is used to 
distinguish foreground from background. There are two types of Thresholding [1] techniques 
Local and Global. Global approach has been taken in this work which has only one peak 
value for the entire image instead of many peak values for the entire image. Otsu’s [1][3] 
Thresholding concepts  are implemented in our work where peak values were calculated 
within two classes of black and white to separate foreground and background.  
3.1.2 Skeletonization 

It is a process to peel off the unwanted pixels from the character image without affecting 
the natural shape of the real character. Thinning algorithm has been applied over the 
binarized image to obtain its skeleton.  This reduces the size of the image, retaining single 
pixel in the contour of the image. 

3.2 Feature Selection and Extraction 
3.2.1 Feature Selection

To select features from the image, zone–based approach [2] has been proposed here. To 
extract the features, selection plays a major role in recognition system. In many works, 
zoning procedure [4] [8] [10] [11] has been used for extracting features but in our work we 
chose zoning for selecting the necessary features. Zoning not only helped us to extract good 
features, but also aids to apply Eight Directional Chain Code [3] [5] method over it  to extract 
crucial features from each zone. Without affecting the real shape, the image was resized into 
a standard size (90×90 pixels) image to apply zoning over the image. In zoning way, 
normalized image (90×90) was further divided into nine equal zones (10×10).  Now each 
zone contained character portion of image as shown on the figure 2.  

Figure.2 Sample Character in Zone (90X90  9(10X10)) 

Then the Eight Directional Chain Code [3] [5] method has been applied on each zone to 
extract the features. Chain code was applied on character pixels in an anticlockwise direction 
as depicted in figure 3. 

Figure.3 Chain Code Procedure 

In chain code procedure, we travelled row wise from first pixel on the sub image to find 
the first black pixel with one neighbor. If we found it, then the chain code method was 
applied on the same pixel and its travel started on anticlockwise direction as shown in the 
figure 3 and checked on eight adjacent pixels for finding neighbor black pixel. The chain 
code will not traverse reversely. This procedure came to an end with another black pixel 
which contained only one neighbor or any junction point was found (if there are three 
neighbors to the current pixel). The chain code extracted the one pixel if there was only one 
pixel in zone (dots). Visited foreground (black) pixels were selected for further processes. 
Continued these steps until no further black pixels were available to visit by chain code.  
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If the chain code algorithm was not able to find the pixel with one neighbor in the whole 
image, we checked each pixel which contains two neighbors. If we found it, it might have 
circular shapes. Here also, visited all black pixels and selected the pixel portion for further 

process. The figure 4 shows selected features from the character ‘ ’

Figure.4 Selected Features from ‘ ’

3.2.2 Feature Extraction 
Various parts of the character are segregated using the feature selection algorithm which 

results in different shapes. Segregated components possess the shape of curves (open or 
closed curve), points or linear form. Here, curves and closed curves are not considered for 
experimentation since they are more irregular in shapes. Instead of taking various shapes for 
our work, we calculated area of the curves to extract the features from the characters. 

In this area calculation, we recognized both the ends of every given shape, by travelling 
along each row of the image from top left corner seeking for the pixels having only one 
neighbor. If pixels with only one neighbor have been identified, those points were taken as 
the two end points A1 & A2 ((r1, c1), (r2, c2)) of that particular shape and assumed as line or 
open curve. If we were unable to find the pixel with one neighbor, we searched for pixel with 
two neighbors and considered them as closed curves.  

From the point A1 & A2, we computed the mid-point of the two end points using the Eq-
1 and it is taken as A3 (r3, c3). Later, the mid-point of A1 to A3 (taken as A4 (r4, c4)) and 
A3 to A2 (taken as A5 (r5, c5)) has been calculated subsequently. 

  -    (1) 
Further, distance between A1 to A4, A4 to A3, A3 to A5 and A5 to A2 has been 

calculated as shown in figure 5. All the measurements seem to be the same and hence taken 
as ‘D’. 

Figure.5 Extracting features from selected sample 

We traversed from each mid-point (A1, A2, A3, A4 and A5) to the curve direction till we 
located the black pixel and marked it as R1, R2, R3, R4 and R5. The distance between R1 to 
A1, R2 to A2 and etc. were calculated and they are taken as x1, x2, x3, x4 and x5 
respectively as shown in equation 2. 
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        -    (2) 
Figure 5 shows the Procedure of extracting features from given samples. The distance 

between R1 to A1 and R2 to A2 were zero. Finally the area was calculated using the given 
equation (Eq-3). 

Area =       -      (3) 

If the shape was linear, the area of the line might be zero. If the shape occurs to be a 
closed curve, then we considered it inside the bounding box, and took the mid-point of the 
bounding box by drawing the horizontal line through it which in turn divides the closed curve 
into two curve shapes and also we did the above said procedure for finding the area 
calculation.  

From each zone (9 Sub zones), we extracted needed features from 14 to 16 selected 

character portions of  the Tamil Character ‘ ’ as shown in the Table 1 

Table.1 Extracted Feature from Each Character Portions 

3.3 Classification 
Support Vector Machine (SVM) [6] [7] [13][14] is a statistical learning algorithm which 

achieved excellent results in various applications including pattern recognition. SVM 
algorithm classifies the samples by using support vectors which were the sub sets of training 
samples. The feature space was created by SVM classifier using the attributes in the training 
data collected from various zones of image sets.  

Linear separation of hyper plane and complexity are defined using kernel functions. 
 gave as the hyper plane, were ‘w’ is the normal vector of the plane (weight 

factor). The given set of labeled training samples are Xi ,Yi; where i=1 to n and Xi is the 

sample sets and  Y= 1 or -1. The SVM gave us the solution from the equation [6] Yi (W
T

(Xi) + b) I, I  0. The testing and training samples were collected and fed into 

classification algorithm.  SVM predicted the values targeted by us from the given testing 
samples. The RBF is one of the most famous kernel type which was implemented in our work 
to predict our samples.  

4. Experimental Results 
4.1 Data collection

Thirty characters (vowels and consonants) from Tamil Language were chosen for our 
experiments. Data samples were collected from HP Lab Dataset, where we have gathered 
7500 characters of our experiments. From these data sets 5000 character samples were chosen 
for Training set and rest of them were chosen for testing set. This data stored in Microsoft 
excel and fed in Matlab, where the data was loaded in SVM function to get the accuracy rate. 
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Overall accuracy achieved for testing samples was 80.4%. The experiment result we have 
achieved for different characters are tabulated in the following table 2. The figure 7 shows the 
graph representation of accuracy rate for each character set. 

Table.2 Data Samples and Accuracy Achieved 
S. No 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Tamil Vowels

Accuracy Achieved 80.4 75.2 81.6 90.2 78.1 70.3 79.6 78 80.1 81.1 76.8 73.4 80.2 78.1 79.9

S. No 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Tamil Vowels

Accuracy Achieved 74.1 79.3 83 85.2 80.2 86.9 84.4 87 81.3 86 83.8 76.2 78.5 84.3 79.1

Figure.7 Accuracy rate for each character set 

5. Conclusion 

In this paper we implemented Zone and Chain Code Algorithm for selecting the correct 
features which is suitable for area calculation. We have chosen thirty letters from Tamil 
character set of HP datasets and achieved 80% accuracy rate. These concepts are highly 
suitable for other Tamil combinational characters also.  

Our aim is to consider all Tamil characters for recognition. For that we are striving to fine 
tuning this chain code and Area calculation procedure. Also we are hoping to develop new 
algorithms which will complement the procedure which was used by us and which will be 
applicable to recognize all the characters.  
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Abstract:

Tesseract OCR engine is the most accurate open source engine. It has released under 

Apache license Version 2.0. Basically it has developed and trained for English. Later, it 

received many corrections by open source community to support other languages. 

Apart from the modifications on core engine, it needs training with more quality and 

quantity. In this research paper, we are concentrating on training the Tesseract for Tamil 

language. We are proposing Graphical User Interface to automate the whole process and 

some improvements on training specific to Tamil language to provide accuracy. 

1. Introduction 

Tesseract was first developed by HP in 1984.Around 1985-2006, it had a limited work 

done on it, but since then it was Google who sponsored many improvements and 

development over it. Teasseract was originally developed for English language but over the 

years it has drastic change over other languages with Tesseract version 2.0.And now we have 

Tesseract 3.0 which supports a number of languages and it can now able to recognize more 

than 60 languages including many Indic languages.

Tamil is one of the classical languages in the world and it has the richest literature. In this 

paper effort has been put on to train Tamil language through Tesseract. Even though Tamil 

has trained previously, it needs more training to improve the accuracy. We propose some 

techniques to improve training process to recognise Tamil character with minimal errors and 

providing trained data as open source to the community.

2. Training

The accuracy of Tesseract engine mainly based on the quality and quantity of the training 

provided. Based on the requirement the training can be done manually or automatically.

i) Manual Training

Manual training has required, if the character in the object not matches with any digital 

font and only exists as printed over object. Initially, the source (printed book or any object 

with text) should be scanned and converted in to digital images. The image should be 

produced with good quality. Tesseract can read it properly if the image as 300 dpi and height 

of the font is more than 15 pixels.   
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Sample training image should be selected with more cautious. For example, if there is a 

requirement to read the printed book, selecting the page with more combination of characters 

will be the right choice.

This selected image has to be provided to Tesseract and it tries to read the image with 

existing trained data. Tesseract provides the coordinates of each character associated with 

letters it recognises.

Manual verification required on the coordinates to confirm the right interpretation by 

engine. The possibility of getting wrong mapping is higher, if the training image has less 

quality or the characters/lines are overlapping each other. So the mapping should be corrected 

with proper coordinates.

Building repeated words from the images as dictionary will help Tesseract to add the 

accuracy. This will help Tesseract, to read the words with unusual character combinations. 

For example words with digit and special characters.

If the characters on the images overlap each other, the engine may get ambiguity and 

read it as different character. Finally, Tesseract creates trained data as separate file. It can be 

used to read the images it trained for. 

ii) Automated Training

Automated training can be applied, if the source image as originally generated by the 

digital fonts. In this case, random combination of all type of characters generated for training. 

This text file will be converted to image and the characters on the image will be mapped to 

text file characters. So it means, there is no need for manual inspection. It has accurate 

mapping without manual inspection.  

Figure 1: Training Steps
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3. Tesseract Trainer GUI

To produce more trained data, the training process should be easy and can be done by non 

technical people as well. At present it is not the case. It is difficult to setup the environment 

and Tesseract Engine. Also, there is no tool available to train the Tesseract for Tamil 

language. There is no online tool to collect and manage the trained data. So, we are proposing 

a GUI tool with following features,

Web application 

Facility to manage Trained data

Box file editor

Automatic trained data selection

Ambiguity Correction

The GUI will contain option to download the trained data or use it directly by uploading 

the image file. To select the right trained data, we are proposing option to check the accuracy.

In this method, the sample image will be taken along with the translated text.

This will be translated by existing trained data and the output will be compared to the 

translated text. The more accurate trained data will be considered for further image reading.

Creating right amount of characters and combination in the training image will help to 

produce more accuracy. There will be characters list on trainer GUI with completion status in 

percentage. This will help the end user to provide the right amount of training.

4. Future Works 

Dictionary data for Tamil will be collected and will be used to correct the recognised 

words.

Tesseract engine will be deployed on cloud to process huge data.

 Web services (API) will be provided to support all kind of software and mobile 

devices.

Figure 2: Selecting Trained Data
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5. Conclusion:

 By using the techniques proposed on this paper, Tamil character recognition will get 

more accuracy. Also the proposed GUI will help to get more trained data from the society 

and the same will be released under open source license to the public. This will help to 

improve the usage of OCR in our life.  
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Abstract:

Tamil language with its ancient aged artistic convention has been talked in southern India for 

a many centuries. The Tamil language is a part of the Dravidian family, some other thirty 

languages. The Dravidian family of languages is unique from other Indo-European family of 

languages. Many of the ancient literatures and artistic works in Tamil have been found only 

in the form of palm leaves or in papers. These phenomena in which these texts occur could be 

fragile or difficult to use for both research and reading purposes. The only way that gives us 

reading possible of these texts is digitalization. The paper tries to give an introduction to the 

use of Adobe Photoshop with specific reference to its applications in Tamil ancient 

manuscripts and archaeology. The study gives much importance to the specific uses of filters 

in such soft wares including image formats, resolution, image correction, layers and scale to 

digitalize the ancient texts and books for future purposes. Through digitalization it is possible 

to all Tamil students to get the old classic books in its collection, and enables them to search 

and read them all in online. 

Key words: Tamil, digitalization, ancient, manuscripts, archaeology. 

Photoshop Filters: Filters are generally easy to find out and also employ, and yet are 

generally one among Photoshop’s most highly effective attributes. While utilized effectively, 

they will replicate a number regarding photo taking and also imaginative effects, can improve 

the quality of this photos, and can even perspective these individuals in ways which often 

would otherwise be incredibly tedious and also time-consuming. Every filtering yields its 

very own special result that you can adjust and change previous to it really is used.  
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Furthermore, some sort of filtering could possibly be 

applied even right after one more have been utilized, along with 

the end result as being a combination with a couple of filters 

utilized. This order which you employ this filters has an 

impression about what the end result appears to be; for example, 

running Add Noise followed by Blur will offer you a fuzzy 

graphic with fuzzy dots onto it, whereas this opposite combo 

would offer a blurry graphic along with sharp dots.  

Considering that filters may be used in different order, 

and also each has its very own regulates, there exists pretty much 

absolutely no reduce in order to the different ways in which you are able to employ and also 

merge these individuals. 

Original Image: picture one 

Here are several standard suggestions to note when working with filtration system:  

• Some filtration system merely helps RGB pictures (most common) 

• Some filtration system merely helps 8-bit pictures (most common) 

• In most cases, the greater memory you could have, your more quickly your filtration system 

will probably operate. 512 MB is generally good for casual Photoshop employ, though 1 GB 

can be advised regarding serious image writers. 

Filter: Auto tone = ctrl+shift+L, picture two 
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Using Filtration systems from the Filtering Menu: 

  Using some sort of filtering can be as uncomplicated seeing that likely to this 

Filtering menus and also picking one you choose. A few filters will employ promptly, while 

others (which possess … following their own names) will present you with some options 

first. Below are a few tips for making use of filters:  

• Keep Option (Mac) or even Alt (Windows) to determine some sort of real-time preview on 

the influence because you move some sort of slider.  

• If you need to employ this filtering for you to just part of 

one’s photograph, use the selection tool device to choose this 

part before running this filter 

• If there is some sort of Preview Window, you possibly can 

move this preview image to see diverse helpings of it. You 

can also use the + and also - keys for you to enlarge and also 

reduce there.  

Filter: Brightness/Contrast, picture three 

• Filtration systems might be placed on personal colour programmes, and also can also be 

placed on layer masks. 
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Filter: Sharp, picture four 

With this particular tool, you'll be able to rapidly preview what sort of separate out as 

well as mix off filtration will look with no truly making use of some of them to your current 

photograph. Many filtration can be seen within the Filtering Gallery, you will observe in 

which a few usually are not there (such because the Render filters). Those filtration can easily 

merely be reproduced through deciding on them from the Filtering Menu.  

Areas exactly your different parts of your Filtering Gallery window along with what 

they do:  

• Real-time Preview: Demonstrates what your directory filtration will look just like on 

your own photograph. You may use your controls within the lower left for making your 

preview larger as well as smaller.  

• Offered Filtration: Click the triangle next to just about every folder icon in order to 

grow your folder along with expose your filtration inside of.  

• Filtering options: You possibly can command your adjustments of each one separate 

out you might be using here. Whichever separate out is actually decided on within the record 

may be the just one you'll be able to alter here.  

• List of Filters:  Employ this list to manage which filtration you might be making use 

of along with inside what obtain. Drag a filter upwards as well as along within the record to 

improve it is obtain. Click the Eye icon the moment to hide a filter’s result within the record, 

along with just click the idea yet again to show the result. Click the trash icon at the bottom to 

remove the decided on separate out from the record, as well as click the page icon at the 

bottom to incorporate an additional separate out towards record. 

Filter: Reverse, picture five 

42



Filter: Vibrance, picture six 

Since their label suggests, Blur filters ease your edges of an impression as well as 

combine all of them collectively in various ways, while Sharpen filters enhance the contrast 

of edges in the photo.  Here’s a review of a number of filters:  

• Gaussian Blur: Makes a photo seem fuzzy by way of a given volume. Could also be 

thought of as a “hazy” impact.  

• Smart Blur: Smooths away areas of related coloring, while trying to keep razor-

sharp edges between very distinct coloration regions.  

• Sharpen More: Helps increase an image’s concentration and clarity. That filter is 

simply any stronger version with the Sharpen filter.  

• Sharpen Edges: Tries away coloration edges inside impression and will increase 

their comparison. Unsharp Mask accomplishes the same thing but offers many advanced 

handles.
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Abstract

Tamil character Recognition is one of the challenging tasks in Optical Character Recognition. 
While the current methodologies employed give higher accuracy for English characters, 
Tamil characters still face issues. The complexity of Tamil characters when compared to 
English is multi-fold due to is font style, character combination, etc. These features could be 
trained using Tesseract which is an open-source optical character recognition (OCR) engine 
that was developed at Hewlett-Packard, released under Apache2.0 license. Originally 
developed for English text only, but now efforts have been made to modify the engine and its 
training system to make them able to deal with other languages and UTF-8 characters. 
Tesseract needs to know about different shapes of the same character by having different 
characters separated explicitly. Any language that has different punctuation and numbers is 
going to be disadvantaged by some of the hard-coded algorithms that assume ASCII 
punctuation and digits. There have been efforts to “extend” the engine for Tamil. But the 
accuracy is not comparable with that of English as the style of both languages varies 

significantly. The scope for ambiguity is high in Tamil (Example - ( being recognised 

as , being recognised as ). Also Tamil has specific characters like .  Taking 

these factors into account, the present attempt is to understand the Tesseract OCR and try to 
find out an efficient/intelligent way to train Tamil characters and give in GPL compatible 
license so that the community at large benefits from it and enables future work on it . 

Introduction 

The optical character recognition (OCR) is a process of recognizing printed or handwritten 
text from scanned or printed document images and converting them into text format. Early 
versions of OCR need to be programmed with images of each character, and worked on one 
font at a time. "Intelligent" systems with a high degree of recognition accuracy for most fonts 
are now common [1]. Tamil character Recognition is one of the challenging tasks in Optical 
Character Recognition. While the current methodologies employed give higher accuracy for 
English characters, Tamil characters still face issues. While it’s true that Tamil Character 
Recognition has its unique feature due to the complex nature of character set when compared 
to English, the preprocessing can be done with the help of already existing systems .Hence 
the aim of this paper is to use an existing OCR engine (Tesseract) to train it for recognizing 
Tamil characters. Tesseract is an open-source optical character recognition (OCR) engine that 
was developed at Hewlett-Packard between 1984 – 1994, and later in 2005 released under 
Apache2.0 license [2]. As noted here [3] , the engine performs well with English , but has to 
be trained for Tamil ,specifically because Indic languages provide greater challenges 
specifically to classifiers, and also to the other components of OCR systems. Another reason 
to use Tesseract engine is that its under Apache2.0 license and are compatible with version 3 
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of the GPL[4] unlike various other OCR's like PonVizhi, i2OCR are either copyrighted or 
vendor locked or in some cases both [5]. Taking these factors into account, the present 
attempt is to understand the Tessaract OCR and try to find out an efficient/intelligent way to 
train Tamil characters and give in GPL compatible license so that the community at large 
benefits from it and enables future work on it .

Training Architecture  

The top-level block diagram of Tesseract is as provided in [3]. 

                                                

    Figure 1:  Top-level block diagram 

The design architecture can be viewed as 2 parts.  
 a)Language Independent processes  
            b)Language Dependent processes 

The Language Independent process of Physical Page layout analysis, one of the first steps of 
OCR, divides an image into areas of text and non- text, as well as splitting multi-column text 
into columns is given here .[6]

The language dependent modules – Tamil Specific:  

Line Finding module: 
In the line finding module the author [2] notes that “.....so it is safe to filter out blobs that are 
smaller than some fraction of the median height, being most likely punctuation, diacritical 

marks and noise.”  But Tamil has characters like  which could be misread as punctuations.

Linguistic Analysis
Tesseract contains relatively little linguistic  analysis.[2] Hence the Tamil Linguistic analysis 
is to be incorporated in the engine to find out areas where ambiguity in Grammar rules can be 
found and how they can be removed . 

Training process: 
The process used to train Tesseract for recognizing a new language is known as training. The 
 Training data guidelines are provided here [9] with the following to be trained in Tesseract 
C/C++  

Not heavily dependent on 
language

Dependent on language
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Intelligent Training process: 
As Tesseract follows a 2 step adaptive classification algorithm, the existing training data set 
gives different output for same input and also has higher rate of ambiguity. For example, 
consider the below image  

   
                                           Figure 2 : Standalone input file  

 when given as a standalone file , the output is given  as  

but when the same image is  a part of larger subset  it is recognised as  

This is because the training is not proper currently for the engine in Tamil language. As a first 

Name Type Status Creator Description

config Text Optional Manual Lang-specific engine set tings if needed

unicharset Text Mandatory unicharset_extractor The set of recognizable units

unicharambigs Text Optional Manual* Intrinsic ambiguities for the language

int temp Binary Mandatory mf training Classifiershape data

pf fmtable Text Mandatory mf training Extra classifierdata(num expected features)

normproto Text Mandatory cntraining Classifierbaseline position info

cube-unicharset Text Optional unicharset_extractor Cube’s set of recognizable units

shapetable Binary Optional shapetraining Indirection betweenclassifierandunicharset

params-model Text Optional Google tool Alternative method for combining LM & classifier

punc-dawg Binary Optional wordlist2dawg Pat ternsofpunctuationaroundwords

word-dawg Binary Optional wordlist2dawg Mainword-list/dictionarylanguagemodel

number-dawg Binary Optional wordlist2dawg Acceptablenumberpat terns(withunits?)

freq-dawg Binary Optional wordlist2dawg Shorterdictionaryof frequentwords

fixed-length-dawgs Binary Deprecated wordlist2dawg WasusedforCJK

cube-word-dawg Binary Optional wordlist2dawg Mainword-list/dictionarylanguagemodelforcube

bigram-dawg Binary Optional wordlist2dawg Wordbigramlanguagemodel

unambig-dawg Binary Optional wordlist2dawg Listofunambiguouswords
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step towards proceeding to any further improvements, the engine has to be trained with 
various training sets of different fonts. This can be manually done or with the help of 
jTessBoxEditor v1.0. The jTessBoxEditor has not been incorporated till now for Tamil 
Language and it’s in its initial stages. 

Conclusion: 

The paper presented a overview of Tamil OCR's present state and extending the Tessaract 3.0 
engine for Tamil Language by preparing proper training data set as the first step. While using 
the current mechanism as described by the training manual, the jTessBoxEditor v1.0 is 
planned to be used in the subsequent training. The training set is to be ported back to the main 
project where in it could be further refined to pave way for intelligent training of the 
Tesseract engine 

Acknowledgements:

The authors would like to thanks developers for developing Tesseract engine as well as the 
ISRI group at UNLV and the Google group for maintaining Tesseract OCR in Apache 2.0 
License. The Tesseract -OCR forum and Tesseract -dev forum were used for clearing doubts. 
The friendly forum's help is acknowledged. 

References: 

[1] http://en.wikipedia.org/wiki/Optical_character_recognition
[2] Smith, R., “An Overview of the Tesseract OCR Engine” Proc 9th Int. Conf. on 

Document Analysis and Recognition, 2007, pp629-633. 
[3] Adapting the Tesseract open source OCR engine for multilingual OCR ,Ray 

Smith,Daria Antonova,Dar-Shyang Lee 2009 , Proceedings of the International 
Workshop on Multilingual OCR  

[4] .http://www.apache.org/licenses/LICENSE-2.0
[5] http://ildc.in/tamil/Gist/htm/ocr_spell.htm
[6] Smith, R “Hybrid Page Layout Analysis via Tab-Stop Detection, Document Analysis 

and Recognition” Proc. 10Th Int. Conf. on Document Analysis and Recognition, 2009. 
[7] Layout Analysis,Tesseract Tutorial: DAS 2014 Tours France . 
[8] Training Tesseract ,Tesseract Tutorial: DAS 2014 Tours France ,   
[9] http://code.google.com/p/tesseract-ocr/wiki/TrainingTesseract3 

47



Recognition of online captured, handwritten Tamil words on Android

A G Ramakrishnan and Bhargava Urala K

Medical Intelligence and Language Engineering (MILE) Laboratory,

Dept. of Electrical Engineering, Indian Institute of Science, Bangalore

Email: bhargava.urala@gmail.com and ramkiag@ee.iisc.ernet.in

Abstract

The online handwriting recognition system currently assumes that whatever is written on

the user window is a single word, ignoring the separating spaces even if they are present.

The attention feedback segmentation strategy is applied to segment the stream of strokes

into separate stroke groups that represent distinct, recognizable Tamil symbols. These

segmented symbols are normalized after smoothing and resampled along the arc length to

64 equidistant points. A SVM RBF classifier recognizes the symbols using the x and y values

of these sequence of equidistant points along the arc and also their complex DFT

coefficients. Character recognition accuracies of 95.8% and 83.2% are obtained on the test

sets of 26, 926 isolated characters and 45,405 words (containing 2, 53, 095 characters), both

collected on Tablet PCs. The latter is lower since it is the product of segmentation and

recognition accuracies. On another test set of 1, 897 words (6,627 characters) collected on

Genius GNote 7, the recognition rate is 89.2%. On a page of data written on HiTech digitizer,

the accuracy is 86.6%. Thus, the performance is good across different devices with differing

spatial and temporal resolutions. This MILE online handwriting recognition engine has now

been ported to work on Android devices with a stylus.

Index Terms: OCR, ICR, Tamil, Android, handwriting recognition, online, word recognition,

SVM RBF, attention feedback, dominant overlap, segmentation, stroke group, symbols.

Introduction

The term ’online’ refers to the acquisition of data as one writes, which makes the writing

trajectory, with the sequence of spatial coordinates of the trace, available at uniform time

intervals. A digital pen or a stylus is used to write on any surface (which could be touch

sensitive) and a digitizer captures the online handwritten data. The instances of pen contact

with the surface (up or down) are also recorded as appropriate flags.

In the literature, recognition of online handwritten Tamil word generally follows one of two

distinct approaches: 1) Lexicon driven approach [1], where each stroke is treated as a basic

unit of recognition and word models are trained using hidden Markov models (HMM). This

method works well for applications involving a limited vocabulary. 2) Segmentation driven

approach [2], where strokes are grouped into stroke groups (symbols) which represent a full
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or part Tamil compound letter (akshara). Each stroke group is recognised and a word is

represented as a string of symbols. This method is used for open vocabulary problems.

Here, we describe the development of an open (unlimited) vocabulary, handwritten word

recognition system for Tamil on the Android platform.

Brief outline of the recognition system

Figure 1. Block schematic of the handwriting recognition system.

Input stroke sequence – From the Android device, the sequence of strokes corresponding to

one word are input at a time. Consecutive strokes need to be grouped into symbols.

Handling delayed and overwritten strokes – Sometimes, the pulli or some other valid part

of a character is left out to begin with and is written later after the rest of the word has

been completed. In the first pass through the input stroke sequence, such delayed strokes

are reordered based on their position vis a vis the earlier strokes. If the reordered stroke is

fully contained within a stroke group, it is assumed to be an overwritten, probably

beautifying part stroke or correction, and hence, is deleted. Otherwise, it is combined with

the overlapping stroke group.

Dominant overlap criterion segmentation – Two or more strokes are grouped into a stroke

group, if the horizontal overlap between them exceeds a statistically determined threshold

[2]. If segmented properly, such stroke groups correspond to distinct Tamil symbols.

Normalization of stroke groups – Smoothing removes the effect of jitter; normalisation

handles size variations and resampling along the trace eliminates the variations in the time

sequence of data due to variations in the writing speed [3].

Extraction of global and local features The global and local shapes of the symbol are

captured as the features and concatenated. Global features are the discrete Fourier

transform coefficients of the preprocessed coordinates, treated as a sequence of complex

numbers [4]. Local features are the resampled pen trajectory points themselves [5].
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Classification using SVM RBF Support vector machine with radial basis function kernel is

trained on the feature vectors extracted from a database of isolated stroke groups [6].

Correction of symbol segmentation Recognition scores and inter stroke distances are used

to detect any possible errors that may have occurred in dominant overlap segmentation.

Two suspected adjacent stroke groups are merged tentatively and if its confidence score is

higher than the average score of the individual stroke groups, they are merged

permanently. This is the attention feedback segmentation proposed in [7].

Postprocessing using language models – Bigram probabilities of all pairs of Tamil symbols

(including spaces) have been computed from a large Tamil text database. After

segmentation and recognition of each word, a lattice is constructed with each stroke group

as the nodes and bigram probabilities as transition weights. The most likely symbol string to

represent the word is found using maximum likelihood (Viterbi) decoding [8].

Output Unicode string generation – The string of symbols output by the classifier is

converted to the corresponding Unicode string, using Tamil script grammar and the

resultant text (actually, the top three choices given by Viterbi) is displayed.

The entire recognition engine is implemented in C++ and has been ported to an application

in TabletPC [9]. We have employed Java Native Interface (JNI) along with a simple front end

created using Java, so that the same code and engine used for TabletPC application

development can be readily used for Android application development. The application runs

fairly fast (~50 ms per character) and has robust recognition rates despite the training data

for the classifier having been collected on a different device (TabletPC) with a different

sampling rate and spatial resolution. The application currently runs on tablets with Android

version 4.4.2 or higher.

Future work

The recognition speed and accuracy will be improved on the Android platform by optimizing

the code and revising the recognition strategy. The graphical user interface will also be

enhanced to create a smooth user experience. The current word recognition module will be

extended to handle the recognition of line and page level text to support practical and

usable applications. The idea is to develop a regular word processing application using

handwriting that supports recognition of numerals, punctuation marks and other symbols.
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Fig. 2. A sample handwritten input on Samsung Tab 10.1

and the top three choices of the recognized word given by the Viterbi.

Fig. 3. Another sample handwritten input and the three best choices

for the recognized word obtained from the Viterbi decoder.
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Fig. 4. A third sample handwritten Tamil input and the top three possibilities

for the recognized word obtained using bigram models and the SVM recognition scores.
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Abstract

This paper deals with the technicalities and algorithms associated with word level 

translation of inflected and non-inflected Tamil words to English. A word can have more than 

one meaning or category associated with it. A word may give one meaning when it stands as 

a whole and a different meaning when it is parsed. For example, the meaning of the word 

katalai is ‘groundnut’. But it can be parsed as katal + ai, where it gives the meaning ‘Sea+ 

Accusative case’. This paper attempts at devising an algorithm, using rule based methods, 

which finds the meaning of a word and also finds out whether parsing is possible for the 

same. If so, the meaning for the word as such is given. Then the meaning corresponding to 

the morphologically parsed word is also given. With the help of the tool developed using this 

algorithm, a Tamil word and its all possible meanings can be listed out successfully.  

Keywords: Morphological parsing, word-level translation. 

1. Introduction 

Language is a system of communication with certain grammar rules and pronunciation 

that are used   to express thoughts, ideas, experiences etc. It becomes a challenge for a native 

speaker when introduced as a beginner to a foreign language. A translator allows bridging, 

the variation between these two languages using a universal language English. This paper 

attempts at developing an efficient tool kit for word level translation from Tamil to English. 

2. Methodology: 

  The main functionality of this project is a word level translation of Tamil to English. 

If the given word is in non-inflected form, then its meaning is given straightly. If it is an 

inflected form, then morphological parsing is done to identify its stem and suffixes.With the 

obtained stem and its suffixes of a given word, its appropriate translation is done. Before we 

go into the parsing, we need to understand the structure of a word.  

3. Structure of a Tamil Word 

 3.1 Noun 
     A word which is capable of taking a case suffix or postposition is a noun. 

e.g. maram – ‘tree’ 
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Structure of a Noun 
The following table describes the structure of a noun with various suffixes and 

particles. 

Nst. Numb Filler Case Postpo. Cl.1 Cl.2 Cl.3 Cl.4 
pen kal uk ku aka mattum tan a ata 

aan kal in al ------ mattum tan a ata 

3.2 Verb 

A word which can take tense markers and which can be qualified by an adverb is a verb. 

e.g. pati – ‘read’ 

Structure of a Verb 

 The finite form of a verb may be simple or complex. The longest finite form of a verb may 

have the following structure. 

Vst. Asp Aux Voice Aux Mod Aux Tns PNG Cl.3 Cl.4 
ezuthik katta vaikkap par tt an a ata 

             where Vst. is verb stem, similarly Asp Aux is Aspectual Auxiliary, Mod Aux is 

Modal Auxiliary and PNG is Person-number-gender. 

4. Translator 

If a given word is in non-inflected form then its all possible meanings will be listed out.  

e.g: ‘pati’ – Stair 

   Noun 

    pati Measurement 

                          Verb                  Read  
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 If a given word is an inflected form, then Morphological parsing is done before 

translation.    

5. Morphological Stemmer 

The aim of Morphological parsing is to extract the stem and suffixes of a Tamil word. 

The result of the Morphological parsing will help in translating appropriate  

results for the inflected Tamil words. Parsing can be done in two different ways, 

1) Right to Left Parsing. 

2) Left to Right Parsing.        

Here in this project, Right to Left Parsing is used. 

Consider the word kaththi. This word, when considered as a root word, has the 

meaning “knife” and is under the category noun. But this can also parsed as follows: 

kaththu +  i      ‘Shout + VP 

Verb      + VP 

Consider another example ‘neithaaN. This is an inflected word. When it is parsed 

from right to left, its suffixes are identified first and later it is stripped from the given word to 

identify the stem. This word can be parsed in two ways. They are 

nei     +     thaaN      ‘ Only ghee 

Noun  +      Clitics 2 

55



nei  +  th   + aaN  ‘Wove (he) 

Verb  + TenseMarker   +  PNG 

Thus, this tool gives all possible meanings of a given word, considering them as a root 

and also as inflected word wherever applicable. The database size is 2000 words which will 

be further expanded. 

Conclusion 
To achieve a Machine Translation system, many tools are required. This tool is one 

among them. This tool will play a prominent role in developing a full-fledged MT for Tamil 

– English. 
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1 Introduction 

Ambiguity is the core problem in computational linguistics. Ambiguity arises at 

almost every level of language processing, from word level processing tasks like part of 

speech tagging to high-level tasks like discourse planning. A machine has to be able to 

resolve these ambiguities and combine the information from different levels into an 

unambiguous meaning representation in order to understand a human language.Preposition is 

one of the word classes which are both frequent and highly ambiguous. Thedifferent senses 

of a preposition express different relations between the prepositioncomplement and the rest of 

the sentence. The sense is related to the semantic role ofthe dominating prepositional phrase. 

To understand the semantics of a prepositional phrase, asystem would need access to both the 

higher level semantics of the semantic role andthe finer word-token level semantics of the 

preposition.Prepositions are not given the attention they deserve in the earlier studies on 

resolution of ambiguity. Even in lexicographic works including dictionaries, prepositions are 

not elaborately discussed explicating the ambiguity they carry along with them.  

Presuppositions are not deeply studied in the corpus analysis unlike the other parts of speech. 

Though prepositions are only a closed set of words exhibiting certain grammatical functions, 

their polysemous nature is comparable to other parts of speech. Similar to the major parts of 

speech like noun and verb, preposition also creates problem in their interpretation. The 

interpretation of prepositions becomes a challenge to the computational community who are 

involved in natural language processing. They are closely related to verbs as the indicators of 

their internal arguments.  

Preposition is a term used in grammatical classification of words referring to the set of 

items which typically precede NP (often single nouns or pronouns) to form a single 

constituent of structure.  Prepositions normally precede nouns or pronouns. For example 

The cow is grazing in the field. 

The preposition ‘in’ shows the relationship between cow and field.  In the above sentence 

object of the preposition field comes after the preposition in.  Hence the noun or pronoun 

which is used with a preposition is called its object.  It is in the accusative case and is said to 

be governed by the preposition.  In the above given sentence the noun field is in accusative 

case and is governed by the preposition in.A preposition may have two or more objects as in 

the following sentence. 

The road runs over hill and plain. 

It has to be noted here that prepositions can also be an adverb and that is they can be used 

without an object. If personal pronouns I, we, he, she, they etc are used as the object of a 

preposition, then their objective form me, us, him, her, them, have to be used. 

 Tamil makes use of postpositions instead of prepositions; these postpositions could be 

affixes or free forms or a combination of both. 

avanmeecaimeelputtakattaivaittaan 
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he table on book-ACC keep-PAST-3PS 

‘He kept the book on the table’ 

Though we can draw one to one correspondence between English prepositions and Tamil 

postpositions in many instances, there are drastic differences between them in some 

instances. This paper aims at transferring of prepositional phrases in English into Tamil by 

making use of a machine learning approach. We are considering only two prepositions ‘for’ 

and ‘with’ to substantiate our arguments. 

2 Ambiguity in prepositions 
 Actually prepositions themselves are ambiguous at the source language level. One can 

expect ‘transfer ambiguity’ at the transfer level when we move from English to Tamil. Take 

for example the following sentences with the preposition ‘for’. 

1. He boarded the train for Jaipur. 

2. I waited for you. 

3. Ram has sympathy for the poor. 

Look at their translations into Tamil.   

 1a. avanjaipUrukkurayilERinAn

 2a. wAnunakkuvENti/Aka kaththiruwthEn

 3b. rAmukkuEzaikaLitamirakkamirukkiRathu.

In the first sentence the preposition ‘for’ is matched to dative suffix –ukku in Tamil; in the 

second sentence ‘for’ is matched against the benefactivevENti/Aka and in the third sentence 

‘for’ is matched with the receiver postposition iTam ‘to’. This three way distinction of ‘for’ in 

Tamil exhibit the three-way ambiguity at the source language which is reflected at the 

transfer level. 

 Now let us look at the sentences with ‘with’ preposition. 

4. He apologized with her. 

4a. avanavaL-itammannuppukEttAn

5. Blend water with milk. 

5a. taNNIrutanpAlaikkala

6. We walk with legs. 

 6a. wAmkAlkaLAlnatakkinROm

In the first sentence the preposition ‘with’ is matched with the addressee marker itam in 

Tamil; in the second sentence ‘with’ is matched against the sociativepostpostionutan and in 

the third sentence ‘with’ is matched with the instrumental case suffix Al ‘by’. This three way 

distinction of ‘with’ in Tamil exhibit the three-way ambiguity at the source language which is 

reflected at the transfer level.Proposition sense disambiguation requires lexical and world 

knowledge, and contextual information as generally with word sense disambiguation. 

3 Earlier works 
A number of researchers have studied disambiguation of the preposition. Alam (2004) 

studied the disambiguation of the preposition ‘over’ by taking into account two things: one is 

the meaning expressed by the complement noun phrases of the prepositions and the other is 

the head of the prepositional phrases (verb or noun phrases). Harabagiu (1996) made use of 

WordNet to disambiguate prepositional phrase attachment.  A special issue of Computational 

linguistics (Baldwin et al., 2009) was devoted to discuss about the issues on preposition. 

Preposition sense disambiguation was one of the SemEval 2007 tasks (Litkowski and 
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Hargraves, 2007), and was subsequently explored in a number of papers using supervised 

approaches.The present study is much rarer of the kind of studies mentioned above as it aims 

to resolve the prepositional ambiguity at the transfer level.  

4 Methodology 
English sentences with the prepositions “for” and “with” are collected and manually 

tagged with equivalent postpositions in Tamil.  Wedivided the annotated English preposition 

corpus into train and test sets. The training dataset consists of 430 sentences and testing set 

has 100 sentences Sample English sentences with preposition tag are given in Table.1. The 

preposition tag contains the Tamil postposition information. By using this method,the 

prepositions of English are disambiguated and translated into Tamil postpositions. To 

disambiguate a preposition p, our system uses the bag-of-words and linguistic information as 

features. The essential linguistic information for each English sentence is extracted using the 

Stanford parser toolkit. This linguistic information such as lemma, POS tag, and dependency 

tag is used as features in machine learning based disambiguation model. For training the 

model we utilized SVM-Light, a public distribution of SVM (Support Vector Machines) by 

(Joachims, 1999).  The preposition disambiguation framework is shown in the Figure.1.

Table:1 Sample English Sentences and its Prepositional Tag 

Figure:1Framework for English Preposition disambiguation 

Our investigation revealed that machine learning method for solving the preposition 

disambiguation problem using existing knowledge sources as features improved the 

performance of preposition translation. In future, the feature set can be further tuned with the 

use of English WordNet and the Semantic role’s of verb in the sentences.  

S.No 
English Sentences Preposition Tag 

1 Dussehra is celebrated for ten days. NUL 
2 I have played outside for an hour. DAT-Aka 
3 She does not bring water for me. DAT 
4 I had headache for two or three days. Aka 
5 His body is covered with hair. Al 
6 Peter has fallen out with his boss. il-iruwthu 
7 I have lived with my parents for over 10 years. utan 
8 She did not come with me. utan 

Preposition Tagged English Corpora

Tagged English Corpora
Feature 
Extraction

Feature Digitization

Machine Learning

Feature Set 

English Corpora 
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5 Conclusions 

It can be inferred by linguistic analysis that within the context for prepositions, the governor 
(head of the NP or VP governing the preposition), the object of the preposition (i.e., head of 
the NP to the right), and the word directly to the left of the preposition have the highest 
influence. While disambiguating prepositions the maximal accuracy can be achieved by 
considering the context, features, and granularity. Though the preliminary result is 
encouraging, various issues still need to be addressed, i.e. improving the result by 
disambiguating noun senses or using world knowledge or context information.Preposition 
sense disambiguation has many potential uses. For example, due to the relational nature of 
prepositions, disambiguating their senses can help with all-word sense disambiguation. In 
machine translation, different senses of the same English preposition often correspond to 
different translations in the foreign language. Thus, disambiguating prepositions correctly 
may help improve translation quality.  
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MOBILE TEST AUTOMATION 

FOR TAMIL NATIVE MOBILE APPS IN ANDROID & IOS 

Karthik Bharathi, IT Professional   <mobility.karthik@gmail.com>

This paper is intended to demonstrate on how to plan and execute development and 

automation testing of Native apps addressing the areas of Internationalization and 

Localization for TAMIL in Android & iOS Devices.  

Internationalization  

Today’s enterprises operate across the globe catering to various customers speaking different 

languages. With the advent of Mobile phones, enterprises have the opportunity to 

internationalize their reach across the globe for their customers in their native language 

through Native application. Internationalization helps us to develop a Native Application 

once and use the same Application for multiple languages. 

Localization 

In order to reach customers across different countries speaking different languages, Native 

application developers use the locale feature of the mobile to identify the local language 

preference of the customer and tailor the native application to dynamically display the 

application contents in the local language of choice for the customer. 

Mobile Testing Challenges

Mobile applications operate within three 
major constraints imposed by the market 
dynamics which I call it as “Mobile 
Triangle”. Multiple Operating Systems, 
Multiple Manufacturers and Multiple 
Networks form the Mobile Triangle. Mobile 
Applications needs to work within the rigid 
constraints imposed by the three edges of the 
Mobile Triangle. 

Mobile Test Automation is the answer to 
the myriad issues of mobile environment to 
deliver quality assurance to the native mobile 
application being developed. 

Mobile Test Automation open source tools have built in mechanism to test and validate 

native applications written in any language which is supported by Unicode. Robotium is one 

such mobile test automation open source tool which automates the functional testing of the 

native application including internationalization and localization functionality. Robotium tool 

is built on the instrumentation libraries provided by Google as part of Android 
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instrumentation libraries. These instrumentation libraries have the ability to interact with the 

native application running either in emulator or real device. Robotium tool can be run in 

conjunction with the JUNIT libraries to produce the test results validating the functionality of 

the mobile native application. 

Robotium mobile automation tool has the ability to check the localized strings, images, 

application names depending on the language used by the customer.  

Custom Locale 

Locale Settings is at the crux of the Internationalization and Localization initiative. Tamil 

language locale information is ta_IN. Locale information is set under Custom Locale 

property of the Settings information in the emulator and device. Once set, the device and the 

emulator customizes all applications to reflect contents in the language set in the custom 

locale.

Designing Native Application for Internationalization and Localization Needs 

Uniqueness of non-European languages is the major criteria when designing native 

applications. Non-European language alphabets (including Tamil) tend to be 25% larger in 

size than their European counterparts. Size is one major attribute for the characters to be 

displayed in the mobile application and sufficient space needs to be provided when the 

application is designed. For example, Apple provides Auto Layout feature in the Xcode IDE 

during the design process. Auto Layout feature adapts the space according to the language 

used in the application. 

Internationalization Localization 

• Ability to handle application input, output 
in the user’s native language. 

• Ability to handle date, time and number 
formats 

• Use appropriate Calendar and time zone 
for processing data. 

• Ability to render content depending on 
the user locale. 

• Localizing Images 
• Localizing Strings 
• Localizing Dynamic Strings 
• Localizing App Name 

XLIFF – XML LOCALIZATION INTERCHANGE FILE FORMAT 

XLIFF is a single, uniform and consistent format used to store information to display in 

different languages. Native application contents which are to be customized in multiple 

languages are pulled into XLIFF format and translated accordingly. The Presentation and 

Business logic embedded within the native application remains untouched. This provides the 

advantage of separating the Presentation and Business layer of a native application.  
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English Screen Listing Tamil Screen Listing 

       

In the screens above the English version and the Tamil version differs only in the content and 

not in terms of presentation or the business logic. The English version and the Tamil version 

were not developed separately. Instead the language information is separately created and 

stored in XLIFF format. The business logic and the views are created separately. Robotium 

test tool handles the information verification and validation and compares it with the 

expected information to be displayed. The entire test process is completely automated and is 

executed without manual intervention. 

Clearly seen is the difference in the size of the language characters. Tamil characters tend to 

be bigger than its English counterparts. Robotium tool is intelligent enough to compare only 

the text and not distracted by the size of the text. The Robotium tool also tests on how the 

mobile application is navigated due to the customer interaction with the native application.  

On customer touching any of the Tamil poet’s name, the details about the poet are displayed 

in a new screen. Test automation tools navigate to different screen simulating a touch event 

and tests the information displayed in the new screen as well. This process is continued until 

all the screens and contents in the native application are tested and validated. 
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4

Details Screen Navigation

Robotium 

Robotium being an open source tool is available to anyone for free. The proprietary tools 

available in the market for automation testing also support all Unicode compliant languages 

including Tamil. Robotium provides a wrapper which exists on top of the Google Android 

Instrumentation libraries thereby simplifying the art of automation testing for the native 

application functionality. 

Solo is the Robotium library which provides the necessary functions for mobile native 

application automation. It has the ability to simulate all the user interactions with the native 

application. The localized information placed in resources section of the application are 

retrieved and compared with the expected values in the test data section at runtime. The 

results of the comparison are documented using JUNIT libraries and stored in the test results 

section. 

Internationalization and Localization ensure that the concept of “Develop Once, Deploy it 
for any Language” is fulfilled for the mobile native application. Test Automation tools 

ensure that the native application written for whatever language is tested and validated. 
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Abstract 
 Travelling in public transport is a challenging task for visually impaired people. Now days, people 
are equipped with smart phones which will also be helpful for visually impaired people. This paper 
focuses on developing a location based mobile transport assistance system in Tamil language for 
visually impaired people. Since mobile phones has limited resource constraints such as low memory, 
and limited computation power, Cloud environment has been  integrated with mobile phones,  in order 
to provide the infrastructure where the data storage and data processing can be supported externally 
from mobile. Today many smart phones are equipped with Global Positioning System transceiver, 
Global System for Mobile communication receiver and inertial sensors which would identify the 
current location of the mobile user easily and its location could be sent to an Amazon Web Service 
Cloud platform immediately. Hence the mobile user’s location could be processed in the Cloud to 
obtain the location based transport information.  
 Moreover, this work presents a technique for converting the retrieved textual transport 
information to audio in Tamil language using Cloud environment. Text-to-speech synthesis converts 
ordinary text image into an acoustic signal that is indistinguishable from human speech. The 
conversion process consists of two parts which involves knowledge and processes. The front end 
handles text analysis and higher level linguistic features which interprets the text and outputs in the 
form of phonetic transcription that specifies the phonemes and an intonation for the text. The back end 
handles problems in phonetics, acoustics and signal processing. Further, the phonetic transcription 
process into an audio waveform contains appropriate values for acoustic parameters such as pitch, 
amplitude, duration, and spectral characteristics. Thus the proposed system provides the guidance and 
assistance of location based transport details by enabling audio for visually impaired people in the 
native language. The development of this system would contribute a lot to visually impaired 
community. 

Keywords: Mobile Cloud, Tamil Text to audio converter, Smart phones 

1. INTRODUCTION

Smart phones support wide range of applications such as games, image processing video 
conferencing, e-commerce and other online social network services. High computation power is 
required to execute these applications in smart phones. This is a challenging task because Smart 
phones are resource constraint devices with limited computation power, storage and energy. 
Therefore, many applications are unsuitable to run in smart phones. To overcome, the issue of mobile,   
Cloud computing offers virtually unlimited dynamic resources for computation, storage and resource 
provision. The integration of mobile and cloud computing is termed as ‘Mobile Cloud Computing’. 
Cloud based computation offloading technique is used to enhance the performance of the application 
due to insufficient resource constraints of smart phones. 

Mobile Cloud Computing technology turns smart phones into powerful device for the visually 
impaired people. As smart phone becomes more advanced, it requires more effort to make mobile 
phone accessible to visually impaired people. Inability to sense the surrounding environment, poor 
orientation, and navigation capabilities, difficulties in accessing textual information result in limited 
mobility of the visually impaired [3]. Added to this, visually impaired people find difficulties in 
identifying Points of Internet (PoI) like street name, bus stop, pedestrian crossing to rectify. To 
overcome this   situation, Electronic Travel Aids (ETA) has been developed for visually impaired 
people. This electronic system helps visually impaired in their mobility, communication and in 
accessing various public services. To calculate accurate information on user location for e.g., in 
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moving from one place to another, related data are retrieved from public transport passenger 
information system. Cloud server provides the information about bus number, route, arrival and 
departure timings. Cloud, the server stores public transport information data. Dedicated terminals 
equipped with GSM/UMTS transceivers, GPS receivers, inertial sensors and camera are used to 
obtain precise user local information to provide communication channel to remote assistant of the 
user, and to present voice message to the user [4]. 

2. RELATED WORK

Mobility of the visually impaired requires rich terminology because different implications are 
assigned to this concept. At the outset, the problem faced by the visually impaired people during their 
commutation should be analyses – space perception, orientation way finding, navigation, obstacle 
detection and avoidance, landmark and shoreline. This issue of the visually impaired people can be 
solved by using ETA services. ETA encompasses a large class of assistive devices which supports the 
capability of Oriented and Navigation System (ONS). This system assists the blind users in travelling 
to far and unfamiliar places. This system offers sensing of far spaces and can acquire data from larger 
scale distributed network e.g. sensor network, digital maps or GPS [3]. This system has brought a new 
solution for assisting the blind in mobility and travel. Many technologies have been involved to find 
the solution for the visually impaired people like Global Positioning System (GPS), Geographic 
Information System (GIS), and wide access to the Internet, wireless communication network (e.g., 
Wi-Fi, GSM). All these can be connected to other nearby device via Bluetooth link and can 
communicate with cloud server. 

A variety of techniques can be employed to estimate the position of a wireless network terminal. 
In majority of systems, measurements of signal parameters are transmitted by system reference 
stations. Then, the position of the terminal is estimated based on calculation of distances of the 
terminal to at least some of the reference nodes. The most commonly used signal properties include 
propagation time, angle of arrival and received signal strength [5]. 

Digitization technology has been applied in many fields in people’s daily lives, such as retail 
businesses, post offices, insurance and aircraft companies [3].  

3. PROPOSED WORK

Fig3.1 Client Server Architecture for public transport assistance cloud 
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In this figure 3.1,The mobile user send the destination to the cloud server. Through GSM/GPS 
service, the current location of mobile users is tracked by the cloud server. This Server provides 
accurate information on user location moving from one place to another, related data are retrieved 
from public transport passenger information system. Public transport information in Tamil is send to 
the mobile clients through http response. Text to speech synthesizer tools in mobile coverts the tamil 
text to audio signal. This audio output is given to the visually impaired people. 
 The cloud server receives the destination form the mobile users and calculates the distance by 
using the latitudes and longitudes. The minimum and maximum latitudes are calculated using the 
following formula (3.1) and (3.2). Similarly, the longitude is calculated using (3.3), (3.4) (3.5) and 
(3.6).  

latitudemin = latitude – radius of earth (r) (3.1)

latitudemax = latitude + radius of earth (r) (3.2)

latitudeT = arcsin(sin(latitude)/cos(r)) (3.3)

longitudemin = longitudeT1 = longitude – longitude (3.4)

longitudemax = longitude + longitude (3.5)

longitude = arccos( ( cos(r) sin(latitudeT) • sin(latitude) ) /

(cos(latitudeT) • cos(latitude) )= arcsin(sin(r)/cos(latitude)) (3.6)

The distance is calculated and the the route of the bus information is retrieved by

using the direction search algorithm.

Direction Search Algorithm

This algorithm provides solution to the queries on direction.

Algorithm: Direction Search

Input : Root of node N, Set of locations S, Objects P and directions

Output : Object selected based on directions

Step 1: Assume the initial root node as the node N

Step 2: Every edge e depends on its parent node N

Step 3: If node N is a non leaf then

Step 4: Read the child node N pointed by e;

Step 5: Assume x and y as latitude and longitude values in spatial region.

Step 6: If the object P with latitude (p.x) is greater than the location object S with latitude (s.x) then

Step 7: Search the object P in east direction

Step 8: else

Step 9: Search the object P in west direction

Step 10: If the object P with longitude (p.y) is greater than the location object S with longitude (s.y)

then

Step 11: Search the object P in north direction

Step 12: else

Step 13: Search the object P in south direction

Step 14: Retrieve the object selection based on direction.

4. EXPERIMENTS AND RESULTS

Input: 
 The mobile user sends the destination in tamil i.e. central. Through GSM/GPS, the current 
position of the mobile user is identified by the cloud server. Based on the destination, the relevant 
information is searched in the public transport assistance database. This is shown in figure 4.1.  
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       Figure 4.1.Mobile client              Figure 4.2 PTA  Cloud 

Output: 
 The distance is calculated by using the latitude and longitude. The bus route no, source place, 
destination place and the timings to reach the destination is retrieved from the database .This is given 
to Tamil and displayed as audio output to the mobile clients. 

5. CONCLUSION 

 This paper has presented a prototype implementation of a mobile Public transport assistance 
information management system based on Cloud Computing and Android OS.  The Position of results 
is returned as contextual information regarding the area where the user’s localized. The use of smart 
phone as a user terminal makes it possible to present the results to the users in the form of voice 
messages. Future work might include location tracking of mobiles and implement cloud ranking to 
prioritize the continuous Query in the server. 
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Abstract
  In the modern era, the advancement of technology used in mobile phones has greatly 
reduced the existence of traditional business cards. Rather than having the hard copy of the 
business card, saving the same information either as a contact or an image within the 
handheld mobile is a better choice in today’s world. This technique of capturing an image 
(using the inbuilt camera) and recognizing the textual information using Optical Character 
Recognition is available in different language but it has not been implemented for Tamil 
language. The proposed system is to design a Business card reader for Tamil language in 
smart phones using cloud environment. 

The necessity of processing in cloud is to mainly reduce the load within the mobile and 
limit the resource constraints required for processing. Tamil Optical Character Recognition in 
cloud   retrieves and recognizes the Tamil textual information from the scanned image. This 
process includes different phases such as preprocessing, segmentation, feature extraction, 
classification, Unicode mapping etc to rebuild the textual information from image. The 
recognized Tamil text is given in turn to the mobile device. The proposed method reduces the 
overhead of handheld mobile devices and enhances the Tamil language Optical Character 
Recognition. 
Keywords: Mobile Cloud, Tamil OCR, Smart phones 

1. INTRODUCTION 

Mobile computing allows transmission of data, voice and video through any wireless 
medium. It aids (speeds) large number of application on a single device.  It provides access 
information through Smart phones, Tablet, i-Phone and many other devices. Among this, 
Smart phone leads to wide use in recent trends and prosperity of mobile computation. Dream 
of “Information at your fingertips anywhere, anytime” has become true [1]. Yet, Mobile 
computing are still resource constraint-limitation of battery (power consumption), 
computation, interference, the Quality of Service (QoS), bandwidth connection latency, 
variation in signal power, data storage. Among these issues, computation becomes the major 
issue in smart phone through mobile computing. 

To overcome the limitation of mobile computing, the integration of mobile computing 
with Cloud Computing brings many opportunities. Cloud Computing has evolved business 
models for users that provide Internet services with technologies to provide and manage 
abundant resources of computation and data storage over the network at relatively low 
amortized operation costs [2].  In Cloud Computing, the user information is stored in cloud 
server which can be accessed by the user through internet. Cloud computing provides several 
services such as shared resources, software and information. Multiple users can 
simultaneously access a cloud server to retrieve and update their data. The mobility and 
reliability of user information has been achieved through integration of cloud and mobile 
computing. The characteristics of Cloud-based service has on-demand, broad network 
availability, resource pooling, rapid elasticity and reliable. 

By converging cloud computing advantages with mobile computing, the new technology 
(Mobile Cloud Computing) has been evolved. This mobile cloud computing intends at 
manipulating cloud network techniques for storage and processing data on smart phones on 
any other equivalent device. As a result, the combination of mobile cloud computing with 
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cloud computing reduces the limitations of smart phones and other perceptive devices can 
obtain service in a wireless environment. Thriving of mobile cloud computing without any 
fidgets depends on the quality of communication channels and granting the quality of service 
(QoS).To provide better compatibility, mobile cloud computing started to manifest its effects 
with many innovative smart phone application. It connects with all social network-business, 
commerce, transportation and hospitals etc, to enhance smart phone users. 

The embedded business card reader is very helpful to those users who need to input 
contact information contained in the business card into the mobile device. At present, the 
existing mobile OCR devices usually use pen-style scanners to sense text images, such as C-
Pen and WizCom’s QuickLink Pen. These devices need complicated scanners, and are not 
convenient for user to operate. OCR based on images captured by digital cameras attracts 
attentions for years due to the challenges resulted from low resolution, blur, and perspective 
distortions of the image captured by camera. The CamWorks[1] supported by Xerox research 
center has made great efforts in this field. Their dedicated image processing technologies 
have achieved good results under desktop computing platforms. 

Business card readers (BCR) are useful as practical application for the common man. 
Initially Digital Card Readers are having standalone devices which have all the image 
recognition software and special hardware for OCR technology. With the advent of smart 
phones and Cloud Computing, the technology has been changed. Most smart phones are 
equipped with powerful cameras that are able to take clear and accurate images of textual 
content. Cloud computing has also enabled us to shift the resource intensive tasks such as 
running an OCR program to remote machines which in turn decreases the burden on the 
smart phone and also increases speed. Though there are BCR applications available from the 
Google Play Store for the user with several languages, but it does not provides support for the 
Tamil Language. 

2.   RELATED WORK 

According to the general image processing methods, the camera-captured color image 
will be converted to gray-scale image. Then, the gray scale image will be binarized and de-
skewed. Finally, the de-skewed binary image will be used to detect text lines, words, and 
characters. The problem of such methods is that they have high memory requirement and low 
computation speed, which makes them not suitable for implementation in mobile device. 
Multi-resolution analysis of images is a widely used method in image processing [5] 

The process of recognition of handwritten or printed document is generally known as 
Optical character recognition, simply OCR. Scanning of the text which converts the paper 
document into an image is the starting stage. This image is processed in many stages and 
finally converted in to a character codes such as ASCII so that a system can edit and 
manipulate this character. As mentioned, the OCR method consists of a number of steps. 
They are   Binarization,   Noise removal, Thinning, Skew Detection & Correction, Line, 
Word and Character Segmentation, Feature Extraction and Selection and classification. 
Preprocessing steps are required for any kind of OCR system before the actual recognition. 
This is needed because of the existence of a lot of noise with the scanned image. The 
different steps and type of preprocessing algorithms depend on Tamil is the official language 
of the South Indian State ‘Tamil Nadu’ and the union territories of Pondicherry and the 
Andaman and Nicobar Islands. Tamil is also one of the official languages of Srilanka and 
Singapore. The history of Tamil language is divided into three periods; Old Tamil, Middle 
Tamil and Modern Tamil. The Tamil script consists of 12 vowels, 18 consonants and one 
special character, the aytam. The vowels and consonants combine to form 216 compound 
characters, giving a total of 247 characters. All consonants have an inherent vowel as with 
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other Indic scripts. This inherency is removed by adding an over dot called a pu i, to the 
consonantal sign, whereas no such distinction is there in 36. Even Handwritten Recognition 
Systems are widely available for this language. Siromony, R Chandrasekaran and M 
Chandrasekaran [6] proposed a system for recognition of printed Tamil characters using 
encoded character string dictionary.  

Unicode is a worldwide accepted encoding standard for different languages and text 
where every character is assigned a unique numerical value as its representation. The Tamil 
Unicode range is from U+0B80 to U+0BFF. These Unicode characters are of 2 bytes size 
each. Optical Character Recognition (OCR) is the process of translation of images of 
typewritten or handwritten text into machine editable text. A number of techniques of Pattern 
Recognition such as Template matching, Neural Networks, Syntactical Analysis, Hidden 
Markov Models, Bayesian Theory, etc have been explored to develop robust OCRs for 
different languages. At present we have efficient and inexpensive OCR packages which are 
commercially available for the recognition of printed documents. Among those we have 
enough facilities for languages such as English, Chinese etc. Even handwritten document 
recognition facilities are widely available for these languages. When considering the Indian 
languages many attempts are made to develop the OCR system for Devanagari, Oriya, Tamil 
[2], Telugu [3], and Kannada [4] etc. But this area needs further more developments and the 
researches are going in this field. 

3. PREPOSED WORK 

Fig 1. Client Server Architecture for business card reader 

Fig 1 shows the Client Server Architecture for business card reader. The client server 
architecture describes the two way communication between the mobile users and the cloud 
service providers. In which the application run in the client devices such as smart phone, 
tablet, PDAs. But, the computation works are carried out in the cloud service provider to 
overcome the difficulties such as insufficient resources for processing, storage and battery. 
The requirements of proposed work are smart phone which are having the camera that 
capable of taking medium to high resolution images (preferably 5Megapixel and above) and 
also support for the Tamil Unicode format. There are many cloud service providers are 
available such as Amazon EC2, OpenStack, Open Nebula, Eucalyptus and so on. Among 
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these providers, Cloud server will be deployed on the Amazon EC2 platform in the proposed 
work. The server receives image from the mobile clients to the cloud server that process these 
images. From these images, the required text information is retrieved using Optical Character 
Recognition (OCR) program. After processing, the result is send back to the user.  Most 
server instances do not support OCR by default. As a result, a custom OCR program that 
supports the Tamil language should be installed on the cloud server. 

The tamil OCR program consists of the following steps: 
Preprocessing: 

The image received has to be first scanned and preprocessed. The image must 
be in a format that the OCR software can recognize so that we can retrieve the 
required data from it. After preprocessing, the OCR must be able to recognize the 
business card in the image and its dimensions alongside eliminating the excess 
background data. The image may further be skewed at a certain angle. The OCR 
program must be able to detect and fix the name of the person, position, mobile 
number email id and corresponding address. 

Feature Extraction: 
In feature extraction, the OCR isolates and detects all the characters in the 

image individually. The characters are identified by precisely calculating inter line 
spaces, horizontal spaces, width of the character and pixel concentration in various 
regions. The horizontal and vertical line detection algorithm has been implemented in 
the literature to retrieve the entire information from the image. 
Classification: 

Once the text has been extracted, the OCR intelligently recognizes and 
matches the text according to underlying design. The design contains common fields 
such as name, phone number and organization name. The final result is then returned 
back to the mobile client in the HTTP response. 

The cloud server can parse the information to adopt with end user devices using JSON 
string that contain JSONArray and JSONObject data variables. The final contents are 
displayed to the user in the available Text View of user device. The tamil contacts are saved 
in the smart phones. 

4. EXPERIMENTS AND RESULTS 
Input:
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Fig 4.1. Mobile client user interface.

Fig 4.2. Smart phone capture image

The fig 4.1 and 4.2 capture the business card either from visiting card or retrieving from 
the gallery. 

Output: 
Fig 4.3 describes about the template that contain the selecting the required information such 
as name, designation, address and mobile numbers.  

               Fig 4.3. Template            Fig 4.4. Sample data 

Fig 4.4 describes the sample information which can be retrieved from the business card. 

5. CONCLUSION

In this article, business card reader in Tamil is implemented in mobile cloud platform. 

The cloud server utilizes the Tamil OCR to process the image which is received from the 

different mobile clients. The relevant information is retrieved from the tamil OCR and send 

back the result to the devices. There are various challenging issues are faced while fetching 
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the text from the complex background. Further work could explore in Tamil OCR to 

efficiently process the text segmentation in the cloud server. 
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ABSTRACT: The human race is willing to learn from the past experiences and surge ahead. 

Hence, it becomes lucidly evident that we need to store the locational information of the places 

we visit, for future reference.  The Service provides for contextual storage of location-cum-tag 

information in Tamil for the User's convenience when a need occurs for him to visit the same 

place again. This offers also a substantial 'To-be-visited' service that could be used to capture the 

locational information, when the user is travelling. All these captured location-cum-tags can 

vividly navigate us to the places in future. The locational threads can be 'categorized' for proper 

referential documentation in a native language, say Tamil. The service can be extended as a 

social networking domain to express our visits to our friends. Access-specific posts can assure 
our privacy and can aid for new-visitor friends. 

Keywords: Location-Based Services, Mobile Computing, Mobile Communication. 

I INTRODUCTION 

Mobile phones have become a common and an unavoidable device to the people all over the 
world. Over six million people in the world are using mobile phones and the count is increasing 
day by day. Among the mobile phones, Android operating system which was developed by 
Android Inc. is fast developing and more appealing to the users than any other mobile OS. 
Android Smart phones had the features of Personal Digital Assistant, compact digital camera, 
GPS facility etc. More than just communicating, smart phones have another side- which provides 
the Location Based Services to the user. In this fast moving world, using the applications in 
android, people can find the directions to any place, just by sitting in any location through 
mobile phone. For example, we can find the route from your college to your home. The 
corresponding application neatly list outs the direction to walk. This application helps the end-
user to store the locations he visited, storing based on different categories of locations, and later 
retrieve path from his current location to stored location using map application. 

II RELATED WORKS 

Several features are available in smart phones such as using Global Positioning System (GPS), 
several mobile applications, compact digital cameras etc. The use of GPS to locate the current 
position of the user using satellites in mobile phones has been described briefly in the paper [5]. 
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Since the GPS facility has to be turn on, people worry about the battery life of the phone. The 
energy efficient position tracking is discussed detail in paper [3]. The Location Based Services 
based on GPS and Google maps are provided to the user via applications helping the user to 
know their exact locations. It is discussed in detail in paper [2], [4] and [6]. Also there are certain 
applications which use the Location Based Services to help the users during emergency. It is 
discussed in paper [1]. 

The shortcoming of all the above models is that none of them were implemented in the user’s 
native language. They were all provided in the global language English. We wished to overcome 
this shortcoming. So the android application which we developed provides “Proactive Location 
Based Services in Tamil” to the user. Translation from English to Tamil is discussed in paper [6]. 
This application is the real need for the people of Tamil Nadu as smart phones usage is at its 
peak among the people of Tamil Nadu. 

III SYSTEM DESIGN

The application provides interface for adding a location to the database with a picture of that 
location, a name and category for the location. User has to click the location button to fetch the 
current GPS location and finally he has to click save button to add the location to his location 
log. User can also make use of profile picture as well as cover picture option provided by the 
application. User has to set username for using this application. This option has been provided 
for extending this application to social networks. The home page of this application contains 
cover photo, profile photo, username, recently viewed locations, as well as three buttons at the 
bottom.  

IV IMPLEMENTATION AND RESULT 

In the android application we develop, user will be easily able to reach places which already he 
had visited but currently not clear about the route of reaching that place. For example, if one 
person visited his friend’s home and he had saved the location of that place. Then in future, if he 
wants to find the route to reach his friends home from his current location; this application will 
show the route from his current location to the already saved friend’s home location 

In our android application, user will be provided with options such as. 

1) Home page for viewing recent locations. 
2) Add location page for adding new locations 
3) Location log Page for viewing all saved locations. 
4) Viewing detailed information about the locations 
5) Modifying user related data 
1) HOME PAGE 

This page contains information’s about the user say, cover picture, profile picture, username,       
and list of recently added places (five recent added locations from all categories). So the user 
can quickly access his recently added locations and navigate easily to the corresponding 
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place with the help of google map. If the user clicks on any of the saved locations then 
application redirects to map which will show the path from current location of the user to 
saved location. The details displayed such as username as well as location based details will 
be displayed in Tamil. 

        Figure - 1                            Figure - 2 

    2) ADD LOCATION PAGE 

This page allows a user to add the new locations he visits. The user can take the picture 
of the place, give a name to the place, select a category for the place from the list of four 
categories and has to click the fetch location button and finally click the save button. The 
whole information will be saved to the database so that user can use these informations 
any time he needs, and the path of picture in local memory will be stored in database. 
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                       Figure - 3                    Figure - 4 

3)  LOCATION LOG PAGE

This page contains list of saved locations which will be listed based on their category. 
The categories are  

Common 
Friends
Official 
Travel

So the user can easily search for a specific place based on the category. The user can also 
edit the information for the particular activity by long pressing the saved location in the 
list, a popup will be displayed which allows user to either edit or delete the saved 
location.

4) VIEW LOCATION

The list view contains only short notes about the place. On clicking the particular 
place from list view the user will be redirected to view page where detailed information 
of the place will be shown. On clicking the Show Route button the user will be 
redirected to Google map where the route between user current location and location of 
selected place will be shown. (Location of the place will be taken from the database). So 
using the map the user can easily navigate to corresponding place. 
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                       Figure - 5                                                                      Figure - 6 

5) SETTINGS

In this page, the user is provided with the options to edit or modify the information the 
user like profile picture, cover picture, name of the user etc. . . .  
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Abstract

We have earlier developed an open source Indic keyboard application that works on

Windows and Linux platforms [1, 2]. This is available under the Apache 2.0 licence and

hence, even industries can use the code to develop their own products with due

acknowledgment to the source. In addition to Tamil (Tamilnet99, Bamini, Remington and

Inscript), this supports nine other Indian scripts, namely Kannada (KaGaPa and Inscript),

Marathi (Remington and Inscript), Telugu, Malayalam, Odiya, Gurmukhi, Gujarati,

Devanagari (Remington and Inscript) and Bangla. This paper presents an open source

implementation of TamilNet99 keyboard for Android smart phones, which also supports 3x4 

keyboard layout for mobile phones with short form factor. This Android app has been developed at

MILE lab, IISc and also supports Inscript and 3 x 4 keyboard layouts for all the other

Dravidian scripts of Kannada (KaGaPa layout is also supported for Kannada), Telugu,

Malayalam and also the North Indian script of Devanagari. Saurashtra, Badaga, Irula,

Konkani, Tulu, Kodava, Beary, Paniya, Betta Kurumba, Ravula, Marathi, Bodo, Mythili,

Nepali, Sanskrit and Hindi languages can be entered through one of the supported scripts. It

is freely downloadable from Google play store from the link:

https://play.google.com/store/apps/details?id=org.iisc.mile.indickeyboards.android.

Introduction

An input method editor (IME) is an application that facilitates entering of text in scripts

other than Roman on a computing or communication device, such as a PC, laptop, Tablet or

a mobile phone. We have developed a new version of MILE Indic keyboards that enables

entering Tamil text using an onscreen Tamilnet99 keyboard or 3x4 keyboard. This app adds

keyboard only and doesn't add any font or rendering engine for displaying Tamil text. Hence

install this app only if your phone/tablet already supports Tamil text and properly displays it,

because then it has the required Indic fonts and rendering engine. However, if you see

boxes or disjoint characters then it doesn't.

Installation Details

Install the app from Google play:

https://play.google.com/store/apps/details?id=org.iisc.mile.indickeyboards.android

Go to "Settings" and open "Language and input".

Select "IISc MILE Indic Keyboards". Click "OK".
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Select language/keyboard

� Open the app where you want to enter Indic text.

� Select input method by either long pressing in the edit text or from the top status

bar.

� In "Select input method" dialog, select "IISc MILE Indic Keyboards".

� By default, Kannada "KaGaPa" layout is shown.

� To change language/keyboard, click settings icon at the bottom left of keyboard.

� Select Tamil, followed by Tamilnet99 keyboard layout.

Salient features

Allows fast typing of almost all of the Tamil characters without having to press shift key.

The keyboard layout on Android phones is exactly as per the TamilNet99 keyboard

layout on desktops. Hence, there is zero learning curve.

Implements the following Tamil99 Keyboard Rules:

1. Keyboard has twelve vowels to , the pulli, the aaytham, the eighteen pure

Tamil consonants combined with the first vowel , the five grandha consonants

with the vowel a (sa, sha, ja, ha and ksha), and the letter shri.

2. A consonant symbol followed by the pulli produces a pure consonant.

3. A consonant symbol followed by a vowel other than the first vowel produces a

vowelised consonant.

4. A consonant symbol followed by the same consonant symbol automatically puts a

pulli for the first consonant symbol.

5. After putting a pulli automatically, this feature of automatic putting of pulli will be

disabled temporarily for one stroke.

6. When the first vowel is typed after a consonant symbol, it simply confirms that

the previous stroke is an akarameria uirmei. This disables temporarily the

combining of any other stroke with the previous stroke.

7. The same behaviour is also seen when a soft consonant symbol is followed by the

corresponding hard consonant symbol.

( , ),( , ),( , ),( , ),( , ),( , ) are the soft and hard consonants

pairs.

8. A vowel after anything other than a consonant symbol will remain an independent

vowel.
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The source code is freely available under Apache License 2.0 at code.google.com [6].

This license allows even companies to use this keyboard for their own applications after

due acknowledgement.

We also support 3x4 keyboard layout for Tamil script which is mainly targeted for

Android phones with very small screen size.

Applications

Send SMS, chat or create memos in Tamil language.

Creation of Tamil content via mobile: Microblogging, social networks, etc

Teaching Tamil script.

Conclusion

This is available for free download on Google Play store [4]. Already, this application has had

more than 500 downloads. If you find any issues in using our app, or have specific

suggestions to enhance its function, usability or other features, please enter the same as an

issue at [6]. We have developed another application for people, who have an Android phone

that doesn't have inbuilt support for Indic fonts or Indic text rendering, to send/receive SMS

or create memos in Indic scripts [5].
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Future Work

In our next version (v1.3), we intend to add support for Bamini keyboard. Further, to avoid

the need for using <shift> key, we will implement a long touch feature on the keyboard,

which will help enter the other character supported by the same key.
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ABSTRACT 

In this fast growing world where technology has become inevitable in everyone’s life, 
Android-base applications are growing at a very fast rate. At this run, if Tamil language could 
be implemented in this environment it would be a great progress in Natural language 
processing. The main objective of this paper is to discuss how Tamil language can be 
deployed in an Android environment. The paper aims at discussing how a lay user can enter 
the contents of Tamil using English scripts and how it gets converted into Tamil font. The 
language used for implementation is Java. The rich API set in Java is utilized to its maximum 
extent and it is implemented in Android platform. The main functionality of this would be, it 
gives us the ease of typing Short Messages in our mother tongue. Along with this, grammar 
checking and font style properties are checked and set by default. All the necessary details are 
clearly discussed and verified throughout the paper. 
Keywords- Tamil encoding, Unicode, Android App 

1. INTRODUCTION 

For more than half a century, immigrants from the Indian subcontinent and the West Indies 
have added variety and diversity to the rich patchwork of accents and dialects spoken in the 
UK. British colonizers originally exported the language to all four corners of the globe and 
migration in the 1950s brought altered forms of English back to these shores. Since that time, 
especially in urban areas, speakers of Asian and Caribbean descent have blended their mother 
tongue speech patterns with existing local dialects producing wonderful new varieties of 
English, such as London Jamaican or Bradford Asian English. 
To be more specific the impact of English language for globalization let most of the emerging 
technologies to be in its specific nature. Although English is spread worldwide, people all 
over the world feel convenient to use their own mother tongue which they practiced from 
their childhood. 

2. REASON FOR MAKING E T ANDROID APP 

Smart phones have revolutionized the cellular world and has become an inevitable part of 
people’s life. Most of the smart phones run on android kernel. The reason, why smart phone 
users prefer android OS is because of its vast applications which makes their task easier and 
is saves time. Most Android applications are designed such that it meets almost all user 
requirements[1]. 
In the same way, users all around the world find it convenient to send text messages in their 
mother tongue. Android phones do not support all languages spoken in different parts of the 
world. So users started typing their vernacular language in English script which occasionally 
led to perplexion. It would be better if there is an application that transliterates the English 
scripts to the corresponding scripts of their mother tongue [2]. For better description users 
with their mother tongue Tamil requires an app that transliterates the English scripts to the 
corresponding Tamil scripts [3]. 
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3. TRANSLITERATION  

Transliteration refers to the conversion of scripts written in one language to another language.  
not the translation that is finding the meaning of a word in one language to converting to 
another language. For this the dictionary from English to Tamil, Tamil to English is required 
for references. 

3.1. HOW TRANSLITERATION OCCURS 

For the transliteration, a separate program is to be written. In Transliteration is associated 
with the encoding. As far as Tamil is concerned each script is assigned a specific unicode. 
The letters of one script and the corresponding English scripts are archived in a property file 
if it is coded in Java. The encoding happens when Tamil script is typed in English letters. 
English scripts are actually encoded in ASCII 7 bit encoding. But Tamil and other native 
languages are encoded in ASCII 16. The encoded English scripts are matched with the 
encoded Tamil scripts so that the corresponding Tamil word is retrieved. 

4. ENCODING

It is the process of converting data into particular format required for program compilation 
and execution, data transmission, storage, Compression/Decompression, file conversion. 
Encoding is the process of assigning particular code for letters, symbols and numbers to data 
for conversion into equivalent cipher. The standard encodings used are 

ASCII(American Standard code for Information Interchange) 
Unicode 
Tamil All Character Encoding 

4.1. ASCII 

ASCII encoding schemes are usually for the files with the content in text. This assigns a 
separate number for each character. The printable and the non printable characters of the 
ASCII code represents uppercase, lowercase, letters, symbols, punctuation marks, numbers. 
The character positions in the ASCII character encoding is 0 to 127. The representations after 
127 from 128 to 255 cannot be represented with the ASCII encoding. To solve this problem 
Unicode encoding was introduced. 

4.2. UNICODE

Computers and Operating system can understand only binaries. Unicode was devised to be a 
system capable of storing encoded representations of the plain text character of every human 
language that has ever been existed. The first step in the Unicode representation is the 
formation of the Universal Character Set by setting out all the characters of the language [4]. 
The codepoints (plain text character in Unicode Language) is mapped to code values 
(encoded text in the Unicode Language) with the UTF and UCS.  

The persistence of the Unicode encoding is because there is no other encoding techniques that 
could contain enough characters to represent a single language. The main drawback is that 
there occurs several code for representing same characters and the same code for different 
characters. To overcome this and maintain consistency one significant encoding should be 
globalized [5]. For this purpose the Unicode encoding representation was considered and had 
undergone several revisions in its features. 
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Unicode characters

BMP SMP SIP SSP PUA 
0000–
0FFF

8000–
8FFF

10000–
10FFF

18000-
18FFF 

20000–
20FFF

28000–
28FFF

E0000–
E0FFF

F0000–
F0FFF

F8000–
F8FFF

100000–
100FFF

108000–
108FFF

1000–
1FFF

9000–
9FFF

11000–
11FFF

19000-
19FFF 

21000–
21FFF

29000–
29FFF

F1000–
F1FFF

F9000–
F9FFF

101000–
101FFF

109000–
109FFF

2000–
2FFF

A000–
AFFF

12000–
12FFF

1A000-
1AFFF 

22000–
22FFF

2A000–
2AFFF

F2000–
F2FFF

FA000–
FAFFF

102000–
102FFF

10A000–
10AFFF

3000–
3FFF

B000–
BFFF

13000–
13FFF

1B000-
1BFFF

23000–
23FFF

2B000–
2BFFF

F3000–
F3FFF

FB000–
FBFFF

103000–
103FFF

10B000–
10BFFF

4000–
4FFF

C000–
CFFF

14000-
14FFF 

1C000-
1CFFF 

24000–
24FFF

2C000–
2CFFF 

F4000–
F4FFF

FC000–
FCFFF

104000–
104FFF

10C000–
10CFFF

5000–
5FFF

D000–
DFFF

15000-
15FFF 

1D000–
1DFFF

25000–
25FFF

2D000–
2DFFF 

F5000–
F5FFF

FD000–
FDFFF

105000–
105FFF

10D000–
10DFFF

6000–
6FFF

E000–
EFFF

16000–
16FFF

1E000–
1EFFF

26000–
26FFF

2E000–
2EFFF 

F6000–
F6FFF

FE000–
FEFFF

106000–
106FFF

10E000–
10EFFF

7000–
7FFF

F000–
FFFF

17000-
17FFF 

1F000–
1FFFF

27000–
27FFF

2F000–
2FFFF

F7000–
F7FFF

FF000–
FFFFF

107000–
107FFF

10F000–
10FFFF

Unicode is required by modern standards such as XML, Java, ECMAScript (JavaScript), 
WML, etc., and is the official way to implement ISO/IEC 10646. It is supported in many 
operating systems, all modern browsers, and many other products. The emergence of the 
Unicode Standard, and the availability of tools supporting it, is among the most significant 
recent global software technology trends. Use of legacy character set is not preferable as it 
may lead to high cost. Instead incorporating the Unicode character set into the client-server 
machine or websites would significantly reduce the cost. Unicode comes handy in enabling a 
software product or a website to be active in the global market without being re-
engineered[6]. It also supports transmission of data through various systems without 
corruption.

4.2.1 CODE POINTS 

5. TAMIL ALL CHARACTER ENCODING 

Tamil All Character encoding is the encoding specially for the Tamil Language. As our 
App deals with the transliteration of the Tamil language written in English scripts to the 
corresponding Tamil scripts it is better way to go with the TACE.  

6. ANALYSIS OF UNICODE WITH TACE 

Tamil characters are 247 in number including all mei, uyirmei and ayutham. But 
there occurs only 31 positions in Unicode for representing Tamil characters. This 
led to the situation of using the same code for different characters which leads to 
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ambiguity. There occurs lot of confusions with different words in Tamil typed in 
English especially in the mei This means that only 10% of the Tamil Characters 
have the corresponding code in the Standard Unicode Representation. 
The sequence of all the characters in the Unicode representation is not in the 
natural order of sequence. This requires the complex collation algorithm for 
ordering them in sequence. 
It encodes 23 Vowel-Consonants (23 consonants + Ü) and calls them as 
consonants, against Tamil grammar. 

Unnatural for Speech to Text/Text to Speech. 
Inefficient to store, transmit and retrieval (For example, File reading and 

writing, Internet, etc.).Complex processing hinders development. 
Need normalization for string comparison.  
For the Unicode representation the characters are counted more than the actual 
characters present. This way of counting more and processing includes more 
processing and consumes more time and the CPU cycles. 
As Tamil is the complex language more complex processing is required. So many 
of the characters are not supported in Unicode as it deals with the encoding in all 
the languages. 

6.1. ADVANTAGE OF TACE OVER UNICODE 

Tamil All Character encoding is unique for Tamil language. Therefore it includes all 
character in Tamil represented as the separate code.

 As there are separate code for all the characters of Tamil language each letters are 
identified with the unique code. Hence unambiguous 

There is no ambiguity in encoding which naturally makes TACE preferable.
A computing machine takes less processing cycle when encoded with TACE 

rather than Unicode encoding. Text encoded in TACE can be efficiently parsed 
using simple arithmetic operations. Basic Tamil grammar is followed in TACE but 
not in Unicode because it needs extra framework development. 

6.2.  METHODS FOR TAMIL ALL CHARACTER ENCODING

6.2.1. METHOD 1(BY SIMPLE ARITHMETIC OPERATIONS) 

 +  = 

E210( ) + E203( ) = 1C413 

 1C413 - E200(Constant) = E213( )

6.2.2. METHOD 2 

(E210) + (E203) = (E213) 

E210 ( ) | (E203( ) & 000F(Constant)) = E213( )

To check whether a character is vowel:  
( ( c >= E201 ) && ( c <= E20C ) ) == True // => Vowel 

To check whether a character is consonant:
  x = (c & ‘000F (Constant)') 
  ( ( x == 0 ) && ( ( c > E200 ) && ( c < E390 ) ) ) == True // => Consonant 

To check whether a character is Vowel-consonant (UyirMei): 
  x = (c & ‘000F (Constant)') // => Unique number for each vowel starting from 1 
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  ( ( ( x >= 1 ) && ( x <= 12 ) ) && ( ( c >= E211 ) && ( c < E38D ) ) ) == True 
// => Vowel-Consonant(UyirMei) 

To check whether a character is Tamil number: 
  x = (c &‘000F (Constant)' ) 
  ((c & 'E18F(Constant)' == c )&& ( x <= 12 ) ) == True // => Tamil Number 

7. CONCLUSION 

Android-base applications are growing at a very fast rate. At this run, if Tamil language could 
be implemented in this environment it would be a great progress in Natural language 
processing. The main objective of this paper is to discuss how Tamil language can be 
deployed in an Android environment. The paper aims at discussing how a lay user can enter 
the contents of Tamil using English scripts and how it gets converted into Tamil font. The 
language used for implementation is Java. The rich API set in Java is utilized to its maximum 
extent and it is implemented in Android platform. The main functionality of this would be, it 
gives us the ease of typing Short Messages in our mother tongue. 
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Linguistically Annotated Dictionary (LAD) for Natural Language Processing – 
with special reference to Noun
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ABSTRACT

 Language is a social and linguistic phenomenon which grows 
continuously with all periodic changes. The grammar of Tholkappiar has provided 
considerable material for research in Tamil. At present in contemporary Tamil we come 
across many changes in both written and spoken usage and the progress of Language 
Technology have provided a new interface for researchers. One of the major areas in NLP is 
a Rule based approach which allows researchers to delve deep into the language however 
given the complexity of Tamil, one of the prime desiderata is a back end Dictionary that 
which plays a major role in reaching and disambiguating the output. Standard lexicons do not 
provide such information and only help us to conclude whether the word is valid or not. More 
complex information required for advanced areas like Word Sense disambiguation, Syntactic 
Parsing and Machine Translation such as meaning, antonym, etymology etc. is not accessible 
to the computer. Hence the need for a linguistically annotated dictionary (LAD) which will 
furnish more accurate information for NLP is must. The aim of this paper is to propose a 
design template for linguistically annotated Dictionary for Natural Language Processing with 
special reference to noun category.   

Key words: Linguistically annotated dictionary (LAD), Natural Language Processing 
(NLP), Rule-based approach, Tamil-dictionary.

0. Introduction

 Natural Language Processing (NLP) is an area which involves the creation of 
man-machine interfaces for the computer This can be done by concentrating on language 
Technology (the ways and methods to achieve NLP) and computational linguistics , the 
branch of linguistics which involves the techniques of understanding the linguistic properties 
which are scientifically interpretable. Rule based approach and statistical based approach are 
the two ways of achieving NLP. A rule based approach requires a number of generic rules to 
get the output whereas the statistical based requires certain rules, data and training to achieve 
the output. Human beings produce, understand and disambiguate the words and sentences 
only with the help of mental lexicon. This article is an attempt to make a near-by equivalent 
of mental lexicon which already exists in our brain and automatically getting updated through 
context or by the help of usage. This article aims at to produce a dictionary template for 
Linguistically Annotated Dictionary (LAD) which will work as a back-end dictionary for 
Rule-based Natural Language Processing (NLP) approach.  The paper is divided into five 
sections including this Introduction. The second section discusses the semantic issues 
occurred in NLP analysis, the third section provides solutions to the issues by using LAD and 
the structure of LAD. The fourth part describes how LAD can be used for Parsers, WSD 
(word sense disambiguation), and Machine Translation systems and the final section will 
cover the conclusion which includes the ways and methods to build the LAD. 
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1. Semantic issues in NLP analysis

     NLP needs a wide research to execute it and it starts with the fundamental levels 
of linguistics such as Phonology, Morphology, Syntax and Semantics. LAD is not required to 
handle the nominal analysis and issues on Morphology in which the simple root dictionary 
will be used to reach the output but LAD is much more essential to handle the influence of 
syntax and semantics on Morphology and the advanced analysis such as WSD, Machine 
Translation, Sandhi checker and Grammar Checker. For example the combination pa am + 

kutai can generate two variants such as pa akkutai fruit basket, pa a kutai old basket. A 
Morphological Generator fails to handle this kind of combination since it requires additional 
information or rules to handle the issue.  This is due to the meaning ambiguity with the word 
“pa am” which has two different meanings “fruit” and “old”. The synonymy of ‘
gives multiple meaning such as unmarried young women, spinster, virgin and this can be 
determined only by the (linguistic or extra-linguistic) context.  

2. Solutions

 The root word dictionary cannot provide more information about the word 
except that it belongs to a separate category and valid but this information is not enough 
(sufficient!!) to develop word sense disambiguation and Machine Translation systems.  Extra 
information is required to solve the ambiguities and get the actual meaning of the input. This 
information has to be stored in our dictionary so that the execution of word sandhi can be 
done with the help of LAD. For the first example pa am+ the word pa am has one 
more meaning that which stands behind the second output. On the other hand, in the example 
two, the multiple senses of the word ‘  generates multiple outputs. So maintaining 
a semantic extension of each word is important to solve the semantic issue. A Morphological 
generator will have no trouble to generate the multiple outputs for ambiguous pairs provided 
it is enabled with LAD. Semantic features such as connotation, denotation and domain play a 
vital role in disambiguation. LAD provides all the semantic extensions of each word and 
hence retrieving the same is not an issue for the application.  

2.1. Linguistically annotated Dictionary (LAD)

 A “word’ is not only a word, but it has many things inside starting from 
etymology. Designing a dictionary for word reference is different from doing the same for 
Natural Language Processing. As discussed earlier, the root word dictionary will not be 
sufficient to handle ambiguity or advanced NLP analysis.   LAD is a dictionary with 
grammatical and semantic information which will cover all the meaning of a word including 
its denotative, connotative and domain wise. It will work as a back end dictionary to NLP 
applications. This will help us to increase the accuracy and quality of our NLP applications. 
The present article will only talk about the LAD of Tamil Noun but the same needs to be 
designed for all the categories which will have semantic value, especially verbs, the backbone 
of sentence formation. This will be useful to enable the NLP engine for handling lexical and 
structural ambiguities. 

2.2. Structure of LAD

  The Structure of LAD decides or determines the accuracy of the Language Tool. 
Each Head word should contain a semantic information such as denotative, connotative, 
synonyms, antonyms, idioms, proverbs, domain (domains will be used to cover a domain 
wise meaning of each noun) and syntactic information such as Collocation, parts of speech, 
sub-categorization such as abstract or common, count or mass noun, animate or inanimate 
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and pronunciation with different types of mood which will be useful to capture the different 
meaning variants, IPA which are helpful to cover the prosodic features for Text to speech. 
The category wise meaning will also be listed in the LAD. Since nouns have been taken for 
the present article the same have only been focused here. So building a LAD is equal to 
building a word structure with syntactic and semantic information which is always absent in 
the root word dictionary. XML is one of the preferable formats for LAD. Building a 
dictionary with all semantic information is not achievable hence this article only aims at to 
cover some semantic information because syntactic and semantic information of each word is 
one of the major strength of human's mental lexicon and it plays a massive role in 
understanding the meaning and disambiguating the sentence. The following table shows the 
structure of LAD.   

Word 1 Word 2 word3

Root v u(home) r ja(rose) cu mi (Tsunami)

PoS peyar peyar peyar

Etymology

sub category Common concrete

count inanimate

neuter

proper concrete

count inanimate

feminine

Common concrete

count inanimate

neuter

IPA& Pronunciation i� �o�d a: t na:m

denotative v umi am malar i p ralaika

connotative ku umpam ka al ci am a ivu,s kam

Domain1

Domain 2

Idioms and proverb v u p la e utal r j p u me mai perum palattu a k i

synonyms illam i p ralai

Antonyms

collocation civappu

Compound stem v u r ja cu mi

Note: the sub-category has been given for the primary meaning and it has to be updated and 
maintained for each meaning extension. Domains may change the POS of the particular entry 
that information have also to be maintained. This above table is only a design template of 
LAD; if required, it has to be updated with more categories. 

2.2.1 Denotative & connotative

 Denotation means the referential meaning(s) of the word i.e. the explicit 
definition of the word as listed in a dictionary. For example the denotative meaning of the 
word cu mi is a series of water waves caused by the displacement of a large volume of a 
body of water, generally an ocean or a large lake. On the other hand the same word will have 
a connotative meaning of danger and destruction. This connotes the social overtones of 
“cu mi”.

2.2.2. Domain

 A word is not restricted to its connotative and denotative meanings. It very often 
acquires a tertiary set of meanings in terms of the domains or areas in which it is used e.g. 
astronomy, art, literature etc. For example the word “c u” will have multiple meaning 
depending on the domain. It could mean receipt in business or economic domain. The same 
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would mean as ticket in transport domain e.g. paya ac c u (Travel ticket) and it also 
playing cards in the ludic domain. Thus maintaining the domain wise meaning is very helpful 
to handle the meaning extension and provide the full semantic profile of the word. 

2.2.3 Collocations: Idioms and Proverbs

Idioms and Proverbs are fixed expressions and are major issues in NLP 
applications since the actual meaning of the word changes and modified within the 
collocation. This is especially difficult in the area of translation.  MT systems based on Direct 
Translation method fail to handle idioms and proverbs. In many cases the connotative 
meaning of the word will be considered to get the actual meaning but in root word dictionary 
there is no option to get connotative meaning of each word. Thus the proverb mi uvatell m

po alla (all the glitters is not gold) meaning that not everything that looks precious or true 
turns out not to be so. It is applicable for human, places and things etc. The original context 
of this proverb decides the subject. Hence MT system needs extra world knowledge to handle 
them.     

3. How LAD can be used for NLP

 Creativity is one of the important features of Language which constantly changes with 
use. This is the major stumbling block for NLP. A disambiguator is a much needed tool 
which will try to bring the original meaning of the sentence especially for Machine 
Translation. Lexical ambiguities can be handled by using some rules but to solve structural 
ambiguity a high quality syntactic parser is a must and to develop a good syntactic Parser 
there is a need for an accurate Morphological parser which in turn can handle lexical 
ambiguities For example the sentence “avarka u i aiya m na u ce ” gives two 
meanings that “he went to conference to join with them” or “he went to Internet conference” 
it happens due to the ambiguous word i aiya which acts  as a part of the noun i aiyam and 
the infinitive form of the verb i ai. A naive Morphological Parser may fail to guess the 
nature of this particular entry and it requires additional rules to handle such inputs .Generally 
parsers do not have much knowledge of collocation needed to capture the valid combination 
thereby making it impossible to generate a single meaning for this sentence without referring 
to the context.  However the LAD provides the option to have a second meaning of this 
example by mentioning m n u as a collocation of the word i aiyam. Since this is a well-
known pair of term it can be handled efficiently and by doing so resolve the contextual 
analysis of both outputs and the system will procure information as to the exact meaning of 
the sentence.  

 In some places the word's actual form can be used to use the actual nature of that 
particular word for other word. For example the word “pracc ra p ra ki” means a person 
who is sound in canvassing and audible to many people, so the actual nature of the word 
p ra ki has to be considered that which shows the power of the person who canvasses more 
effectively than others. Machine Translation systems fail to handle such kind of combinations 
because of the lack of additional information for each word. Having synonyms and antonyms 
is much more useful to develop an accurate NLP engine because in some cases antonyms will 
be used to get the actual negative meaning of the utterance in different pitch variation 
occurred due to tone of the speaker.     
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4. Conclusion

LAD will serve as a finer prerequisite for advanced NLP research and building the 
same takes more time but it will support as a strong base for any NLP  application either it 
may be a Text or Speech Technology product. All the fields mentioned can be stored in the 
shape of an XML database which will allow the user to extract information efficiently. A 
prototype of such a dictionary has been commenced by CDAC GIST. Since the effort 
required to build such a lexicon is huge, as is the practice, a crowd sourcing model will be 
deployed to build lexicons for Indian languages. The database so created will allow linguists 
to create support for their own language and after the proper validation is done by the 
validators and administrators the data will be uploaded and shared.  The project, at present is 
in alpha stage. LAD will cover the syntactic and semantic information of each word so it will 
be helpful to increase the accuracy level of NLP products far better than before.   
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ABSTRACT 

Tamil is regarded as one of the complex language as it is rich in words and highly 
agglutinative in nature. More than hundred inflections can be formed for a given word. This 
makes the processing of Tamil words highly difficult. Our work presents simple, efficient 
method to produce inflections of the Tamil verbs and nouns. Our work combines the 
advantages of the existing models by combining the rule based approach and the data driven 
approach.

General Terms 

Data driven approach, rule based approach, natural language processing, morphological 
generator. 

Keywords 

Inflection rules, Suffix table, verb-forms, noun-forms, morpo-lexical inflection. 

1. INTRODUCTION 

Morphological generation is the process of producing the various inflection of the given root 
word based on the nature and rules of the pertaining language. It is the primary source for the 
translation of any language as it produces morpholexical inflection based on the given criteria 
(gender, tense, etc.). Since Tamil language is highly agglutinative in nature, each root is 
affixed with several morphemes to generate word forms. The challenge lies in choosing the 
right and appropriate word form. Our work combines the advantages of the existing systems 
and produces the inflections. Our morphological generator takes in the root word and the 
morpholexical inflection and produces the appropriate word form for the nouns and all 
inflections for the verbs.  

2. RELATED WORKS 

There are different morphological generators developed for various languages using different 
approaches. 

 For Indian language like Hindi, approaches like database based approach has been 
developed. This approach is simple because all the inflections are stored in the database and 
based on the given word the inflection can be directly found by querying the database.  But it 
is highly difficult to pre-record all the morphological inflections of all the words of a 
morphologically rich language and storing in a database and querying it when needed.  

There are other approaches like Ruled based approach [1] where the morphological 
inflections are produced by using the rules of the pertaining language. Here the inflection is 
generated by generating suffixes based on the tense, gender and other inflection criteria’s by 
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using the grammatical rules of the language. But matching the rules of a language and 
generating suffixes is a costly operation and it is considered slower than other operations. 

One of the fastest approach is the data driven approach[2]. In this approach the suffixes are 
stored in the suffix table. Here the inflections are generated directly by affixing the suffix 
from the suffix table to the stemmed root word. This approach is efficient but the space 
required is larger than the other approaches. Our approach closely resembles the data driven 
approach.

3. MORPHOLOGICAL GENERATOR FOR TAMIL 

Generally the method used for the morphological generation of the Tamil language is the rule 
based method but its computational time is little higher as it identifies the type and produces 
the inflection by forming the appropriate suffixes. Data driven approach is considered as fast 
as it produces inflection directly based on the suffix of the given word but it requires more 
pre-recorded data. Our work combines the advantages of the above two approaches and 
produces the inflecions. 

Example for the inflexion of Tamil words. 

Noun: +instrumental=

Verb: +past+singular+male=

3.1 Challenges in Tamil Morphological Generator 

Tamil is morphologically rich and agglutinative in nature. Thus the foremost difficulty is in 
choosing the right inflection of the given word. There are various cases where choosing the 

correct inflexion is highly difficult. Example: and 

Both  and  has the same suffix and the nedil as their prefix but they need 

different suffix in their inflexion 

 , 

is not correct whereas   is the correct inflection. 

These kinds of exceptions are also handled in our generator by adding exceptional rules. 

3.2 Suffix table 

We have designed a suffix table is the essential part of the morphological generator as the 
words form inflections by accepting entries from the suffix table. Our generator requires less 
entries compared to other data driven generators.  

Suffix table is a 2-D array where the row corresponds to the category and the column 
corresponds to the inflection.  Table 1 is an example suffix table for nouns. A similar suffix 
table is constructed for the verbs. 
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Table 1: Suffix table for nouns and their inflections. 

…..

…..

3.3 Algorithm 

Our generator accepts the root word, the word class (noun or verb) and the inflection as the 
input and produces the output based on the following algorithm which is specified as a flow 
chart. 

i. Segregate the word into individual letters using a defined regular expression. 

ii. Find the category based on the last characters 

iii. Stem the unwanted characters. 

iv. From the inflection specified by the user, find the suffix table entry index. 

v. Find the intermediate that has to be added between the root word and the suffix. 

vi. Then join the stemmed word, intermediate and the suffix table entry to form the result 
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3.4 Features 

Our morphological generator can be used in the language translation systems. 

Uses very less stored data 

Combines the advantages of the existing systems 

Simple, efficient and high speed 

Can be easily updated 

New rules can be added easily. 

4. GUI and Results 

The GUI is developed using java. The GUI is simple that everyone can use it. The user has to 
just select the word class and enter the root word in the input field and then the inflection 
type. The output is displayed in the output field.  

The following screen shots gives few of our output for the nouns and verb.  
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 The algorithm gave nearly 96% accuracy for nouns and verbs. The accuracy could 
also be increased by adding appropriate rules for failed scenarios. The sequence of the rules 
needs to be specified in order to not use an incorrect rule. However, the system has not been 
integrated with others and hence the efficiency in a combined environment could not be 
measured.  

6. CONCLUSION AND FUTURE WORK 

The algorithm explained here is a combination of all the advantages of the existing works. 
This method can be used for all morphologically rich languages. This algorithm can be used 
to generate morphological generator for pronouns and adverbs. This method can be used to 
create morphological generator for all the Dravidian languages. The integration of this system 
with other systems is yet to be tested.  
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Abstract
A simile is a figure of speech that expresses a thought through an explicit comparison 
between two entities.  It reveals unexpected likeliness between two seemingly disparate 
things. Poems and lyrics are enriched with features such as rhyme, simile, metaphor, etc. In 
this paper, we present our work in progress towards automatic generation of simile. Simile 
relies on specific patterns that make them recognizable in any phrase. In order to extract 
patterns, sample of 2500 Tamil lyrics were analyzed and with specific words used in 
similes we identified the set of patterns used in aforesaid set of lyrics. The identified 
pattern is then used to generate new similes by randomly comparing one entity with 
another entity of different kind that matches with one or more attributes. The attributes 
associated with each entity such as colour, shape, actions and other descriptors are 
extracted from web using a focussed crawler.  

1. Introduction
Tamil is one of the Dravidian Languages, spoken mainly in South India. It is a classical 
language, containing a large body of literature. Sangam Literature is one such ancient 
literature; Mostly Literature gives information about ancient cultures, kings, dynasty, 
nature etc. While describing those concepts, poets or authors uses similes to compare an 
object with another object having same attributes. A simile is a type of metaphor in which 

the comparison is made with the use of the words like or its 

equivalent. Simile compares two unlike things having same attributes of those things, like 
actions, sizes, colors, features etc.  Basically Tamil Similes are classified into three 
categories, which are  (paNbu uvamai), (thozhil

uvamai),  (payan uvamai). PaNbu uvamai is used to compare the attributes 

likes shapes, color and etc between two objects. Thozhil uvamai is used to compare the 
action between two objects. Payan uvamai is used to compare usage between two attributes 
[1].

In this paper we present our work, Simile generator that can be used to generate large 
number of unique similes, which can be used as in Automatic Tamil poetry or lyric 
Generation. This paper aim to generate unique similes based on similar attributes and its 
functionality between two entities.   

2. Background Work 
In “Learning to understand figurative language: From similes to metaphors to irony” [2] 
the authors have described a computational approach to simile and metaphor that takes the 
career-of-metaphor hypothesis as its starting point. They have described how the 
category-defining knowledge required by metaphor can be acquired from exposure to 
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explicit similes, and have demonstrated that this knowledge offers a richer and more 
diagnostic picture of category structure than that acquired from alternate sources.

3. How Attributes are classified and generated? 
 We classify entity attributes into two kinds: lyrical and non lyrical. Lyrical attributes 
exaggerates the entity. Non lyrical attributes provide the actual information about the entity. 
In our work, Similes are generated based on patterns and attributes. Patterns are ordering of 
words or sentence structures.  

3.1 Exploiting Attributes for Simile Generation 
Here Attributes refers to a characteristic of an object. Here we consider similes based on 
six features: Actions, Colour, Size, Shape, Adverbs and Adjectives related to a thing or 
entities.

For Example  
"  / kuyil poala paadum kuzhandhai"

 and  are two entities. (kuyil) can chirp ( ), but it cannot sing. 

But can sing but it can’t chirp. The above simile tells that Child can sing like a 

cuckoo. Here the action of child is exaggerated. We call this exaggeration as lyrical 
attribute for a simile.  

" / nilaa poandRa mugam " 

Here and , both are round in shape and white in colour. The Shape and colour 

of these objects are same. Here nothing has been exaggerated in the comparison. We call 
these types of attributes as non lyrical ones.

3.2 Exploiting pattern for Simile Generation 
Tamil Language’s sentence patterns are more complex in nature. Here patterns refer to 
sentence structure. Initially we were able to find more than 90 unique Simile patterns from 
2500 lyrics. We can create new similes based on different patterns.
For example  
" / ottagam poandRa manidhan" 

 In above example  and  are entities and  is Preposition. Sentence pattern of above 
example is NPN.  

"  / aamai poala thavazhum kuzhandhai" 

 Here and  are entities, is Preposition and  is action of a 

.  Sentence pattern of above example is NPVN  

3.3 Conceptual Similes 
 We can create unique conceptual similes by using UNL techniques [3]. We have linked 
similar concepts together through which we can create a large number of unique similes.  

For example  
"  / nilaa poandRa mugam” 
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"  / chandhiran poandRa mugam” 

"  / madhi poandRa vadhanam”

Here , and are equivalent concepts. This helps us to generate more 

similes.   

4. Difficulties in Generating Similes 
    In Tamil, Sentence Structures are complex. Patterns are based on sentence structure. As 
Tamil is a partial free word order language, we can write a sentence in different ways, 
without affecting the meaning of the sentence. But English follows a predefined set of 
patterns - subject comes first, verb second and the object third (SVO). For Example In 
tamil (muyalai poala vaegamaaga 

oadinaaL marudham) and  (marudham

muyalai poala vaegamaaga oadinaaL) gives the same meaning but have two different 
sentence patterns. In English the above example can be said as ‘marutham runs like a 
rabbit’ and ‘rabbit runs like marutham’ has totally another meaning.  

4.1 Extracting Object/Entity Features 
    While extracting the features of entities from structured documents such as Wikipedia, 
we get more irrelevant information to an object and find difficulties in choosing correct 
URL to extract correct information. Moreover since this generator generates similes for 
lyrics, we need some imaginary information like “  / nilaa poo 

konduvaa”. In this example  (Nila) is not capable of doing such actions. Now we 

extract imaginary information about entities from lyrics and we manually enter attribute 
for entity.  

4.2 Normalizing Sentence Patterns 
    We have identified the patterns from Lyrics and thirukkural vurai. These sentence 
patterns are based on post position and preorder position from the Preposition like (  - 
pola, pondra). As a result we obtained around 900 unique patterns from 2500 lyrics and 
1330 thirukkural interpretations. Some of the patterns are N-P-V-N-P-V, N-P-V-N-N, 
N-N-V-P-V-V-N etc. Where P denotes Preposition, N denotes Noun, V denotes Verb, Adj 
Denotes Adjective and Adv denote Adverb.

5. Results 
 Sample results of our simile generator are shown below.   

“ .”

(thiruvizhaa poala chandhoasha paduththum uRavu.) 
“ .”

(neerththuLi poala vizhum kaNNeer) 
“ .”

(nadhi poandRa thadaiyatRa vaazhkkai) 
“ .”

(mayil poala karvamuLLa peN) 
“ .”

118



(oadai poal oadum peN) 
“ .”

(chembaruththi poal chivappaana chadhai) 
“ .”

(keedham poala aRpudhamaana vaazhvu) 
“ .”

(kavidhai poala inimaiyaana kaadhal) 
“ .” 

(poo poala menmaiyaana maeni) 
“ .”

(kuzhandhai poala pidivaadhamaana kaadhal) 

6. Conclusion and Future work 
This paper presents an automatic simile generator by using attributes and patterns which 
can create a large number of unique similes. These similes aid in character description in 
auto poetry generation or lyric Generation etc. Enhancing the Automatic Attribute 
extraction feature will help to generate more and better similes. Visualizing the attributes 
on a time line will enable us to determine various patterns of words, combinations and 
thoughts used over time. Normalizing the patterns for the generation of new similes will 
enhance the system.   

7. Reference 
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Abstract: Wordnet is an attempt to find semantic relationships between words such as 

synonyms, antonyms, holonyms, homonyms, meronym etc., They play an important role in 

machine translation and various other NLP applications. This paper enumerates on the 

methodology for the construction of an independent wordnet for Tamil language based on a 

Hybrid incremental model. 

1. Introduction
Tamil is a classical Dravidian language spoken predominantly by Tamil people of South 

India and North-east Sri Lanka. Tamil literature has flourished for over 2000 years in the past 

and has evolved a lot over the years with respect to the script and words. 

2. Existing Tamil Wordnets  
A Previous attempt [1] to construct a wordnet was based on synsets linking with 

English and Hindi synsets. The results of it, concludes that, synsets linking approach ended up in 

creating a Hindi-Tamil bilingual dictionary rather than a Wordnet and stressed on the importance 

of an Independent Wordnet for Tamil. In addition, their Wordnet comprised of only the synsets 

representation for the language ignoring all other semantic relationships. 

3. Proposed Approach 
Roughly, Wordnets are built using two approaches [2]: the merge model, where an 

independent subset is built and linked to another wordnet such as Princeton wordnet, manually 

and the expansion model where the synsets are taken from another wordnet and linked with the 

words of our language. The former involves manual effort while the latter disregards the 

semantic structure of our language and also may result in incorrect linking of subsets.   

We aim to build an independent Tamil wordnet using incremental model by using a semi-

automatic approach and is given in Figure 1.     

Step 1: Input set 
 To generate the wordnet, words for EMILLE [3] corpus are used. 

Step 1.1:  Morphological Analysis of words 
In Tamil, each word can form a few hundred words by addition of various suffixes, 

which indicate the tense, gender, plural or singular etc., 

For e.g.
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The root word of all these terms is ‘ ’.

In case of ‘ ’

The suffix‘ ‘denotes that the event has occurred in the past and ‘ ’ denotes that the doer 

of the action is a female. We do consider only the root word while forming the synsets and the 

various morphological derivations of the root word are marked and stored along with the root for 

future reference. 

To extract the root word from the corpus a Morphological analyzer developed by Anna 

University’s Tamil Computing Laboratory (TACOLA) [4]. Also it identifies the Part Of Speech 

of the word. 

Fig 1.Block Diagram 

Step 1.2: Finding English Equivalents
Rather than linking with synsets, we intend to find equivalent English words for the root 

word using a bilingual dictionary. 

Step 1.3: Choosing suitable English Synonym and Antonym
Among the words found as such, the shortest word which describes the Tamil word best 

is chosen as its English Equivalent. Also the POS of this equivalent English word needs to be 

checked using Princeton Wordnet [5]. 
e.g.: will give both stair and read in any bilingual dictionary. We should not mistake ‘ ’ in 

‘ ’ for a noun (stair).This word will be used to link the subsets. The English equivalent 

is checked with the Princeton wordnet to fetch an Antonym for the same. 

Step1. 4: Synsets, Morph set and Antonym linking
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 A graph structured database - neo4j [6] is used at the backend for easy access and to 

mimic the way of linking as in nets.  

There are two types of nodes: word-nodes and sentence-nodes. Each sentence node will 

represent a sentence from the corpus whose attributes will the sentence itself. Word-nodes can 

either be a root word-node or a morph word-node. Each root-word-node will represent a Tamil 

word whose attributes will include the English equivalent and its POS. And each morph word-

node will carry information regarding its suffixes. 

For every corpus sentence a sentence-node is created once and once for every word in it 

(which has not occurred so far) a root word-node and morph word-node (if different from the 

root) are created once with required data. The sentence-node is linked to the morph node using 

“used in” relation (or edge), which in turn is related to the root node using “morph” relation. 

The root word node based on its English Equivalent is linked to one of the root word 

nodes having the same English Equivalent and POS using “synonym” relation. Also the new root 

word node is linked to the one of the root word node having its antonym as the equivalent 

English word using “antonym” relation. 

In this manner, a set of root words that are connected using a “synonym” relation forms 

the synonym set. 

 A structure of this graph database can be visualized as in Fig 2. 

Step 2: Sentence Analysis for hyponyms and meronym
During this step , more information from the input corpora is obtained by analyzing the 

sentence and looking for indicators such as 

.,

Fig 2. Visual representation of the database 
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These indicators specify the occurrence of hyponyms and meronym based on the noun words on 

either side of them to a greater extent. 

For e.g.

ÔAnnam ennum oru paravai neerayum paalayum pirithedukkum�

Here the word   acts as an identifier , thereby specifying that ‘ ’ is a 

hypernym of    and is shown in Figure 3. 

Fig 3. Hyponyms and Meronym – rep. in database 

Also,

“Poovin ithalgal vaadi vittana” 

Here the suffix ‘ ’ of ‘ ’ will act as an identifier to classify under meronym 

– holonyms set. 

Sample Input
“ ”

Output of the Analyzer 

–

Output of the wordnet 
The output will be as shown in Fig 2. 
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5. Results Analysis 
Nearly 2146 words have been analyzed and about 460 relationships have been found 

between them. Implementation of the word-net as Graph database has certainly proved better. 

 But this approach works well only if the same English equivalents are present for two 

words in the bilingual dictionary. If it is not found, linking has to be done in the background. The 

number of words in the bilingual dictionary limits this approach. Also the errors in 

Morphological analyzer are percolated in this process. This independent wordnet has to be 

expanded further using different other corpuses.

6. Conclusion and Future Work 
This work is based over a single bilingual dictionary that puts a limit on the set of words 

that can be used. Compiling a bilingual dictionary out of all existing ones could prove better in 

the case where a variety of corpuses are being used for input. Also, Sentence Analysis to find the 

sentence structure could help in cases where the Morphological Analyzer fails. The integration of 

this wordnet with other systems needs to be analyzed for its ability to scale with other systems. 
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Abstract-

Visualization is the graphical presentation of information, with the target of providing the

viewer information, to monitor trends embedded in data, and to explore huge volumes of data 

from hypothesis generation.  This study gives the review about visualization, its types, search 

engines, tools and its usage in Natural Language Processing. Visualization technologies help 

to categorize patterns and to mine insights from huge amounts of information. Visualization 

technology shows significant promise from raising the value of large-scales collections of 

information. 

Keywords- Natural language processing, Visualization and Search Engine. 

Introduction 

Visualization 

Visualization with a qualitative understanding of the information contents. It is also the 

process of transforming concepts, objects, and numbers into a structure that is perceptible to 

the human eyes.[1] 

Visualization in Natural language Processing 

The process of analyzing the input provided in a human language and transformation of this 

input into a helpful form of representation. The field of Natural language Processing is 

mainly concerned with getting computers to perform useful and interesting tasks with human 

languages. Natural language Processing (NLP) data is wide ranging in scope but has specific 

characteristics that mean the problems with visualizing large amounts of data are less 

significant. This is because either the information is visualized as coloured markup on the 

text, or the information is grouped over small segments of text, such as paragraphs or 

sentences.[2]

Types of Visualization 

Data Visualization  

Data visualization is a graphical representation of numerical data. It understands the patterns,
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trends and relationships that exist in groups of numbers. It involves detection, measurement, 

and comparison, and is improved by means of interactive techniques and providing the 

information from various views and with multiple techniques. The precise data visualization 

tool can present a difficult data set in a way that is simple to understand. [1] 

Scientific Visualization 

Scientific visualization is concerned with use of computer graphics for the analysis and 

presentation of computed or measured scientific data. It exemplifies the skill of using 

computer graphics techniques to explore results from numerical analysis and extract meaning 

from complex multi-dimensional data sets. Few areas of scientific visualization are flow 

visualization, chemical visualization, astrophysical visualization and medical visualization. 

There are a number of different techniques to visualize scientific data, with reconstruction of 

isosurface and direct volume rendering being the more common. 

Information visualization 

Information visualization is a computer-aided process that aims to reveal insights into an 

abstract phenomenon by transforming conceptual data into visual-spatial forms. The 

information visualization optimizes the use of our perceptual and visual-thinking ability in 

dealing with phenomena that might not readily lead themselves to visual-spatial 

representations [3]. 

Knowledge Visualization 

Knowledge visualization represents the data results of a computer-simulated cognitive  
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process, such as learning, perception, reasoning and association of some knowledge acquired 

by human beings [4] 

Visual Search Engines 

Interactive graphical and visualization techniques are recommended to increase the ability of 

the display to handle huge numbers of results while simultaneously presenting several 

attributes for each Web page. Query reformulation and reconstruction is usually controlled by 

the search engine leading to redundancy. Integrating the user in the progression of query 

reformulation is done by visualizing the process itself and it benefits the overall search 

relevance. An interactive Visual Search Engine visualizes both processes of query 

reformulation and results presentation [5]. 

WhatsOnWeb is a search engine which provides a new efficient clustering algorithm, which 

integrates new graph visualization algorithms and introduces a novel visual strategy for 

exploring clustered graphs.  Experimental analysis is performed to evaluate the effectiveness 

of WhatsOnWeb+ as a search engine and performances is compared. It features three new 

illustrative interfaces, based on radial, layered, and treemap and measures the Efficiency of 

the clustering technique [6].  

Yale Image Finder (YIF), a search engine that indexes text found inside biomedical images. 

YIF provides more comprehensive research results by searching over text that may not be 

present in the image description, and offers the ability to find related images and associated 

papers by directly comparing image content [7].

Types of Graph 

Graphs represent structured and connected data. Graph visualization has several areas of 

application. A file hierarchy in a computer system is represented as a tree. It is necessary to 

navigate through the file hierarchy in order to find a particular file. The problem in viewing 

graph visualization is the size of the graph. Large graphs cause several complex problems. If 

the number of elements is huge, it can compromise performance or reach the limits of the 

viewing platform. This study presents a tree layout, H-tree layout., Balloon view, a cone tree, 

Hyperbolic view of a tree in 3D, the Klein model for the hyperbolic plane, Fisheye distortion 

and different schematic views of a tree namely ghosting, hiding, and grouping [8].

Tools

Visualization modules define graphical interfaces for viewing and manipulating data 

structures, and graphical tools for experimenting with Natural language Processing (NLP) 

tasks. This paper presents various modules for interfacing, building and displaying tree 
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structures. It also provides a graphical tool for displaying and simulating finite state automata 

and interactive graphical tool for experimenting with chart parsers. [9] 

Conclusion 

Complete human-level natural language understanding is still a distant goal, but there are 

practical and usable partial NLP systems applicable to many problems NLP methods have 

opened up new possibilities for high performance text understanding systems and 

visualization. This work presented a general survey of text visualization, natural language 

processing, visualization types, visual search engine, graphs and about visualization tools.  
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Glossing of Old Tamil Literary Texts and Corpus-based annotation: 
Some open questions 

Appasamy Murugaiyan 
EPHE-UMR 7528 Mondes iranien et indien, Paris

This paper is concerned with few problems related to methodology in annotating Old Tamil 
Literary Texts (OTLT). It argues 1) that POS tag set developed for Modern Tamil (MT) cannot 
be applied for OTLT, 2) that it is essential to carry out a corpus-based theory-independent 
analysis of the OTLT, and 3) in favour of, manual annotation and complete collection of 
linguistic data of OTLT.  

Introduction 

In this paper, we discuss about few hitches in the annotation of the classical Tamil or Sangam 
texts. We assume here that the readers are already familiar with corpus and computational 
linguistics. A linguistic reference and annotated corpus for OTLT is a desideratum for both 
the Sangam texts and the comparative typology and diachronic syntax. Nevertheless, 
linguistically, there is an obvious problem, which we need to solve, namely the difference or 
relation between the Old Tamil (OT) and (MT).  Since Caldwell, different scholars have pointed 
out that OT differs considerably from MT at morphological, syntactic and lexical levels. 
Despite, we have at hand a very meagre amount of linguistic data on OTLT. In corpus 
linguistics, it is recognized, beyond doubt, that the main function of POS tagging is 
disambiguation. While reading Sangam texts, what captures the attention of even the most 
trained reader is the complex relation between form and meaning and the large number of 
ambiguities. Pure syntactic analysis based on syntactic knowledge alone will result is hundreds 
of ambiguous parses. Annotation of such corpus involve many levels from a simple choice of 
the right edition of the text, segmentation, sandhi alternations, identification of minimal units, 
their combinations, meaning, function and many other minute tasks. In this short summary, we 
will give few examples of morphosyntactic and semantic features. 

1. Modern Tamil POS Tagsets and granularity 

There are many POS tags developed for Tamil and for major modern Indian languages, but 
only very few are accessible to the public. These POS are designed for machine learning and 
they use a limited number of tags. Many of the available POS tags though vary in granularity 
are however coarse-grained when compared to the complex and rich linguistic structure of 
Tamil. Morphologically rich language like Tamil entails linguistically fine-grained POS tags 
to produce superior accuracy. As a result, these tagsets decrease the parsing performance and 
appear inadequate to account for the structure and functioning of Tamil language. Many of the 
tagsets, based on machine learning techniques, recognise only what they call as “word”. It 
would be interesting to compare all the available tagsets for Modern Tamil. However, a rapid 
evaluation of these tagsets call for few remarks: 
Many of the tagsets are performance oriented and limit the number of tags in order to 
facilitate the machine learning. 
“Word” includes the inflected forms. The problem of segmentation of inflected forms remains 
open.
The tagsets do not include attributes of lexical categories such as gender, number, person etc. 
Tamil contain a large number of compound lexical units that are all rule governed. The tagsets 
vary in handling these derivational rules.  
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There does not exist until now any representative huge corpora for Tamil. 
The taggers are trained on small size corpus hence the limited efficiency of the tagset.  
Keeping in mind this hard reality, it is incongruous to tend to impose the modern Tamil 
tagsets to the annotation of Sangam texts (cf. §3).  

2. Theory-independent corpus-based approach  

The research questions addressed here are related to the theoretical linguistics. Various 
syntactic models have been used in computational linguistics, such as Dependency Grammar, 
HPSG (Head-Driven Phrase Structure Grammar), LFG (Lexical Functional Grammar) and the 
Minimalist Program. Later, few other mathematical models have been introduced such as 
TAG (Tree-Adjoining Grammar), CG (Categorial Grammar), and CCG (Combinatory 
Categorial Grammar). Most of these models have focused on either syntactic parsing or 
lexical access and they meet neither functional nor representational adequacy. Some do not 
include semantic information, others syntactic and others discourse pragmatic information.  

However, the success of automatic POS annotation for Sangam texts depends highly on many 
factors, like what the corpus is annotated for, the size of the tagset, and the levels of 
annotation due to the complexity of the text(s) included in the corpus. The Sangam corpus 
needs to be annotated for prosodic, syntactic, morphological, semantic and discourse 
pragmatic features. This implies two points: 1. Including all these information in POS tags 
inflates the inventory of tags and, 2. To our knowledge, no theory-driven POS tagset model 
includes all the above features necessary for the annotation of Sangam texts. This suffices to 
convince anybody to device a theory-independent annotation model.     

3. The language of Sangam corpus and manual annotation 

The Sangam texts are the earliest extant linguistic evidence attested in the Dravidian family of 
languages spanning from circa 200 BCE. They consist of 2,381 poems, approximately 50,000 
lines. As has been noticed by several scholars, the Tamil language, since the period of 
Sangam, has undergone regular and drastic grammatical changes and as a result “… made 
many Tamil poems difficult and enigmatic and sometimes gave a distorted view of the poems 
and the language itself” (V.S. Rajam 1992:4).  

It is beyond the scope of this paper to give a complete account of the salient features of the 
Sangam language, however we will present below few cases of morphological, syntactic and 
semantic ambiguities in the context of corpus annotation. 

-il can be locative (1), instrumental (2), ablative (3): 
1. tantai viya  m rpil p ynt  ‘he leaped onto his father’s broad chest’ (kali.86.33) (V.S. 
R1992: 317) 
2. k lil ce um ‘going by foot’ (na .349.1) (V.S. R1992: 319) 
3. ni il t iya … t marai ‘the lotus (flower) which emerged from you’ (pari.4.60)
(V.S. R1992: 320) 

-i  can be genitive, accusative, instrumental, associative, locative, temporal locative, ablative, 
comparative, distributive directional and adverb of manner (V.S. Rajam 1992:321-327) 

There are, on the contrary, cases where different forms are used for the same function. For 
instance, many different morphemes and post-positions are used with the accusative meaning: 
4. narav.i  v tti ‘praising the liquor’  (pu a.297.6) (VSR1992: 323) 
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5. peyal.  p l ‘like the (rain) clouds’    (Kali.55.1) (VSR 1992:338) 
6. ve i v tiy.ai p p la ‘like ve iv ti’  (aka.147.9) (VSR 1992:340) 
7. n a .ku k k tal ceytal ‘loving the N a ’ (na .268.5-6) (VSR 1992:349) 

We notice also another instance of ambiguity where the affixe –ai has two distinct functions:  
Predication (8-9)  and accusative (10), but the last is the regular function.  
8. t y ‘mother’ / t y.ai ‘you are mother’ (aka.16.13)
9. nall.ai ‘good are you’ (aka.248-16)
10. p viy. . ai ‘me the sinner’(tiruv.5-6.58) 

It is evident from the above examples that there is no one to one correspondence between 
form and function. The grammatical functions of these ‘affixes’ are determined by the 
context.  

11. Particles: In the Sangam texts, more than 30 ‘particles’ are used very frequently. The 
exact meaning of many of these particles, their origin, and the context of their occurrence are 
not clear.  The classical Tamil grammars and commentators consider them as acai, and in 
modern linguistics, they are known as clitics. ar , for instance is one such example, 
‘tolk ppiyam considers it as an expletive’, whereas, Rajam identifies two meanings, ‘agony, 
pity, sympathy’ and ‘amazement’, almost semantically contrasting pairs (1992:399-340).   

12. The categorical distinction, like noun-verb-adjective, in the Sangam corpus was not yet well 
established.  “Each root may be said to be capable of a threefold use noun, adjective and verb 
(Caldwell 1913:193): 12. ka u (n) ‘pungency’, ‘harshness’, ka u na ai (adj) “a sharp walk”, ka u
(v) “be sharp”. 

Another case of ambiguity worth mentioning is that between ‘finite verb’ (13) and ‘participial 
noun’ (14) (vi aiy l a aiyum peyar, vi aippeyar, to i ppeyar). Both forms are 
morphologically identical but are interpreted with different functions depending on the 
context.  
13. to utt  maki a cellal ‘I got hold of you, Maki na, do not leave’ (aka.396.1) (VSR 1992: 
599)
14.  y  ‘I am the one who gave birth [to her] (na .198.12) (VSR 1992:654) 

We notice also important cases of structural ambiguities like: 
15. v kai koykuvam ce u i ‘when we went to pick v kai flowers (aka.48.6) (VSR 1992: 
790)
In (15), according to V.S. Rajam, the personal verbal form koykuvam, functions as infinitive. 
The question that arises here is whether the distinction between different verbal categories 
like finite, participle etc. existed in the early period and when this morphological distinction 
came to be prevalent.  

16. The use of PNG suffixes in this corpus is very complex and ambiguous. For instance, the 
suffix -ici  is used for 1st person plural, 2nd person singular and 3rd person neuter singular. A 
contextual analysis of this suffix alone would help in ambiguity resolution. 

17. One more important feature is that the order of constituents in of OTLT. The word order in 
Sangam corpus is not strictly SOV. We have yet to investigate whether this variation ‘is due to 
poeticality’ or ‘represents an old state of affairs’ (T.P. Meenakshisundaran 1965:3, Susan 
Herring 2000:119). At a higher level of linguistic analysis, the ‘free word order’ languages 
present a serious challenge to the automatic processing. A discourse pragmatic consideration 
would certainly shed more light on the factors influencing word order variation in Sangam texts. 
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18. Semantic annotation: For instance, the (verbal) stem a u is used with several meanings- 'to 
kill, to destroy, to cook, to boil, to melt, to conquer, to approach, to pound. In corpus 
annotation, the contextual identification of senses of word forms in a corpus helps in 
disambiguation.  

The above examples show, though partially, a corpus analysis and tagset project need to be 
planned in terms of the very nature of the Sangam language. In this regard, it is worth quoting 
the well-informed scholar T.P. Meenkshisundaran on Proto-Dravidian: “To attempt anything 
more at present stage about the morpho-syntax is to venture into the world of imagination” 
(1965:22). This holds good equally for the language of Sangam poetry. It would be better to 
remind us, that the principles of corpus linguistics are applied to the Sangam texts in order to 
investigate the language structure and use. This entails that the POS tagset for the Sangam 
corpus should be able to assign each of the identified linguistic unit a contextually suitable 
grammatical category. Every segmentable unit whether morpheme or lexeme can assume 
different syntactic roles depending on the contexts. This means that for each such 
segmentable unit we should identify the context not only in the ‘sentence’ but also in the text.  

In corpus annotation, three methods are commonly used, automatic, automatic and human, 
and manual. In the present case, we prefer a purely manual annotation for two reasons. 1) The 
Sangam corpus is not a large one and 2) we have only one annotation tool available for the 
Sangam corpus. A third argument in favour of manual annotation is the very complex nature 
of the language of Sangam corpus as can be gathered from the available grammars and 
indexes of Sangam literature. Albeit, manual annotation would be very labour-intensive, but 
would be more precise, and could be used at a later stage to train the machine and to perform 
automatic annotation. Further, we learn from existing literature that most of the annotation 
tools are either semi-automatic or manual. 

To our knowledge the “Syntactically and Semantically Annotated Tamil corpus” by Tamil 
Virtual Academy, is the only annotated corpus available to the public. We should thank the 
TVA for their efforts. This system uses a total number of 28 POS. This tagset seems coarse-
grained when compared to the richness of the Sangam Tamil corpus. We give below a brief 
summary of our search results for the purpose of the present paper: 
We found 162 occurrences of K talar for the whole corpus. 
The words Koykuvam, ceyt and ce u i were not found. 
However, we found the word ceyt  in kalittokai under “word in context” search option. The 
same word was not found under neither ‘vi iy l a aiyum peyar’ nor ‘vi ai mu u’ search 
options. We made another search in kalittokai for vi aiy l a aiyum peyar and we found five 
cases: ce r, ka aiñar, parintavar (prirntavar) varupavar and ka avar. It is important to 
note here that V.S. Rajam (1992:652) analysed ceyt n in kali.40.6 as past participial noun 
(vi aiy l a aiyum peyar), but this word is not attested in the TVA annotation under the same 
grammatical category. We do not know why the TVA has selected these 28 categories for the 
POS tagset and under what morphosyntactic rules.   

TO CONCLUDE 
Even though we are well aware that the structure of the Sangam poetry is different from other 
varieties of Tamil, still we are yet to know fully the specific features of the language of 
Sangam poetry. Modern grammatical rules and analysis applied to the Sangam Tamil gives 
often conflicting definitions of constituency. Most of the ‘particles’ and ‘affixes’ used in the 
Sangam Tamil are now lost and not known to the modern readers. It seems important to 
segment each morpheme even if one cannot interpret the meaning. The understanding of the 
structure and function of Sangam language depends, as things stand now, largely on the 
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identification and the right interpretation of all these enigmatic “particles” and “affixes”. This 
would be helpful in ambiguity resolution. 

Segmenting a Tamil phrase into its constituent components is the first and perhaps most 
demanding task in the analysis of Sangam texts. This difficulty arises, among other things, by 
Sandhi, and by the absence of typographic conventions for punctuation. To create a suitable 
resource for training and an automated system, at first, the whole process of tagging - 
tokenisation, compiling lists of morphological rules and exceptions, and so on - has to be 
carried out entirely manually. Considering the complex nature of OTLT, a multi layered 
annotation –morphological, syntactic, semantic, and discourse pragmatic- would be an adequate 
methodology.  
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   CORPUS BASED APPROACH FOR RESOLVING  
VERBAL POLYSEMY IN TAMIL 

Rajendran S and  Anandkumrar M. and Soman, K.P. 
Amrita Vishwa Vidyapeetham,  Coimbatore 641 112 

The growth in the utilization of machine readable texts in NLP tasks culminates into 

various corpus-based approaches. Word distinguishing techniques have been explored variously 

in the context of corpus-based approaches. In this paper we try to resolve verbal polysemey by 

making use of corpus oriented similarity based method. The notion of distributional similarity is 

used in NLP in a number of tasks, including areas such as word sense disambiguation (WSD), 

sense induction, automatic thesaurus construction, selectional preference acquisition, and 

semantic role labeling.  

Sense Assignment 
Creating sense inventory for polysemy is a task that is notoriously difficult to formalize. 

For polysemous verbs especially constellations of related meanings make this task even more 

difficult. In lexicography, “lumping and splitting” senses during dictionary construction – i.e. 

deciding when to describe a set of usages as a separate sense – is a well-known problem (Hanks 

and Pustejovsky 2005; Kilgarriff 1997). It is often resolved on an ad-hoc basis, resulting in 

numerous cases of “overlapping senses”, i.e. instances when the same occurrence may fall under 

more than one sense category simultaneously. This problem has also been the subject of 

extensive study in lexical semantics. It addresses the following questions: When does the context 

select a distinct sense? When does it merely modulate the meaning?  What is the regular 

relationship between related senses?  What compositional processes are involved in sense 

selection?  (Pustejovsky, 1995; Cruse 1995; Apresjan, 1973). A number of syntactic and 

semantic tests are traditionally applied for sense identification; it comprise of examining 

synonymous series, compatible syntactic environments, coordination tests such as cross-

understanding of zeugma test (Cruse 2000). Normally a combination of factors is used as none of 

these tests are conclusive. There are difficulties in establishing a set of senses available to a 

lexical item.  This is because the meaning of a polysemous verb is often determined in 

composition and depends to the same extent on the semantics of particular arguments as it does 

on the base meaning of the verb itself.  A number of systematic relations often hold between 

different senses of a polysemous verb depending on the kind of ambiguity involved in each case; 

some senses are easier to distinguish than others. Treating different disambiguation factors 

separately would allow one to examine the contribution of each factor, as well as the success of a 

given algorithm in identifying the corresponding senses. 

 Gries (2006) analyses word senses from the perspective of cognitive linguistics on the 

one hand and corpus-linguistics as well as corpus-based lexicography on the other hand. While 

many recent cognitive linguistic approaches to polysemy have concerned themselves with 

polysemous words as network-like categories with many interrelated senses (with varying 
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degrees of commitment to mental representations), corpus linguistic approaches have remained 

rather agnostic as to how different word senses are related and have rather focused on 

distributional characteristics of different word senses. Corpus linguistic quantitative methods can 

provide objective empirical evidence suggesting answers to some notoriously difficult problems 

in cognitive linguistics. A very common problem with glossing a sense involves the situation 

where a sense inventory includes two senses one of which is an extension of the other. The 

derived sense may be related to the primary sense through metaphor. This often results in the 

former taking on a semantically less specific interpretations. The problem with creating glosses 

in this situation is that the words used may have sense distinctions parallel to the ones in the 

target verb being described. This leaves the annotators free to choose either sense.  

The approach advocated by Kishner and Gibbs bridges the gap between cognitively 

oriented approaches and the linguistic paradigm in which the question of how to determine 

whether two uses of a particular word instantiate two different senses or not has probably 

received most attention, namely (corpus-based) lexicography. Organizing and formulating a 

dictionary entry for a word requires many decisions as to whether two citations of a word 

instantiate senses differing enough that the word’s entry needs to be split or whether the citations 

instantiate senses similar enough to be lumped together. Although the lexicographer’s interest in 

sense distinctions need not coincide with that of linguists of a more theoretical persuasion, the 

basic question of course remains the same. Given these questions, recent lexicographic work has 

arrived at the conclusion that word senses as conceived of traditionally do not exist and has 

therefore adopted an increasingly corpus-based approach. For example, Kilgarriff (1997: 92) 

argues in favor of “an alternative conception of the word sense, in which it corresponds to a 

cluster of citations for a word”. In the simplest possible conception, “corpus citations fall into 

one or more distinct clusters and each of these clusters, if large enough and distinct enough from 

other clusters, forms a distinct word sense” (Kilgarriff 1997: 108). Hanks (2000: 208–210) 

argues for a focus on separate semantic components (jointly constituting a word’s meaning 

potential), which can be weighted in terms of their frequency and predictive power for regular 

word uses. However, the above is only a very abstract idealization of the actual cognitive 

processes underlying sense identification and distinction. This and the fact that many of these 

processes result in apparently subjective decisions is immediately obvious once a user consults 

different dictionaries on the same word. Therefore, corpus-based lexicographers have begun to 

formulate strategies to provide a more objective foundation for resolving such issues by, for 

instance, identifying corpus-based traces of meaning components etc.  

Resolution of polysemy in Tamil verbs
The idea that semantic similarity between words must be reflected in the similarity of 

habitual contexts in which words occur is fairly obvious and has been formulated in many guises 

(including the “distributional hypothesis” (Harris 1985), the “strong contextual hypothesis” 

(Miller & Charles 1991), and even the much-quoted remark from Firth, on knowing the word by 

the company it keeps (Firth 1957). When applied to the case of lexical ambiguity, it leads one to 

expect that similar senses of the same word will occur in similar contexts. However, one of the 
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main problems with applying the idea of distributional similarity in computational tasks is that in 

order to use any kind of generalization based on distributional information, one must be able to 

identify the sense in which a polysemous word is used in each case. 

Establishing a set of senses available to a particular lexical item and (to some extent) 

specifying which context elements typically activate each sense forms the basis of any 

lexicographic endeavour. Several current resource-oriented projects undertake to formalize this 

procedure, utilizing different context specifications. 

As we stated already we will try to resolve verbal polysemy by making use of corpus 

oriented similarity-based approach. In similarity-based method, which is of one of the corpus-

based framework, the system uses a database, in which example sentences are manually 

annotated with correct word senses. Given an input, the stems search the database for the most 

similar example to the input. The correct sense of the word in the input is resolved by selecting 

the sense annotation of the retrieved example. In this paper, we apply this method of resolution 

of verbal polysemy, in which the similarity between two examples is computed as the weighted 

average of the similarity between complements governed by a target polysemous verb.

Crea’ Modern Tamil dictionary lists 21senses for the verb ooTu ‘run. Getting a corpus 

which covers up all these senses is not possible. So apart from extracting corpus from various 

source including web sites, we create corpus artificially for the left out senses found in the Crea. 

Crea has classifies the 21 senses t senses given listed under ooTu into three main groups: 

a. Usage related to leaving a place 

b. Usage related to that which moves in a fixed state 

c. Usage related to expressing movementless into movementful 

The list includes the following senses: moving faster than walking (as the animals which moves 

by placing their legs front and back) as primary meaning and moving of  vehicles, moving of 

machines, breathing when air goes inside and outside, moving of blood, water, etc. in a particular 

path, spreading of the lines in palm or root of the plant, spreading of grayness  in head, running 

of cinema, drama, etc. in theatres, moving of works, moving of (i.e. selling of) commodities, 

start working, and thinking to start working as secondary meanings.  The following are the few 

examples which shows distinction between different senses. 

Kuzantai kuTukuTu enRu ooTiyatu 

 The child was running fast 

 pooraaTTattin kaaraNamaaka irayil ooTavillai 

 ‘The buses did not run because of strike’ 

 kaTikaaram nanRaaka ooTukinRatu 

 ‘the watch is running well’ 

 Irattak kuzaaykaLil irattama ooTukinRatu 

 ‘The blood is running in the blood vessel’ 

  piTippataRkumun tiruTan ooTiviTTaan 

 ‘the thief ran away before catching him’ 

 taNNiir iraikkum iyantiram cariyaaka ooTavillai 

136



 ‘the water pumping machine is not running well’ 

 Unkaiyil atirSTa reekai ooTukinRatu 

 ‘Yours palm has lucking lines 

Talaiyil narai ooTiyiruntatu 

The head has gray hair 

Inta tiraippatam nuuRunaaL ooTumaa? 

Will this cinema run for hundred days? 

Veelaiyil ceerntu oruvaruTam ooTiviTTatu 

One year has passed away after joining the job  

The corpus at hand is annotated for the sense enumerated in Crea. The contextual vectors for 

each sense is identified and reserved as a testing sample. The testing context vector is used for 

identifying the correct senses of the new corpus for the target word.  

Conclusion
As the field of linguistics increasingly turns to usage-based and quantitative methods, 

corpora can supply supporting evidence for questions answered with other methods and go 

beyond them in terms of both description and explanation. We have experienced from the 

analysis of corpus of Tamil for building lexicon for Tamil that polysemy reflected in dictionaries 

can be elaborated or condensed using corpus approach to polysemy.  
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Issues while developing Sangam Tamil-English Bilingual Parallel Corpora for 
Statistical    Machine Translation System 

Dr.K.Umaraj
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Madurai Kamaraj University, Madurai -625021 umarajk@gmail.com

1. Introduction 
Machine Translation is the Translation of text by a computer, with no human 

involvement. Machine Translation can also be referred to as automated Translation, 
automatic or instant Translation. There are two types of Machine Translation systems. One is 
rules-based Machine Translation and another is statistical based Machine Translation. Rules-
based systems use a combination of language and grammar rules plus dictionaries for 
common words. Rules-based systems typically deliver consistent Translations with accurate 
terminology when trained with specialist dictionaries. Statistical systems have no knowledge 
of language rules. Instead they "learn" to translate by analysing large amounts of data for 
each language pair. They can be trained for specific industries or disciplines using additional 
data relevant to the sector needed. Typically statistical systems deliver more fluent-sounding 
but less consistent Translations. 

2. Statistical Machine Translation using parallel corpora 
Statistical Machine Translation is mathematical model in which the process of human 

Translation statistically modelled. Statistical methods allow the analysis of parallel text 
corpora and the automatic construction of Machine Translation systems. In Statistical 
Machine Translation system, correspondences between the words in the source and the target 
language are learned from the bilingual corpora on the basis of alignment models. The engine 
uses state of the art statistical techniques which are presently gaining momentum in the 
Machine Translation community. There is a lot of work going on for building parallel of 
corpora of Indian languages. Few of them are as follows. E-ILMT, ILCI, MAT for English to 
Hindi, ELMT, Google Translating Corpora, Microsoft Bing Corpora and Yahoo bable fish 
Corpora. In Tamil Nadu, Dr.Kamakshi has discussed in detail about the parallel structure of 
English and Tamil and his data will be very useful for building Machine Translation system 
using transfer approach. G.Vasuki explained in her thesis about the parallel corpora of 
English and Tamil and her work will be very useful for building Statistical Machine 
Translation. However, so far no body developed Parallel corpora for Sangam Tamil and its 
English Translation. If we develop bilingual corpora for Sangam Tamil and its English 
Translation, definitively some issues will arise. Thus the present paper aims to identify the 
issues while developing Parallel Corpora for Sangam Tamil and its English version. 

3. Statistical Machine Translation Model for Sangam Tamil 
Statistical approach to Machine Translation generated Translations using statistical 

methods by deriving the parameters for those methods by analyzing the bilingual corpora. 
The following figure shows the block diagram of Statistical Machine Translation system for 
Sangam Tamil 

             
           
           
           
                               

Sangam Tamil/English

Bilingual text
English text
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                          Statistical Analysis                       Statistical Analysis  
           
            
Sangam Tamil                           decoder                                 English(Target Language) 
(Source Language)    ///                             \\\ 

Fig 1 Block diagram of Statistical Machine Translation 

4. Translation Model 
Translation models describe the mathematical relationship between two or more 

languages. It may be called as models of Translational equivalence because the main thing 
that they aim to predict is whether expressions in different languages have equivalent 
meanings. The role of Translation model is to find p(f/e) the probability of the source 
sentence (Sangam Tamil sentence) f given the translated sentence ( English version of 
Sangam Tamil)  

5. Language Model 
    A language model gives the probability of a sentence. The probability is computed 
using N-gram. For example it will give answer for the questions How likely is a string of 
English words is a good English? It will help to reorder a sentence and tells us what word will 
go will what word.  

6. Decoder  
The inputted Sangam Tamil corpus will be first decoded by Translation model. 

Language model will rearrange the word order of source language sentence into Target 
language word order. It is an important process for languages which differs in their syntactic 
structure. English and Sangam Tamil language pair has different syntactic structures. English 
word order is Subject-Verb_Object (SVO) whereas Sangam Tamil word order is Subject-
Object-Verb (SOV). The main verb of a Tamil sentence always comes at the end but in 
English it comes between subject and object. 

7. Data for the analysis 

, ,

.

        bigger than the earth 

             higher than the sky 

                 deeper than the sea 

                

            

Translation 
Model

Language Model 
(reordering) 
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is my love for him 
from the hills 
where the honeybees make 
abundant honey 
from the black-stemmed 
kurinji flowers. 

8. Bitext word alignment   
Bitext word alignment is a NLP task of identifying Translation relationships among the 

words in a bitext, resulting in a bipartite graph between two sides of the bitext, with an arc 
between two words, if and only they are Translations of one another. Bitext word alignment 
is an important supporting task for most methods of statistical Machine Translation, the 
parameters of statically Machine Translation models are typically estimated by observing 
word aligned bitexts and conversely automation. Recent work begun to explore supervised 
methods which rely on presenting the system with a number of manually aligned sentences. 
In addition to the benefit of the additional information  provided by supervision, these models 
are typically also able to more easily take advantage of combining many features of the data, 
such as context, syntactic structure , POS information  etc.. 

8.1   Sample Bitext word alignment  

The earth bigger than the sky vaster then 

Bigger than the earth vaster than the sky  

8.2 Use of Parallel corpora
Helps in teaching a particular language 

Helps in Terminological studies 

Helps to build Translation Machines and 

It also helps to build cross language information retrieval engines. 

9. Issues in developing parallel corpora 
1. Identifying what is a word? What is not a word? in Sangam Tamil is a  problem. 
whether all the compound words should be written as one word or not, whether all 
postpositions and clitics should be part of the word or it should be a separate word? There 
were no clear guidelines for segmenting the Sangam texts. 

2. Assigning grammatical information to the head word is another issue in Sangam Tamil. 

3. Identification of meaning for a particular word in Sangam Tamil is another issue. 
4. In Sangam Literature one meaning can be represented in different words and in the 
same way   one word may represent more than one meaning.  
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5. Word in languages may changes. So the language changes can be ranked with the help 
of the language model and the best can be selected.  

6. Idioms don’t have a direct meaning. While translating idioms we have to take care 
properly. A separate dictionary for idioms is necessary or manually we have translated 
those words. 

7. In parallel corpora, single sentences in one language can be found translated into several 
sentences in the others and vice versa. Sentence aligning should be properly done. 

10. Conclusion 
The present paper discusses Translation of Sangam Tamil to English using parallel 

corpus. The accuracy of the system depends on the amount of parallel corpora available in the 
languages, addition of linguistic materials such as morphological information and Parts of 
Speech categorization can enhance the accuracy of the system.   
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1. Check the root word dictionary { if ‘yes’ assign the appropriate tag } 
2. Else check the suffix  

3. If the suffix is ‘ka ’ assign the tag as ‘PL’ 

4. Check the root word dictionary  
5. if yes assign the root word dictionary as ‘NN’ { go to step 22 } 
6. Else if the suffix is ‘ ka ’
7. Remove the first character  of the suffix ‘ ’
8. Assign the tag as ‘PL’ 
9. Add (m) in the last character of  root word  
10. Assign the Tag as ‘NN’ {go to step 22 } 
11. Else if the suffix is‘ ka ‘
12. Remove the first character of the suffix ‘ ’   
13. Assign the tag as ‘NN’ 
14. Add (l) in the last character of  root word  
15. Assign the Tag as ‘NN’ {go to step 22 } 

16. Else if the suffix is‘ ka ‘

17. Remove the first character of the suffix ‘ ’   

18. Assign the tag as ‘PL’ {go to step 22 } 
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19. Add ( ) in the last character of  root word  

20. Assign the Tag as ‘NN’ 
21. Else assign as ‘NN’ {go to step 22 } 
22. Stop.
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DEVELOPING ONLINE CORPUS AND CONCORDANCE TO 
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Introduction 

Corpus Linguistics, a new method of language study, which has emerged in recent 

years, has generated a number of research methods, attempting to trace a path from data to 

theory.  As far as Tamil language is concerned, the first corpus for modern written Tamil was 

built in the Central Institute of Indian Languages (CIIL), Mysore in 1987.  But its usage by 

the academic community is very less in number.  The reason may be that it is only in the CD 

form but not posted in the website.  The other one which is now available in the internet is the 

Cre-A: Online Tamil Language Repository posted by Cre-A.  This corpus is, of course, 

concerned only with the modern Tamil, but not with the other periods of Tamil language.  

Besides these corpora of living languages in the world, computerized corpora for ancient 

languages have also been made in the form of collection of texts.  An example is the Quranic 

Arabic Corpus, an annotated corpus for the Classical Arabic language of the Quran.  Another 

one is the Andersen-Forbes database of the Hebrew Bible, developed since the 1970s, as 

reported by wikipedia.  On these lines, the present study aims to develop online Corpus and

Concordance to ainkuRunuuRu of Sangam Tamil Literature, through which one can search 

lexical items, rather than words, and their concordance available in this text, which are dated 

to 2nd century A.D.  

Corpus and Concordance
The present study envisages developing software for Corpus and Concordance to 

Ai kuRunuuRu. The data would be collected from Ai kuRunuuRu, one of the old Tamil texts.  

In fact, it is the pioneer attempt to develop the Corpus and Concordance to Ai kuRunuuRu, 

which consists of not only lexical items but also the grammatical elements attested in this 

text.  Approximately, two thousand four hundred words are, perhaps, attested in this literature 

and roughly, more than two fifty grammatical categories are also identified and incorporated 

in this programme.  Every line has been parsed morphologically – both root forms and 

grammatical entities.  All the parsed lexical items are systematically collected and 

incorporated in this corpus.  When we click one word in the scroll bar in the window, we can 

get a number of occurrences of that word, the line on which it occurs, its meaning in that 

particular line, literature name and poem number.   
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Collection of Materials: 
The data have been collected from the original texts of Ai kuRunuuRu literature, 

using the Index works, which are available in various institutions in the nation as well as the 

commentaries for the literature.  Using the computer software such as POS tagging and 

parsing methods and searching engines, the data were collected from the Ai kuRunuuRu of 

Sangam texts and analyzed in the way of descriptive methods.  The works of the eminent 

Tamil Linguistics Scholars such as Prof. Nida, Prof. V.I. Subramoniam, Prof. S. 

Agesthialingom, Prof. M. Israel, Prof. M. Elayapermal, Prof. A. Kamatchi, Prof. Rm. 

Sundaram Prof. S.N. Kandaswamy, Ms. Eva Wilden and so on have mostly been utilized for 

this study. 

Significance of the Study  
There are indexes for some of the Sangam works, but not for all, of course. Among 

these Sangam texts, only for some of the anthologies, the indexes have been made by the 

scholars and published.  Though the others have been indexed, they have not published but 

are only in the form of unpublished Ph. D. Dissertations at various Universities/Institutions.  

Of course, these indexes comprise the words with root form plus some other grammatical 

suffixes, as far as the verbal conjunction is concerned although the noun forms are separately 

dealt with.  Further, it includes their occurrences only with poem and line number.  In case 

someone wants to refer something, he needs of original text for the detailed reference.  When 

someone tries to find a word which is doubtful for the researcher working in Sangam Tamil, 

it may be so difficult for a scholar to locate such word in Sangam Tamil.  For such situations, 

the present work is very helpful for the researcher or reader to find out such things in this 

area.   

Interdisciplinary Relevance 
   Ultimately, it is highly expected that once this work would be completed, it will, 

undoubtedly, enable us to compare inter languages and intra language and language families 

in the world. Further, it could be very useful to work in the area of the comparative as well as 

the historical linguistics study.  The quantitative and qualitative analyses would also be made 

easy through such a corpus work.  

Model for Other Texts 
The completion of this work definitely leads to develop software for Sangam Tamil of 

classical Tamil texts all.  If such a work would be completed, then we need not want of such 

textual materials. As we all know, accuracy is one of the unique features for computer.  
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Through this programme, one can attain the total number of occurrences in this literature of 

Sangam text.  Of course, it is the user friendly material, of course.  Therefore, if it will be 

successfully completed, then this work will be the model for other texts in old Tamil to 

develop the software for Sangam Tamil, as already pointed out. 

Wide range of Applications 
A maximum number of words in Sangam Tamil, as we all know, occupy the head 

entries in Dravidian Etymological Dictionary (DED), which was prepared five decades ago 

and was widely used by the scholars worldwide.  So there is a proposal for posting this 

lexical material in the website for the use of the scholars working in the area of Comparative 

Linguistics in general and Comparative Dravidian in particular.  In the same way, it is also 

very useful for the Historical Linguistics scholar in the world.  Moreover, it may be also used 

to Glottochronological Linguistics study all over the world.  The study, Sangam Corpus and 

Concordance, would, it is sure, represent the classic language in Tamil.  After Tolkaappiyam,

in which a few words have been simply explained on the part uriccol, this would be the 

potential work with using the modern theories in linguistics and scientific methods in the 

process of preparing the collection of lexical items.While selecting the word aRu, specifying 

the meaning of ‘to batter, six, without’ from the drop-down box of select word, we can get 

the following display on the screen, as shown below: 

Instruction : Please select a literature before search words/grammar..  

Selected Keyword:  – wi t hout t o bat t er si x /   / 

No of Occurances : 5
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Select Literature to search:

? ??

Select Word :

? ??-w ithout
Select

Grammar :

? 2-?? ? ????? ??????

Search Any Word / Grammar :

? ? ??

Search

 20   :1 

2

 21   :2 

2

 25   :2 

2

 26   :2 

2 2 2

 29   :2 

From this display, we can get the word selected, number of occurreces in the text, poem 

number and line at which the word occurs.  In the same way, when selecting the grammatical category 

such as the grammatical item a2, representing nominal participial marker, from the drop-down box of 

select grammar, we can get the following display with its representation and its total number of 

occurrence. 

Instruction : Please select a literature before search words/grammar..  

Selected Keyword : 2 Ð 

No of Occurances : 4  

In addition to these, we can also search any word and/or grammatical entities existed in the 

text of Ai kuRunuuRu. In the following display, the word akavu, which means ‘to crow’, is 

typed in the drop-down box of search any word / grammar and gotten its total occurrence 

from the text of Ai kuRunuuRu. 
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Instruction : Please select a literature before search words/grammar..  

Selected Keyword :  – t o crow
No of Occurances : 2

Select Literature to search:

? ??

Select Word :

? ? ??-to crow

Select Grammar :

? 1-? ? ????? ? 6/? ? ? ? ??? ? ????

Search Any Word / Grammar :

? ? ??

2

60 :1

2

62 :2

Conclusion 
As we all know, accuracy is one of the unique features of computer.  Through this 

programme, one can attain the total number of occurrences in this pioneer work.  Of course, 
it is the user friendly material, of course.  One can easily find a word which is doubtful for 
the researcher working in Sangam Tamil.  It may be so easy for the scholar to locate such 
word in Sangam Tamil.  Further, such word that occurs in one text may or may not available 
in the other texts.  For such situations, it is very helpful for the researcher or reader to find out 
such things in this area.
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Abstract - Natural language processing is the emerging approach that processing and 

analyzing the text using technologies. Recent research perspective in natural language 

processing are machine learning, speech synthesizer, voice recognition, spellchecker etc. The 

speech synthesizer technologies are day to day improved on both hardware and software 

platforms.  The hardware relates to the speech processing with design of processor and chip. 

The synthesizer software analyze the text and interact with users. The speech synthesized 

methods are broadly divided into Formant, Concatenative and Articulatory synthesis. 

Formant synthesizer uses an acoustic model of the speech. This is used for mobile computing 

and embedded systems. Concatenative method is used in modern text to speech engines and 

produces natural sounding speech. Articulatory synthesis also uses acoustic model and 

produces understandable speech. The issues in these methods based on deriving rules, 

distortion, memory requirements, collecting the samples and quality results. The issues of 

Concatenative speech are alignment of recorded speech, automatic segmentation, optimized 

design, unit selection and automatic segmentation. This paper describes the Concatenative 

speech synthesis method for Tamil language with detailed survey and conquer the issues. The 

applications mainly focused on deafened and handicapped people, multimedia, 

communication field and all type of human-machine interactions. 
Keywords:Natural language Processing, Polysyllable, Harmonic plus Noise Model (HNM), 
Linear Predictive code (LPC), Text To Speech (TTS), linguistics 

1. INTRODUCTION 

Recent trends in digital communication techniques are increased in a wide manner. These 
techniques used for speech synthesis methods. Tamil is the official language of South India. 
Tamil language contains 2500 phonemes. In Tamil language, the consonants and vowels are 
18 and 12 respectively. The handicapped people, multimedia and communication users are 
needed to get synthesized speech instead of distorted natural sound signal. The Text To 
Speech (TTS) synthesis process the textual input to speech. The main requirements for text to 
speech synthesizer are intelligible and natural outcome. The speech synthesis model mainly 
represent as text to speech synthesis, text processing, phonetic analysis, Prosodic analysis, 
prosodic modeling. The text to speech synthesis is to translate the random input text to 
natural sound. It utilizes linguistic analysis to identify the correct pronunciations and prosody 
and outcome as auditory sound. TTS is comprised into two components, one is natural 
language processing that is input text synthesis and another is digital signal processing that is 
output speech synthesis [Aimilios.et.al, (2010)].   

The natural language processing involves the conversion of text into linguistic representation 
and in output this representation is converted into sound. The text processing is liable to find 
out all knowledge about the text.  The role of text processing are linguistic analysis, 
document structure detection, text normalization and markup interpretation. The phonetic 
analysis use is to tag each word in the text and analyze the outcome sound. The job is to 
analyze morphs, grapheme and homograph disambiguation.    
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                                                Speech (Output)
     

Figure 1. TEXT TO SPEECH FOR TAMIL

The prosodic analysis for the output level. This analysis controls the amplitude, duration and 
pitch of the sound. The approaches of prosodic models are rule based approach, statistical 
approach, as-is approach, Klatt's duration model, CART-based model, Neural network-based 
model, sum of products,  Pierrehumbert's intonation model, tilt model and Fujisaki's 
intonation model. The figure.1 shows the text to speech for tamil. The synthesis techniques 
are Formant synthesis, Articulatory synthesis, Concatenative synthesis, unit selection 
synthesis, Hidden Markov Model-based synthesis and Harmonic plus Noise Model (HNM). 

2. FORMANT SPEECH SYNTHESIS 

In Formant Speech synthesis the process of formant resonance frequencies and amplitudes for 
vocal cavity. Stimulating a set of resonators in the source input and to obtain the speech 
signal. Five formants are needed to produce intelligible sound. The rule based formant 
synthesizer is based on set of rules. The cascade format synthesizer is also used for speech 
synthesis, in which the formants are connected in series. Similarly, the parallel formant 
synthesizer in which the formants are connected in parallel. The issues in formant speech 
synthesis are the samples are not used in runtime, provide intelligible sound but not natural, 
less memory in the resonators and useful for limited devices [Sukanya.et.al (2008)]. 

3. ARTICULATORY SYNTHESIS 
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Articulatory speech synthesis models the frequency of human articular behaviour. Practically, 
it is difficult to implement. The control parameters used are tongue tip position, tongue 
height, etc,. The issues are obtaining data for this modeling, hard to balance high level and 
low level models. The outcome of speech is not natural [Madiha.et.al, (2011)]. Both formant 
and articulatory synthesis has the limitation as difficult to get the output parameters from 
input text analysis.  

4. CONCATENATIVE SPEECH SYNTHESIS

The basic input text is either of phones, diphones, triphones, polysyllables and syllables. The 
phones are inefficient for signal processing unit. The quantity of phone units in Tamil 
language is less than 50. The record of phones is small, as a result the dynamics of speech 
sound with large changeable is not achieved. The tamil diphone units are 1000 to 2000. The 
diphone concatenation generates natural speech based on prosody rules. A triphone is 
diphone added with one unit. The tamil triphones recorded are large in number compared to 
diphones and phones. They are adjusted with previous and next phones in a given phrase. 
Tamil languages are mostly based on syllables. Using syllable is the basic unit, the result 
produced are intelligible speech sound. Polysyllable is a basic unit which picks up trisyllable, 
followed by bisyllable and monosyllable units [Karunesh Arora (2013)]. It selects the largest 
unit in the database. Polysyllable provides the best quality speech in concatenative speech 
synthesis. The clustering of the syllable is based on consonants (C) and vowels (V). The 
general design is C*VC* where C* denotes the presence of 0 or more consonants. The 
clustering in Tamil language syllables is analyzed and improve the quality of speech 
[Tamar.et.al, (2012)]. 

The Corpus-Based Concatenative Speech Synthesis System for Turkish uses text corpus, 
speech corpus and unit selection process.  The text corpus collects all the information 
(syllables, phrases and corpus size). The speech corpus data indicates the major effect of 
speech quality. The linguistic process is depends on Turkish pronunciation lexicon, phoneme 
conversion and prosodic analysis. The unit selection using Viterbi algorithm was proposed 
[Hasim SAK. et.al, (2006)]. Uniform Concatenative Excitation Model for Synthesising 
Speech without Voiced/Unvoiced Classification proposed an excitation model which can 
synthesize both voiced and unvoiced [Joao P. Cabral (2013)]. The LPC vocoder evaluation 
was performed by pitch-tracking algorithm. Articulatory-based version in a concatenative 
speech synthesizer was proposed and to overcome the problem of automatically generating 
utterances [Tao.et.al, 2012)]. [Karunesh et. al (2013)] discussed concatenative text to speech 
synthesis for hindi. In this paper, the text is recorded in anechoic chamber and the prosody 
prediction identifies the energy and pitch.[Ouni et. al (2013)] proposed bimodal acoustic-
visual synthesis, the result is 3D face animation with acoustic speech.  

4.1 PROBLEM OF CONCATENATIVE TAMIL SPEECH SYNTHESIS 
The issues of concatenative tamil speech synthesis are alignment of recorded speech, 
optimized design, unit selection and automatic segmentation. The concatenative method 
mainly works on the basis of augmenting the pre-recorded speech. Time domain features and 
spectral domain variance are the major role in automatic segmentation of concatenation 
phase. The large problems occured in alignment and segmentation. The diphone 
concatenation uses only two units, optimized design is not possible. The design of automatic 
segmentation and alignment will provide the result of intelligible Tamil speech signal. 

4.2 SOLUTION OF CONCATENATIVE TAMIL SPEECH SYNTHESIS 
One of the solution for the issues mentioned, the Tamil phoneme unit chosen as polysyllable. 
The input Tamil text is confer to the natural language processing. The text normalization 
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analysis tokenization, lexical access and morphological analysis and Grammatical analysis. 
Polysyllable comprises of bisyllable, trisyllable and monosyllable units. The clustering of the 
polysyllables with prosodic analysis will produce the speech with accurate pitch, energy and 
duration. The result of natural language processing is given to the digital signal processing 
input. The concatenation unit synthesize the speech signal. The Linear Predictive code (LPC) 
synthesizer will produce the intelligible, quality and natural sound. The concatenation is 
followed by LPC. 

Figure 2. CONCATENATIVE TAMIL TEXT TO SPEECH SYNTHESIZER 

Spectral mismatches is overcome by combining two units and each unit the distortion 
measurement is calculated by Euclidean distance. The pitch, energy, frame synchronous and 
duration of each units are merged. The merging process is in terms of variable length unit. 
The selection of variable length unit deals the different consonants and vowels for text to 
speech synthesis. The figure.2 shows the concatenation process for Tamil polysyllable 
analysis. 

5. CONCLUSION 

Tamil text to speech system composed of phonemes, consonants and vowels. This paper 
presented the main aspects of various text to speech system and issues in concatenative 
speech synthesizer. The concatenative text to speech synthesis method is well suited for 
Tamil language structure. Selection of the polysyllable speech unit and adjoin the prosodic 
information play a essential role in the development of concatenative tamil text to speech 
synthesis. The variable length concatenation provides a natural speech signal. The quality of 
speech in terms of cost and time is the challenge one for using polysyllabic concatenation. 
Another main challenge is in LPC synthesis, frame of the signal is dependent on the previous 
frames. These challenges affect the synthesized result. Future evaluations are the speed 
estimation of speech quality and triumph over the frame overlaps. 
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Abstract 

Recently, increasing attention has been directed to the study of the emotional content of speech 

signals, and hence, many systems have been proposed to identify the emotional content of a 

spoken utterance Emotion recognition in speech is a current research area with wide range of 

applications. It is a part of Natural language processing (NLP). Natural processing language is a 

field of computer science and it is related to the area of human–computer interaction. The 

Emotion recognition system can be used to develop a more robust and effective human-machine 

interaction system. Speech recognition (SR) is the process of translation of spoken words into 

text, but emotion recognition in speech is the process of determining the emotional state of 

speaker out of speech samples. This paper presents brief survey on Emotion Recognition form 

speech and how it is differ from Speech Recognition, Basic Architecture used for emotion 

recognition, Tools, Techniques and Mathematical modeling used for emotion recognition.  

Introduction 

Emotion recognition from speech has got a lot of interest in recent years. Using speaker 

emotional state recognition system we can develop effective human-machine interaction system. 

For example in Distance education center during teaching section with emotion recognition we 

can identify bored users and allow for a change of teaching style or provide an emotional 

encouragement. Emotion recognition may also be used to 

1. In the context of commercial call centers, it can be used to improve the customer service by 

capturing the customer’s emotion during the call. 

2. It can be used in speaker authorization/verification systems for an application or a tool. 

3. In case of Emotion recognition in text, it can prioritize messages in the mailbox based on 

emotional urgency. 

4. It can also use in call center to attend the call based emotional urgency for giving priority in 

Ambulance service to the more deserving patient [9]. 
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Basic Architecture for Emotion Recognition from Speech  

The most commonly used architecture for emotion recognition system illustrated in Fig. 1. The 

basic Architecture contains the following parts, such as emotional speech as input, feature 

extraction, feature selection, classifier and emotional speech output [2].

Fig. 1: Basic architecture for Emotion Recognition

a) Emotional Speech Input: For emotion recognition speech is the input to recognize the 

emotion, speech database is the important requirement. The quality of database 

determines accuracy of the system. The database may be collection of Acted speech or 

real data world.  

b) b) Feature Extraction and Selection: After getting the speech input the next important 

step is to extract appropriate feature. The most commonly used features are pitch, energy, 

MFCC. The following table present a summary of features used to recognize emotion [1]  

(Table 1).

c) Classifier

After extracting the feature we need to select classifier to classify the emotion from speech. There 

are many types of classifiers such as Hidden Markov Model (HMM), Gaussian Mixture 

Model (GMM), Artificial Neural Network (ANN) and Support Vector Machine (SVM). 

d) Emotional speech Output

After classification the WCCN (within-class covariance normalization) applied on 

obtained result [8]. WCCN is a technique introduced in [9] to train a generalized linear 

kernel of an SVM-based system to minimize the expectation of false-positive and false 

negative errors. WCCN was also applied in [10] to improve the performance of SVM 

using likelihood scores as features Finally we got the right emotion. 
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Description Features 

Supra-segmental acoustic 

features 

(prosody)

- Pitch: mean, median, standard deviation, linear regression 

coefficient,  lower and upper quartile, kurtosis, slope, 

curvature, inflection 

- Energy: mean, median, standard deviation, linear regression 

coefficient. 

- Duration: speech-rate, ration of duration of voiced and 

unvoiced region, duration of longest voiced region 

- Zero crossing-rate

Segmental acoustic features 

(Short-term spectrum of 

speech)

- Mel-frequency cepstral coefficients (MFCC) 

- Mel filter bank (MFB) 

- Spectral centroid 

- Formant: F1, F2 and their bandwidth BW1, BW2

Voice quality features 

(intra segmental level)

- Jitter (pitch modulation) 

- Shimmer (amplitude modulation) 

- Harmonics to Noise Ratio (HNR) 

- Noise-to-Harmonics Ratio (NHR) 

- Normalized amplitude quotient (NAQ)

Table 1. Common acoustic features used in emotion recognition (based on the following studies 

[3, 4, 5, 6 and 7]). 

Techniques and Tools Used 

There are many techniques are there to recognize the emotion form speech. The most commonly 

used techniques are, Gaussian Mixture Models (GMMs), Hidden Markov Models (HMMs), 

neural networks (NNs), Bayes classifiers, and fuzzy classifiers, k-nearest neighbors (KNN), 

GMM, HMM, weighted categorical average patterns (WCAP), and within-class covariance 

normalization (WCCN) methods are compared for recognizing anger, emphatic, neutral, 

positive, rest, and it was found that WCCN performs the best. The most commonly used tool is 

MATLAB, some of them used WEKA tool, and rarely used tool is PARAT tool. 
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Mathematical Modeling 

For emotion recognition voice (audio) is the input after getting voice mathematical modeling 

done on speech signal to get right emotion. Some of them computed Eigen value and Eigen 

vector to get confusion matrix from confusion matrix easily we get speaker emotion 

Where, A stands for n x n matrix, X stands for length of n column vector,  stands for Eigen 

value and x is the Eigen vector. Some of them compute pitch, energy, mean, median and 

variance, standard deviation using mathematical equations or formulas. To classify a test speech, 

the distance between the emotion classes of the test data and those of each class representative is 

computed using either Euclidean or cosine distance metrics defined as 

Euclidean metric:

Cosine metric: 

Where L1, L2 are Emotion classes, d represents the metric used to compute the distance between L1, L2. 

After Euclidean or cosine computation the decision rule is formulated as follows. 

Where d represents the metric used to compute the distance between Lt, the emotion classes of 

the test data, and Li, the representative of the emotion class i. The obtained emotion is matched 

with the database, which has different emotion according to age and sex, using Nearest Neighbor 

Algorithm and thus the current state of emotion is derived. And this can be used in various 

applications as mentioned earlier. 
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Conclusion 

Emotions are the basic characteristics of humans and, therefore, incorporating them in 

applications, through recognition and synthesis, can improve the quality of life. In this paper, we 

have described Emotion Recognition from speech and how it is differ from speech Recognition, 

Basic Architecture used for emotion recognition, Tools, Techniques, Mathematical modeling 

used for emotion recognition. 
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Abstract -- Stemming is a process of linguistic normalization that attempts to extract a root 

word from the given inflection word. It maps all the derived forms of a word to a single root, 

the stem, a common form. Stemming algorithms are widely used in computational linguistics, 

information retrieval – query based systems such as the web search engine, and text mining. 

Stemming algorithms for Tamil language is still at its infancy. As a basis for evaluation this 

paper discusses the different types of stemming algorithms performed on Tamil language 

such as the rule based suffix stripping stemmer algorithm, rule based iterative affix stripping 

stemming algorithm, light stemmer and then points out the common linguistic problem in 

stemming algorithms with suitable solution. The performance of the stemming algorithms are 

evaluated based on the stemming errors whose metrics involve the under-stemming index 

(UI), and the over-stemming index (OI). 

Keywords – stemming algorithms; rule based suffix stripping, rule based iterative affix 
stripping, light stemmer algorithms, errors in stemmers. 

1. INTRODUCTION 

Stemming is an important feature for indexing and searching whereby it provides ways of 
finding morphological variants of search terms. For example, when a user sends a query 

stating “ ?”, all the relevant results such as “

?”, ” can be got only 

when stemming is used. Because in stemming, words like “ , ,

, , ” all are stemmed to a single root word or stem called 

“ ”.

Figure 1. The Stemming Process 

Stemming algorithms are not new, they have been studied [Lovins, J. B. (1968)] in Computer 
Science since 1968 till now to the Improved Rule based Iterative Affix Stripping Stemmer 

Tami l Vari ant words   

, ,

, ,

Si ngl e st emmed or   

Root word
Undergoes

St emmi ng Process
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using K-Mean clustering [Kasthuri, M., et al., (2014)]. To increase the retrieval accuracy in 
the Information retrieval systems Stemming has been used. 

Moreover, Stemming greatly aids in improving the performance of information retrieval by 
reducing the size of the index thus increasing the recall performance. As a single stem 
corresponds to a number of full terms, a single root word or stem is stored in place of a 
number of terms, thereby the index size is reduced. This holds good for a morphologically 
rich language like Tamil, where a single word in Tamil takes many forms.  

This paper is organized as follows: Section 2 describes the related work done in development 
of stemmer for Tamil language. Section 3 gives a detailed description about the rule based 
suffix stripping stemmer algorithm, and the rule based iterative affix stripping stemming 
algorithm and discusses about the light stemmer. Section 4 presents the common linguistic 
problem in stemming algorithms with a suitable solution and Sections 5 gives the evaluation 
criteria for the stemming algorithms based on the stemming error metrics. The concluding 
remarks are given in Section 6. 

2. RELATED WORK 

In the earlier days, stemmers were developed for the English language. The growth of other 
languages has led to the development of the stemming algorithms for other languages too. 
Among Indian languages, stemming was first reported [Ramanathan. A., et al.,( 2003)] 
followed by the development of a lightweight stemmer for Bengali [Islam, M. Z., et 
al.,(2007)] . Akram, Q. U. A., et al.,(2009) developed Assas-Band, an affix- exception-list 
based stemmer for the language Urdu. A morphological analyzer which can simultaneously 
serve as a stemmer too was first proposed [Vikram, T. N., et al., (2007)] for the language 
Kannada. Kumar, D., et al., (2010) designed and developed a stemmer for Punjabi. Ram, V. 
S., et al., (2010) introduced Malayalam stemmer for information retrieval. Patel, P., et al., 
(2010) proposed a Hybrid Stemmer for Gujarati. Saharia, N., et al., (2012) adopted a suffix 
stripping stemming approach along with a rule engine for Assamese. Dhabal Prasad Sethi 
(2013) developed a lightweight stemmer with derivational suffixes. 

While there are many design and developments for stemming algorithms in other Indian and 
Foreign languages, stemming algorithms for Tamil is still at its infancy. It started late in 2013 
where a Rule Based Iterative Affix Stripping Stemming Algorithm [Rajalingam, D. (2013)] 
was proposed, the algorithm here was implemented using a string processing language called 
Snowball and the correctness of the algorithm was also evaluated. A cluster analysis based 
stemmer [Thangarasu, M., Manavalan, R. (2013)] was also designed and developed in 2013 
with a performance analysis [Thangarasu, M., & Manavalan, R. (2013)] of the stemmers in 
Tamil language. An Iterative Suffix Stripping Tamil Stemmer [Ramachandran, V. A., & 
Krishnamurthi, I. (2012)] and Iterative stemmer [Ramachandran, V. A., & Krishnamurthi, I. 
(2012)] was proposed by Ramachandran et al.,. Kasthuri, M., et al., (2014)] provided an 
Improved Rule based Iterative Affix Stripping Stemmer using K-Mean clustering. 

3. RULE BASED SUFFIX STRIPPING AND ITERATIVE AFFIX STRIPPING 
STEMMER ALGORITHM AND THE LIGHT STEMMER 

Rule based suffix stripping stemmer algorithm truncates the suffix of Tamil inflectional 
word. Based on the rules given, it converts the inflectional Tamil word into a single stemmed 
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Tamil word. Affix removal algorithms remove the suffixes and/ or prefixes from the 
inflectional word. The possible suffixes for a word in Tamil can be referred from the 
flowcharts. [Tamil Noun Flow Chart] and [Tamil Verb Flow Chart] 

Light stemmer is proposed to overcome the issue of infinite verb generation by the rule based 
suffix stripping stemmer algorithm for certain Tamil words. Light stemmer is also a form of 
the rule based stemming algorithm. The representative indexing forms of a given word is 
found by the light stemming by truncating the suffixes.  

In both the rule based and the light stemmer algorithms, the entire complex plural is 
eliminated in the first step. The main difference is that while the former deals with identifying 
the next possible affix according to the identified affix using the rules, the later uses a plural 
to singular conversion and adjective and tense word to the main word conversion. 

4. COMMON LINGUISTIC PROBLEMS IN DEVELOPING TAMIL STEMMING 
ALGORITHMS 

There are many difficulties while developing a stemming algorithm. Homographs should be 
taken into account for a morphologically rich language like Tamil. Homographs are those 
words that have a similar pronunciation but differ in the meaning with respect to the context. 
Moreover the irregular verb forms regarding the tenses also impact the design and 
development of an efficient stemmer.    

For applying a stemming algorithm, one needs to have an extensive language expertise. There 
are mainly two errors that occur commonly in stemming – over stemming and under 
stemming. Over-stemming occurs when two words with different stems are stemmed to the 
same root word. This is a criteria of false positive. Under-stemming occurs when two words 
that should be stemmed to the same root word are not stemmed. This is a criteria of false 
negative.  

5. EVALUATION OF THE STEMMING ALGORITHMS 

The precision of the stemming algorithms can be understood by the type of errors, their 
conditions and the impact of the errors on the system. There are mainly two errors namely, 
under-stemming and over-stemming. These errors are aggressive as the mis-stemming leads 
to the loss of semantic information thus making the language unclear.  

When a word is under-stemmed, there is a difficulty in identifying if two words are related 
based on their morphology, as their obtained stems are mostly equal, but not totally because 
of a suffix that has not been deleted. The opposite of this takes place in case of over-
stemming. The main problem here is that it becomes more possible for two words to be 
wrongly detected as related but in fact are not related and share part of their morphological 
root as their stems are equal. 

Paice has proved that light-stemming reduces the over-stemming errors but increases the 
under-stemming errors [Chris, D. P. (1990)] [Paice, C. D. (1994)]. On the other hand, heavy 
stemmers reduce the under-stemming errors while increasing the over-stemming errors. The 
under-stemming and over-stemming errors are calculated as follows. 
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The under-stemming index and over-stemming index [Ramachandran, V. A., et 
al.,(2012a.2012b))] is calculated by the formula: 

Under-stemming = (Number of variants under-stemmed / Total variants)*100%  
Over-stemming = (Number of variants over-stemmed / Total variants)*100% 

Stemmer Effectiveness is calculated as 

Stemmer Effectiveness = 100% - [Over-stemming % + Under-stemming %] 

Another evaluation criteria is based on how much the stemming process compresses the input 
received and reduces the storage space needed. This factor is called the Index Compression 
factor (ICF) which is based on the conflation ratio. 

6. CONCLUSION 

The focal point of stemming is to reduce different grammatical forms / word forms of a word 
like its noun, adjective, verb, adverb etc. to its root form. In fact a perfect stemmer is very 
important in most of the Information Retrieval systems. A lot of research work to develop 
stemmers that improve recall as well as precision is the need of the hour. Research with 
respect to natural language processing for a morphologically rich language like Tamil is still 
at its infancy.  

In this paper synopsis of different types of stemming algorithms (such as the rule based suffix 
stripping stemmer algorithm, rule based iterative affix stripping stemming algorithm, light 
stemmer etc.,) proposed for Indian languages ; with special emphasis for Tamil language. It 
also elaborates on the common linguistic problems arousing in the stemming algorithms 
along with suitable solutions. The performance of the stemming algorithms are evaluated 
based on the stemming errors whose metrics involve the under-stemming index (UI), and the 
over-stemming index (OI). 

This paper serves as a catalyst to researchers emphasizing the need for development of a 
method and a system for efficient stemming that will reduce the heavy tradeoff between false 
positives and false negatives. It also gives an insight of development of a stemmer that uses 
the syntactical as well as the semantical knowledge to reduce stemming errors. 
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ABSTRACT 

Sign Language is a mode of communication among hearing impaired people. Sign 
language is not common throughout the world and there are variations among them. These 
variations are due to the influence of the local linguistics and community in that particular 
region. This leads to the development of various sign languages like British sign Language 
(BSL), America sign Language (ASL), Australian Sign Language (AUSLAN), Indian Sign 
Language (ISL). Sign Languages are translated to Natural speaking languages and vice verse 
by translation system to enhance the communication between hearing impaired community 
and speaking community. It also enriches the basic knowledge of the hearing impaired 
community by interacting in their own mother tongue. A little amount of work has been 
exhibited in automatic translation of natural text to sign gestures. Most of the systems are 
designed based on the direct mapping. The draw backs of that system are limited usage and 
domain specific. Rule based approach enumerates certain rules and depending upon the rules 
the sign gestures are rendered 
 In the proposed approach Tamil text is parsed and tagged using the morphological 
analyser.  Using heuristic approach each and every adjective word is analysed and classified 
into types like shapes, colors, quality. The various sign Language gestures are mapped to an 
equation based on the Hand shape, location, orientation and movement. These equations in 
turn mapped on to the respective classified adjective words and used to render sign gestures 
on to screen. This system can also be extended to render sign gestures of other parts-of-
speech words and it also helps Tamil native hearing impaired community people to acquire 
their mother tongue easily. 

1. INTRODUCTION 

A study conducted by a medical team of the Madras ENT Research Foundation 
(MERF) found that six out of every 1000 kids were victims of severe to profound deafness. 
This is three times the national average and six times the international average. The study 
conducted over a period of 10 years (2003 - 2013) had a medical team screening more than 
50,000 children below 12 years of age across the state. The number indicates that Tamilnadu 
would soon become the deafness capital of the country and also highlights the need for 
automatic communication system that translates Tamil text to Tamil sign gestures. Sign 
Language use Manual (hand shapes) features, Non-manual (face and body parts) features, 
Orientation, Location and Movements for communication between Hearing Impaired people. 
One of the alarming characteristics of Sign Language is that they won’t follow any specific 
grammar order as English or any other Natural language does. The Sign alignment or order 
varies depending on the Signer and context. Secondly the signs are less compared to the 
words in the speaking languages. Third issue is the representation of part of speech like 
Nouns which is done mostly through Finger Spelling approach. Verbs are gestured depending 
on their tenses. The representation of adjective words depends on space and co-articulation. 
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 The Translation of Tamil text to Tamil Sign Language gestures depends on the 
characteristics of Sign Language and the animation process. The final rendering should be 
more effective in such a way that each every minute detail of hand gestures are shown 
properly along with the Non-manual features. This paper is organized in such a way first it 
elaborates on various systems and then describes the architecture of the proposed system 
followed by the outcomes and finally ends in conclusion and enhancements of the system.    

2. VARIOUS TEXTS TO SIGN LANGUAGE SYSTEM 

Lots of system has been developed internationally for translating text to sign language 
but most of them are domain specific and of restricted usage. All the systems either uses pre-
recorded videos or limited number of words.  
S.No SYSTEM NAME DOMAIN LIMITATION 
1 TESSA Post office Pre-Defined

Phrases[1]
2 SignSynth Weather Forecasting Non-Manual 

gestures are not 
properly rendered 

3 VisiCAST Television 
Broadcasting 

Human Interpreter 
is needed 

The following table list the work that is carried out in Indian sub continent. 
S.No SYSTEM NAME DOMAIN LIMITATAION 
1 INGIT RAILWAY 

RESERVATION 
SYSTEM

Classifier and 
animation are 
handled properly  

2 Bangla text to BaSL General Limited to words and 
video clipping[4] 

3 Tamil noun to TSL Noun words Only noun words[2] 
4 Tamil Pronoun t TSL Pronoun words  Only pronoun 

words[3]

Only two works has been carried out first of its kind in Tamil Sign Language a variant of 
Indian Sign Language. One of the main differences between Tamil and Tamil sign language 
is that Tamil is morphemically rich language. There are lots of lexical gap between Tamil and 
Tamil Sign language. This paper proposes a method that translates Tamil adjective words to 
sign gestures in Tamil Sign Language. The next section discusses about the translation 
process of Tamil adjective words to Tamil sign language variants. 

3. SYSTEM ARCHIECTURE

Some of the previous work has been carried out for translating Tamil noun and 
pronoun words to Tamil sign Language gestures. This architecture gives an overview of 
translating Tamil adjective words to Tamil sign Language gestures. Translation can be 
carried out in three different approach direct, transfer and Interlingua. These approaches vary 
depending upon the complexity of the source and target languages. If the lexical gap and 
grammar structure of the sentences in both the languages is more or less same direct approach 
is applied. In Transfer approach the source language sentences are analyzed first syntactically 
and then transfer from source to target language is performed finally using morphological 
analyzer of the target language the translation is done. Interlingua method generates an 
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intermediate form from the source language and translates that to the target language. In this 
approach translation of Tamil adjective words to Tamil sign language Variant is done using 
Interlingua techniques.  

Figure 1: Architecture diagram of the proposed system 

  The Figure 1 depicts the overall design of the system. The system has three major 
modules. First module tokenizes and tag Tamil adjective word from the Tamil sentence. 
Second module classifies the list of Adjectives words into different classes using heuristic 
rules. Third module renders the Sign Gestures for the classified Adjectives. 
PRE-PROCESSING: The input to this module is Tamil sentence. This module consists of 
two sub-modules namely Tagger and Tokenizer. Tagger is used to Tag each word of the 
given Tamil Sentence with its appropriate Parts of Speech such as Noun, Adjective, verb, 
Adverb and so on. Atcharam is a Morphological Analyzer tool for Tamil Language. 
Atcharam Tag each word of the Tamil sentence as Noun or Adjective or Adverb and so on 
and also splits them as paguthi, viguthi, idainilai, sandhi, saariyai and so on. Tokenizer 
module separate each tagged word of the Tamil sentence based on specific delimiters. 
Tokenizer parse each tagged word and separate all the words tagged as < Adjective > and < 
Noun>. In some cases certain Nouns are Adjectives so Nouns are also considered. 
ADJECTIVE WORDS CLASSIFICATION: The tokenized adjective words are classified into 
different classes. Classification is done based on its common characteristics. Common 
characteristics are color, shape, quality and general. Heuristic Rule is used for classifying the 
adjective words. The tokenized Adjective words are taken as input and the corresponding 
class of the input adjective word is identified dynamically. The various classes of Adjectives 
are specified in Figure 2. 

Figure 2: Adjectives Classification 

Adjective words are classified into Four classes. They are Shapes, Color, Quality and 
Others. Since the Shapes and Colors are few in number they are written in separate files and 
maintained as Dictionary. The tokenized Adjective words that ends with “ò”, “ô”,  “ì” are 
classified into Quality and other words into Others class 
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INTERLINGUA APPROACH: In this approach, the source language is translated to an 
intermediate Interlingua form and target language is then generated from the interlingua. The 
advantages of this is that it requires fewer components in order to relate source language to 
target language, it takes fewer components to add a new language, it supports paraphrases of 
the input in the original language, it allows both the analysers and generators to be written by 
monolingual system developers, and it handles languages that are very different from each 
other. Based on the identified class the adjective words are rendered into sign gestures using 
Java. Each Adjective word is defined with basic shapes or pre-defined formula. The sign 
gestures for the adjective words are generated dynamically by combining the basic 
primitives, changing the orientation, location and movement of the primitives based on pre-
defined formula. In addition to Hand Shapes, facial expressions are also included to render 
the sign gestures for certain words.  

4. RESULT AND CONCLUSION 

The Figure 3 is a Bar Chart which tells how much percentage the Tagged Tokenized 
Adjective words are correctly classified into their corresponding classes based on similar 
characteristics. Since Dictionary is used for classifying colors and shapes almost 90% colors 
and shapes get classified correctly into their classes respectively. In case of Adjectives of 
Quality 75% of the words get promptly classified. Among 64 Adjective of Quality words 49 
words are correctly classified remaining words are classified into the Adjective of General 
class. For Adjectives of Quality classification it is difficult to form more generalized rule. 
The rule formulated for Adjectives of Quality is not able to classify all the Quality depicting 
words correctly.  In case of general remaining words other than previous three classes get 
classified correctly. At present sign gestures are rendered only for Tamil Adjective words. In 
future it can be rendered for Adverbs, Verbs etc. 

Adjective types 
Figure 3 Correctness of Classification 
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Computational Phonology and the Development of
Text-to-Speech Application for Tamil 

Vasu Renganathan

University of Pennsylvania (vasur@sas.upenn.edu) 

 Phonology is a study of sound systems specific to any particular language, whereas 
Phonetics is a study of linguistic sounds in general from a universal point of view without 
having any specific reference to the sounds of any particular language.  In this sense the 
standard system of phonetic notations as devised in International Phonetic Alphabet (IPA) is 
an attempt to identify almost all of the universally valid linguistic sounds using a set of 
standard symbols of Latin alphabet1.  Not all of the linguistic sounds that are accounted for 
within IPA system can be found to occur in any single language, but almost all of the 
linguistic sounds that one can find in any given language can be related to one of the sounds 
as described within IPA system of linguistic sounds.  In this sense, Computational Phonology

is a study of speech sounds of any given language from the point of view of how they are 
mapped using computational algorithms.    For some, the field of Phonology itself is 
considered deeply to be computational as it involves a complex algorithm of determining the 
environmental factors in any speech (see Bird, 1995). This paper, in this sense, is an attempt 
to summarize the relationtionship between graphemes, phonems and allophones of Tamil in 
the context of making a Tamil text-to-speech application2.

Many-to-one relatinship between Lingui stic sounds and Orthographic symbols 

 Not all linguistic sounds that one can hear and produce in any particular language can 
be visually represented by unique orthographic symbols and there can be instances where 
more than one sound is represented by single orthographic symbol.    Learning to read and 
pronounce a wide variety of sounds correctly using any such limited orthographic symbols 
commonly becomes part of the native speakers' linguistic intuition and language skill in the 
respective language. This is true with Tamil as well in the sense that the sounds and 
orthography of this language have a many-to-one relationship and accounting for those 
sounds with missing symbols needs to be either represented in diacritics or special ASCII 
characters in the context of computer processing of the language. To cite one example, the 

orthographic symbol  'ka' is used in Tamil to represent the sounds   'ha',  'nga' and 

'ka'.   It is to be noted that the sound 'k' under this circumstance is called a phoneme in Tamil 
and the corresponding contextually realized sounds that do not exhibit any minimal pairs, 
such as 'h' and 'ng', are called allophones or positional variants. In general, one can conclude 
that all of the phonemes can have a grapheme, but not all the allophones.  Identifying such a 
many-to-one relationship as well as mapping them to a one-to-one correspondence of 
symbols and sounds using a common transliteration scheme, as well as the corresponding 
audio files is pretty much the main task of the field of Computational Phonology in the 
context of making text-to-speech application. This paper is an attempt to describe one of the 
working version of text-to-speech application for Tamil written in the programming language 
PHP and is made available on the web at the address: 
http://www.thetamillanguage.com/tamilnlp/speak/speak.html.   

1
Cf. http://www.langsci.ucl.ac.uk/ipa/

2
This Tamil text to speech application can be tested online at:

http://www.thetamillanguage.com/tamilnlp/speak/speak.html.

193



Syllabification of Tamil words 

 The foremost step one might want to take in the context of making text-to-speech 
application is to identify the number of syllables that can be distinguished in an unique 
manner. Tamil syllables, in general, can be conveniently grouped under the basic categories 

of V (  'cow',  'fly' etc.), CV (  'give',  'protect' etc.),  and CVC (  'stone', 

'tooth' etc.) types, along with a host of other complex forms constituting one or more of the 

combinations of these basic structures.  Some of those examples include, CVC.CVC (

'ship'),  VC.VC (  'he'), CVC.CV (  'younger brother') and so on.   Syllabification 

of Tamil words is especially essential for both morphological as well as phonological 
applications for the fact that identification of words and affixes constitute the significant part 
of any part-of-speech taggers as well as phonological applications. For a detailed account of 
how the process of syllabification is significant in the context of morphological taggers, see 
Renganathan (2001) and Rajendran et al. (2001). 

Tamil text-to-speech Application and the Phonological Rules of Tamil 

 Although there are many phonological rules that can be used to account for the 
difference between written literary and spoken varieties of Tamil for the purposes of 
computer processing of Tamil language in the context of text-to-speech application and voice 
recognition, only a specific set of rules that are normally called automatic rules, such as inter 
vocalic devoicing rule, nasal assimilation, enunciative rule etc., are required to be accounted 
for, and others such as palatalization rule, v-deletion rule etc., become irrelevant3.  To cite a 

few examples, words such as  'son' (mahan),  'gold' (tangam),  'cat' (p n ), 

 'take' (e ) etc., to be pronounced correctly, one needs to account for the phonological 

rules namely devoicing/fricative rule, nasal assimilation/devoicing rule, and vowel reduction 
rules respectively.  What is significant in this context is to identify all of the possible distinct 
syllables and mark them with special symbols on a one-to-one fashion based on the relevant 
phonological rule in order to match them appropriately with words.  As Tamil alphabet 
exhibits many-to-one correspondence between Tamil letters and speech sounds, one needs to 
carefully identify all of the positional variants of all the phonemically explainable linguistic 
sounds and subsequently map them with that of the appropriate allophones with distinct 
symbols. What follows is a description as to how Tamil alphabet is realized with multiple 
allophonic sounds in various linguistic environments. As one can see, only the instances of 
Tamil stop sounds undergo this type of variations and all the other consonants are realized in 

surface with single speech sound.  As for vowels, only two vowels in Tamil namely  (u) 

and  (e)  are realized with multiple tokens of sounds.  The vowels   and  are realized as 

enunciative vowels  and  respectively mostly in word final positions.  Thus, what seems to 

be significant in the context of writing algorithms for Tamil text-to-speech application is that 
one needs to account for all of such phonological environments and correspondingly 
transliterate them with special symbols to accomplish a one-to-one structure of symboles of 
Tamil text.  So, each of these syllables can then be related to corresponding sound files.     

3
For a detailed description of Tamil phonological rules and their variations in the context of Tamil dialects, see

Christdas (1988), Renganathan (2010) and Schiffman (1999).
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Voiceless and Voiced Soun ds of Tamil Stops and their Surface Realizations: 

  -> k, h, ng: k is realized as  in word initial position and in clusters.  is  realized 

as  intervocalically and after , r  and l.  is  realized as  g after nasals.   ->  c, s, j:  is  

realized as  c in word initial position and in clusters.  is realized as  s intervocalically and 

optionally in word initial positions.  is  realized as  j after nasals.  ->  , :  is  realized 

as  in word initial position and in clusters.  is realized as  intervocalically and after nasals. 

 -> t, d:   is  realized as  t in word initial position and in clusters.   is realized as d

intervocallically and after nasals.  -> p, b:  is realized as p and in word initial position and 

in clusters.  is realized as b intervocalically and after nasals.   

 One of the challenging tasks in any text-to-speech system is making speech files 
which can sound as close to human's speech as possible.  Although Tamil does not exhibit 
any stress as part of any word and it is not phonemic in this language, the varying expressions 
and multiple shades of meaning can be captured by way of varying intonations of Tamil 
sentences.  Such intonations are usually distinguished based on the length of long vowels that 

might occur within in any word.  To cite one example, the question ? vant n ? 'did 

he come?' can be a simple question of asking the factual meaning whether a person came, or 
it can also be an expression of one's surprise or discontent about someone's arrival.  The latter 
types of expressions are usually distinguished based on how the long vowels of the last two 
syllables are alternatively pronounced in varying degrees of pitch.  Accounting for long 
vowels, thus, should constitute the significant portion of reasonable Tamil text-to-speech 
application. 

Making Audio files for Te xt-to-Speech Application 

 Special care needs to be taken as to how the sound units corresponding to each 
syllable in Tamil is to be constructed.  Importantly, the sounds that are heard or uttered in 
isolation vary considerably when they occur with other sounds as part of a word.  In this 
respect, what is the most efficient way of making audio files for each syllable is to eliminate 
much of the contents of coda, such as with clusters of multiple types, syllables with short and 
long vowels and so on.  Consider below the reduction of duration of sound between 
individual vowels and their occurrences in the corresponding syllables.  The vowel e, for 
example, takes 200 milli seconds where as the syllable be takes only 150 milli seconds.   
What it implies is that it may not be advisable for one to concatenate sound files of pure 
consonants along with  vowels to make corresponding syllables. Instead, one needs to create 
sound files of all possible distinct syllables of various types in isolation and concatenate them 
to form words. 

195



e   be 

Further, consider below how the long vowel  and the corresponding syllables n   and h  are 
distinguished in terms of their distinct duration.  As far as the syllables with long vowels are 
concerned, one can construct different durations of length and it can not be restricted to any 
single duration.  In fact, as already mentioned, this varying length of duration in syllables 
with long vowels is one of the significant factors that determine the nature of speech overall, 
as far as Tamil speech is concerned.  

n

 h

Making sound files for pure consonants: 

 When pure consonants such as k, ng, c etc., are produced, one would normally 
accompany a vowel, namely 'i' as in 'ik', 'ing', 'ic' respectively, and it would be hard for 
anyone to produce them without this epithetic vowel.  What matters in the context of making 
pure consonants is that such epithetic vowel part needs to be carefully removed in order to 
identify the acceptable pure consonantal sound.  As a result, one would find pure consonants 
in their corresponding wave formats to be with very subtle pitch in them as shown below for 
the consonants 'n', 'k' and 'm'.   
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n k

m
ka 

In conclusion, for any naturally sounding Tamil text-to-speech application, one needs to take 
into consideration as how many distinct syllables would need to be made based on the facts 
of vowel duration of long vowels and use of pause in the beginning and at the end of each 
syllable.  Thus, the total number of Tamil syllables to be constructed for the purpose of 
making any  Tamil text-to-speech application is determined not only based on the basic 
linguistic phonological environments, it also needs to be extended further to the nature of 
vowel duration of long vowels as well as the nature of pause that is to be applied for each 
syllable.  Especially, the length of long vowels for questions is to be distinguished from other 
intonational factors such as exclamation, expressing one's discontent and so on.  Similarly, 
appropriate length of pause is needed for making words with a sequence of single syllable 
words, but not in any combination of consonantal clusters involving both identical 
consonants as well as those with liquids. Further the duration of pause between words also 
determines the nature of speech in terms of how it is produced, either with continuous or 
discontinuous stream of speech.   
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Abstract

 There are many software are available for Tamil fonts, but they are not fully based on 

linguistics particularly, Tamil phonemics. As far as natural languages are concerned, there are 

two kinds of transcriptions such as phonetic transcription and phonemic transcription. These two 

transcriptions should sound right when we read it aloud again. But many software engineers 

often have a wrong idea about how precise the transcriptions can be. The IPA or phonemic 

symbols may look a bit like mathematical symbols, but they are not used with mathematical 

precision. Learning to transcribe is not at all like learning formal logic or algebra. It is more like 

learning how to make a recognizable sketch of an object. 

 The way the proposed tool usually represents and describes speech depends on a 

powerful idea that is already known by everyone who is literate in a language with an alphabetic 

writing system. The listeners can hear speech as a sequence of sounds, and each sound can be 

represented by a written mark. This tool provides how this idea can be the basis of a 

comprehensive system of phonemic symbols, suitable for representing reliably the sounds of not 

only Tamil but any language.  

 This paper simply aims at developing a phonemic transliterator for Tamil language. It is 

two folds: one for Tami script and another for phonemic transcription of the corresponding Tamil 

scripts. The developed tool / software is fully oriented with linguistics.It will be highly useful for 

Tamil community in particular Tamil learners, Tamil researchers, Tamil scholars; Tamil 

linguists.  

Introduction: 

 Today, technology has ameliorated every aspect of our lives particularly learning and if 

only we integrate technology into language learning and research environments, Being 
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Tamilians, we will be equipping our learners to use our mother tongue commendably well, 

simultaneously enabling them to become technologically adept.Moreover,technologically 

incorporated tools are preferred, because it is the most accessible method today. It is interesting 

as well as informative. It goes hand in hand with enjoyment, especially in the case of face book 

and others communication networks. All concerns which affect enjoyable learning are eliminated 

in this environment. 

 The young learners are entered to form an online student community without any fear or 

inhibition for the community learning atmosphere. They are looped into a world which they have 

created for themselves. They also have the freedom to withdraw from any conversation or 

situation without the clouds of consequences looming large over their heads. The vast 

availability of Tamil language learning communities from various parts of the world perpetuates 

not only absolute Tamil language learning but also integration with several new cultures. Thus, it 

can be seen how the appropriate use of new technologies allows for a far reaching integration of 

language as well as culture than any other means. Moreover, we tend to be influenced by the 

orthography when making judgments about the sounds of words, because we all are constantly 

involved with reading and writing in our daily lives. After all, from kindergarten on, the written 

tamil language has been an integral part of our lives. Thus, the attempt is made for developing a 

technology incorporated tool named as a phonemic transliterator for Tamil language for not only 

linguistics community but also Tamil community. 

Aim of the Paper: 

 The aim of this paper is to develop a phonemic transliterator for transcribing Tamil texts 

automatically, while typing and / or giving the text.  

Objectives of the Paper: 

To make the learners understand the ways in which Tamil language is written and 

spoken.

To make learners differentiate the similarities and differences in the speech sounds in 

Tamil. 

To make the learners speaking with clarity, negotiating and understanding. 
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To understand how the speech is composed by vowels and consonants as a means of 

representing speech that considered as an acoustic signal. 

To understand what sounds are so common and basic that they are found in almost all 

languages. 

Methodology:

 For developing the proposed software, the vowels and consonants found in Tamil with 

their phonemic transcriptions are instructed to the machine using Unicode, and the program 

source codes are written by VB.Net. The software includes the borrowing consonants ( , ,

, , ). The proposed tool consists of five buttons namely Typing the text, Giving the text, 

Speech sound, About and Close. They are described below with the screen shot: 

Description of Phonemic Translitrator for Tamil: 

Button -1 

 If the button for typing the text is clicked, the two 

text message boxes are opened. When the text is 

typed, the corresponding Tamil text is displayed in the 

first text box. In the second text box, the displayed 

Tamil text in the first text box is automatically 

transcribed. The phonemic transcriptions are purely 

based on linguistics.  

Button -2 

If the button for giving the text is clicked, the two text 

message boxes are opened. When any text document 

is pasted in the first text box, the corresponding 

phonemic transcriptions are automatically made. The 

sample visual is given above. 
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Button -3 

If the button for speech sound is clicked, vowels and 

consonants in Tamil are displayed under the heading 

of Tamil letters. If we want to learn the proper speech 

sounds of both vowels and consonants, click each 

letter whatever it may be for its proper pronunciation. 

The visual is given as a sample. And the button 

‘About’ is for knowing the author of the proposed 

software. If it is clicked the button, the information 

regarding the authors is displayed. Further, the button 

‘Close’ is for ending it.

Conclusion: 

Though there are some similarities and differences between this tool and others like Azhagi, 

Azhagi+, NHM Converter, Murasu Anjal and so on, it is fully based on linguistics. It will be 

useful for learners of Tamil as a second language and also researchers from various disciplines 

like Tamil, linguistics, Tamil computational linguistics and so on. It will be highly useful for 

Tamil community in particular Tamil learners, Tamil researchers, Tamil scholars; Tamil 

linguists. It is obviously stated that mother tongue mirroring holds an important role in attracting 

learners towards other languages particularly global language, because globalization in all the 

fields demands one to learn more languages.  
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ABSTRACT

Modern world introduces many electronic gadgets including computers with multilingual 
features to reach the international markets. Multilingual or Language other than English 
based Special software is required to the user to work on their own language comfortably. 
Tamil software development is progressive both in India and Abroad. Tamil character 
representation in computer application has more complex than English character. Software 
metrics are used to measure the software. The present metrics does not measure the language 
based features available in the Tamil software or multilingual software. To know the 
importance of special metrics to measure the Tamil software (multilingual) an experiment is 
conducted with sample data in Tamil and English.  

Keywords 

Internationalization, Multilingual software, Metrics 

1. INTRODUCTION
The software in the world market is almost in a particular language like English. The 

efforts are taken to develop software to different users with different languages.  
Internationalization of the software is to develop the software with multilingual features to 
meet more than one locale. Almost all the leading software company are developing their 
software with multilingual features. The software with multilingual features has the provision 
to select the languages by the user dynamically. The software development in India has been 
carried out primarily through the English language There are many works going on to 
implement Tamil in software both in India and Abroad. The software in language like Tamil 
has to be measured. The Software metrics are used to measure the software. The problem in 
applying the existing metrics is experimentally presented here.  

2. INTERNATIONALIZATION OF SOFTWARE 
The software developed to international market must have special features for 
internationalization. Internationalization of a software products deal with developing the 
products to meet more than one locales.[7] The metrics used to measure software product 
with internationalization also focuses on process, project and product issues. The best method 
of reaching the locale is to develop the software to support multilingual features. The new 
coding system Unicode is introduced to maintain an international standard and to define 
characters from an international perspective. The Unicode system helps to develop software 
to reach international environment with capability of allowing more than one language user 
interface. All these efforts are to reach the locales by developing the software in their 
respective languages.  
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3. TAMIL LANGUAGE IN SOFTWARE DEVELOPMENT 
In early stages software developments are only possible to those who know 

knowledge of English. The user of the software must be familiar with English. The 
developers are interested to make their products to reach all users in the world.  But some 
software developer developed the software to select the language, which is listed by the 
developer, at the time of installation. The user operating environment is either one user with 
many languages or one application with many users on their own languages. This may be 
possible by developing the software with multilingual features. Multilingual software is 
software which allows the users to select their languages dynamically as and when they 
required. Almost all the leading software company are developing multilingual software. The 
multilingual feature in software development is one of the features expected by the user to 
use the computers or any electronic gadgets more comfortably. Developer of the multilingual 
software will follow one of the models, wrapper model, monolithic model and multilingual 
library model to develop software.[6] Multilingual software are categorised as multilingual 
content creation, multilingual processing like spell check and multilingual software 
development tools. The software development in India has been carried out primarily through 
the English language. Now there are few software development tools available to develop an 
application that incorporates little or no English in its user interface. There are many works 
going on to implement Tamil in software industries. Few of them are listed here as follows. 

The department of Computer Science, Pondicherry University introduced the PONN 
project which implemented Tamil in computer in the year 1995.[5] It has lot of enhancement 
like WINKURAL -In 1997 a Tamil computing aimed in porting the DOS based kural to 
windows, PONN – A multilingual system was developed to provide a working environment 
for people to work in the language of their choice, PONN ANJAL –  A multilingual mailing 
system, IPONN - The system is aimed to add networking features to PONN system and a 
multilingual SMS. The Indian Institute of Technology, situated in Chennai, undertakes 
various projects in multilingual systems. It provides a separate site named acharya.gen.in and 
works on various multilingual applications which also support Tamil language[9]. Some of 
the software developed in this institute are Multilingual text and document preparation 
packages, conversion utilities to support Indian languages, command processor with Indian 
language and web application supporting online databases in Indian languages. One of the 
leading software developments organization, Microsoft is now focusing on developing their 
applications to work in different regional languages including Tamil.[4]  The software 
companies mainly like Yahoo, Google, etc are developing their products in multilingual 
environment for user interface. 

4. SOFTWARE METRICS 
The entities are measured by quantifying their attributes or characters. The software 

also measured in terms of software attributes. Software metrics are intended to measure 
software quality characteristics quantitatively. According to the IEEE Standard Glossary of 
Software Engineering Terms, metric is defined as “a quantitative measure of the degree to 
which a system, component, or process possesses a given attribute.”[2] The LOC (Line Of 
Codes) is used to measure the production ratio of the programmers at the first time by 
Wolverton in 1974 and improved metrics as person/month. Later, in the requirement 
specification, Albrecht introduced function points in the year 1979 to measure the software. 
In 1994, Chidamber Kemerer gave C&K metrics particularly for Object-oriented program. In 
2001, metrics for software components was proposed by Victor and Daily, which is to 
estimate the development time of the modules. Vector Size Measure (VSM) was used for 
metrics on software scale, software classification which was proposed by Hastings and 
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Sajeev in 2003.[8][3] The software metrics are classified as process metrics, project metrics 
and product metrics.[1] Process metrics is meant for the improvement of the process and the 
prediction for the future process. This metrics includes maturity, management, life cycle, 
product ratio, defect ratio, etc... Project metrics is to avoid the risks and to optimize the 
development plans. It includes cost, workload, status, production power, risk, the degree of 
satisfaction from clients, etc.. Product metrics is to calculate the quality of the product and it 
includes the reliability, maintainability, product scale, software complexity, portability, 
documents, etc.  

The software development in Tamil requires additional efforts to develop software. 
The existing metrics can be used to measure the Tamil software. The language based features 
available in the Tamil software or multilingual software are not considered in the existing 
metrics. Language like Tamil characters representation is different from English characters. 
The processing of Tamil characters requires additional efforts to software developer. In this 
regard, an experiment is conducted to process data in Tamil words and English words for 
sorting and details of the experiment is given in next section.. 

5. EXPERIMENTATION

To study the requirements of special metrics for Tamil software two sets of data, one 
set with list of Tamil words and another set with list of English words are considered for 
process. But the representation of data on the above two cases are not same. In English each 
character is represented easily by assigning unique code and in Tamil each character is 
represented with little complexity by more than one Unicode[9]. The processing of the above 
two types of data are not same. A common task is considered to operate on these two sets of 
data. Here sort task is the one selected and operated on the two sets of data and their 
respective execution time is obtained for multiple runs. Each runs the length of the string that 
is the number of characters and the quantity of the strings are same in both the sample sets. 
The strings having length of ten, twenty, thirty, forty and fifty are considered to study the 
performance of the implementation of sort. The quantity of the strings in each data set is in 
thousands and multiples of thousands up to nine thousands. The execution time of the Tamil 
strings and English strings are obtained and tabulated in Table 1. 

   Table 1- Execution time of sort process in multiple runs  

width (no. of 
char)X 

10 20 30 40 50 10 20 30 40 50 

Execution time of sort process for Execution time of sort process for Quantity of 
strings  English characters in milliseconds (Y) Tamil characters in milliseconds(Z) 

1000 15 16 20 24 31 4424 8315 12462 16372 20411 

2000 44 53 74 90 98 19697 33337 49509 65501 83226 

3000 93 121 160 206 231 40102 75457 112614 150375 188320 

4000 167 216 280 361 406 71309 134223 214065 265246 343209 

5000 251 332 440 563 652 112535 211902 314096 428190 509245 

6000 365 485 629 863 936 161670 304509 456079 597692 755789 

7000 505 673 858 1163 1300 220552 417101 611217 835805 1029700 

8000 654 919 1126 1529 1674 289292 548656 796520 1056295 1328444 

9000 834 1172 1420 1930 2169 364790 693650 1088146 1383699 1711501 
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The data labelled X in table 1 represents the length of characters and Y and Z are to represent 
the execution time for sort process in milliseconds for English characters and Tamil 
characters respectively. The relationships between X and Y is  Y = a1* X +b1 and between X 
and Z is  Z = a2*X+b2. The values of parameters a1 and a2 are calculated with help of 
experiment data and they are listed in the table 2. 

Table 2 - The values of a1 and a2

Sl.
Quantity 
of strings 

Parameter for 
English 
characters(a1) 

Parameter for 
Tamil 
characters(a2) 

1 1000 0.40 400.31
2 2000 1.45 1592.22
3 3000 3.61 3713.54
4 4000 6.23 6748.23
5 5000 10.33 10097.08
6 6000 15.20 14814.19
7 7000 20.81 20369.97
8 8000 26.51 25859.47
9 9000 34.29 33834.63

6. ANALYSIS OF RESULT

The value of a1 and a2 implies that the execution time is not the same. The Fig.1 shows that 
the two parameters, a1 for English character sets and a2 for Tamil character sets increases 
directly with the volume of data. There is a steep increase in Tamil character set processing 
than the English character set processing. These two curves never get chance neither to meet 
nor to coincide with each other. So the metrics used for software using language like English 
having single code mapping to each character is not the same for software using the Tamil 
characters (which requires more than one code to represent a single character). So, it is 
necessary to have a special metric to measure the Tamil software. 

  Figure 1 Curves representing two parameters a1 and a2 
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7. CONCLUSION 
The need of software development in multilingual features is important to meet user 
requirements in the international market. The efforts to implement Tamil language in 
software development are listed. The processing of the Tamil characters and English 
characters are not same. These two sets of data (English words and Tamil words) are applied 
for same process (sort) for multiple runs. The result leads to work for future to design metrics 
for Tamil software development or multilingual software development. 
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FACILITATING SIMPLER PROGRAMMING FOR 
N T P BY DEVISING NEWER CODES 
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Introduction:  

Digital Tamil has come a long way since 20+ years from initial mere display features to 
practical useful operator-friendly apps. for a popular hand held devises of 2014 Today we have 
advanced levels of workhorse tools in Text processing inlaid with Spell checkers & 
morphological analyzers etc created by Ganesan and Deyvasundaram  

Steep growth in Social media brought strong stimulants to Internet users. Being one of its 
associate member as INFITT got synchronized with Unicode philosophy for future 
developments performing its best part. Propelled by indisputable universal thumb rule as 
'continuous improvement' is must for advancement in any walks of  life and in this niche area as 
NTP, ways and means from basics were thought of and identified the following as simpler 
solutions. New codes with a focus on analytical engines that lie in higher semantic layers as 
translation etc  and we know well that Programs, Application Tools are always a deal with 
Digital processing of continuous  stream of Binary Dumps generated and handled in and 
through every machine and devises, every moment. 

Multifaceted nature in contents created from world with wide open freedom need complex 
programs to resolve them in NLP. By providing new codes for pinpointed specific feature & 
keying in by content authors, can made to preempt them of complex programs and algorithms 
to considerable extent . 

(1) Identification of Language = Language (font) marking code 
This is an indisputable necessary in analytical engines that operate in semantic level as N T P, 
voice2text text2voice Machine Translation and A.I. The claim as with Unicode it is very simple 
to find the langugae from few strings of codes, it is not really so when we delve deep inside 
users universe it can be commented as a myth. 

There are 20+languages share Devanagari range. Nothing less with Latin origins. Now there are 
two letter codes (not as Unicode codes) for programming and for users as EN for English TA 
for Tamil etc. But they cannot be used straightaway inside in a single stroke by a command of 
an author into content, like tag at start any file as text or image or else. and make the doc 
features more flexible and connect to suitable dislay font which will be more apt than a 
indirectly deduced one by complex and  voluminous software.  

There shall be many instances in which more than one language can present in contents which 
are sharing the same range or instances of contents that toggle between different languages than 
he major content by quote/unquote.  

By keying in indicators for selection of more suitable font that can be identified away from 
fonts of unsupported ranges and more so if the content warrant special user-defined fonts which 
can lie in Private use area. Few custom packaged font range can be created for actual and 
popular use and unto the taste or mental comfort of the user for display / print thro' his / her 
popular special fonts, out of a list, that can be by option, instead of a blanket long range, 
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memory gulping font that being imposed by OS installed as default by the vendors. 

Initially this new proposed code range can cover major languages that are in CLDR maintained 
by Unicode and also from threshold of their dynamism if not for all those identified by 
Ethnologue. Contents using PUA also may need to call its own earmarked font for special 
scripts if any. 

In some case the content may be in transliterated format with different script than its native 
script. Here identifying the real language  is a necessary before handling by many analtycal 
engines that lie in higher semantic planes. Here the language markers are indispensable and 
auto identifiers are of hindrance than a helping hand. 

(2) Text & Verse marking codes. 
Identification of contents in TEXT or VERSE modes are in need for parsing inside NTP, In the 
semantic layer as there are differences bound to come into play in the Contents whether they are 
in which mode as text or verse. It has to be clarified by an indicative operators for their 
functional semantic differences to analytical engines. Provision of dedicated codes to indicate 
start and end of verse modes from an in situ operatives will ease out tailor made algorithmic 
solutions that identify content stream is in verse or text mode.   

(3) Fine tuned Verse mode needs in Tamil = Codes for verse components 
Not only in the case of Tamil all other Indic language along with many international languages 
use verse mode in contents (with different kinds of prosodies and connected with their own well 
defined canonical grammar) 

In a Tamil verse 
(1) Start & end of a verse's line, in any meter ** >>  **         

(2) Identify first and second letter of a verse line, for     / 

        ( see below)   /  /  / 

(3) Blank space that identify the 'acai' break  #  =    

(4)Identification of Special hyphen inside a verse ( - )  
 ,  / 

(5) Long tab like white spaces to indicate non breaking extra long verse line from usual line 
break in the verse, that is used in formatting that accommodate width of the print media    
    %%%%%%%%%% 
All are required to be identified for understanding a verse for NLP  easily without complex 
algorithms  
Examples for 1 ,2 , 3 & 5 
**   #    # #
    %%%%%%%%%%   #   # **

 **  #  #  #   #

  %%%%%%%%%%   #    #  **

 ** #  #  #   #

%%%%%%%%%%   #    # **

 **  #  #  #

%%%%%%%%%%  #  #  **    

Examples for 4 
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 (  - ) 

  (  - )      

            / /

Examples for 4   

 (  - ) 

    /        

    

With above indicators a verse, its meter, type and components can be identified accurately  

(4) Acronym or text mode = Acronym marker code 
There are millions of acronyms are in use inside contents By simple code special semantic 
operators can trigger applications as Voice2text, Text2Voice. translation etc to identify the 
Digital streams nature as acronym or a standard word of Lexicon. Shortened words as Mr. Dr. 
Prof. etc shall fall in this slot if they are not in Lexicon in ref. 

 This is an acronym stands for  

(5) Texts in Head lines mode = Head lines marker code 
Contents in Headlines are mostly written with short circuited sentences sans full syntax by 
dropping some canonical grammar components using fewer discrete words . Indicative markers 
can help in identifying and translate when full meaning of the words as a normal sentence with 
full syntax Translation tool must identify them correctly  

these words are to be translated, If in need, for conveying the contents with completed syntax 
for full explanation as  

  ( )

(6) Texts found as phrases , idioms and 'old saying' modes 
 = A special marker for all three flavors 
Every major language have these richness and mark them with special codes will help in 
identifying the boundary unto which the special core line semantics lies and help in translate in 
one stroke to a equivalent in another language  

" "  ////  " "

" "

In these three pieces of examples the core sense conveyed by these group of words can be 
presented in another language with different words that need not be a one to one equivalent but 
the sense can be maintained presented in different ambiance suitable to that culture maintaining 
underlying basics with minimum distortion and ambiguity.  
In higher layers of coding schemes it is possible to provide codes for each these (in all the three 
modes) core theme sense/items and and showing equivalents of different languages under same 
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codes so that translation can be easy  
For translation in these group of words that are to be looked into as a unbreakable  monolith 
preformatted text piece and a equivalent has to presented in next language (in the same way ) 

Part 2 Proposal for new letters to Tamil Range 
Proposal as new codes ino existing Tamil  range in BMP as they are not provided in it now. 
These will ease out complex programs NLP Voice2text Text2voice Translation etc in 
differentiating their canonical features. 

(a) aLapaTaikaL >>> uyiraLpaTaikaL >>>>>>>>>> 5 codes  
Now the same letter a, i, u, e, o are written to indicate very long  voicing of uyirmey with a, i, u, 
e, o combine with the preceding long vowel modifiers as of A, I, U, E, O for 3 units of voicing 
time ( to the respective uyirmey letters ) 

 236   

 301   

 45   

 455   

 1088

(b) Indicator for oRRaLapadakaL /Aytha aLapaTaikaL >>>>>> 1 (One code) 

   

     

In these letters their voicing time of doubled consonant or Aytham is increased from half unit to 
full one 
(c) Common Modifiers to indicate kuRRiyaikaram kuRRiyalikaram >> 1  

( )     3 

     291 

Though the practice of denoting these with a dot above is not in use today, but they are deemed 
very much reside latent and unavoidable in prosody of verses. In old Tamil texting the same dot 
is used as that of a consonant. Devising a new kind of dot will differentiate these from normal 
consonant dot above a letter in the proposed code  

(d) Common modifier for kuRukkangkaL as aikArak kuRukkam aukArak kuRukkam 
>>>>>>>>>> 1 code 
aukArak kuRukkam which will come only when the letter au is the first letter of the word  

 3    50 

aikArak kuRukkam  in words when occur in verses as in all the 3 positions as 
word initial middle and last (  ,  ,  ) 

Though in the present verse scenario these are not taken as serous features 
but these are very much in need to teach them as old grammatical feature once 
existed . New suitable glyphs will be devised different from others avoiding confusables  
(e) AytakkuRukkam >>>>>>>>>> 1 code
The aytham inside the verse its voicing time is reduced from half unit to a  quarter unit  

   621 

Though at present this is not taken as serious features, but very much in need in pedagogy of old 
grammatical feature once existed .  
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(f) makarak kurukkam >>>> 1 code  
 17  60 

Though in the present scenario these are not taken as serous features but these are very much in 
need to teach them as old grammatical feature once existed .  As per the nURpA in 
tolkAppiyam   

       13 

                 14  

From this nURpA it is found that there can be a second puLLi in use. As the makara mey 
already have one puLLi on it the second one to denote further shortening has to be denoted by 
second pulli inserted inside the makara glyph  

(g) letters of ancient Tamil Musical notes >>>>> 7 codes 
sa, ri, ka, ma, pa, ta, ni, or other equivalents  These Tamil letters indicating 7 paNNcinai 
kuRikaL  (of music) They must be present as marks i.e.  different from normal Tamil letters in 
the text   , , , , , Newer improved  sylphs wll be devised with consideration to find 

older marks if any existed in stone inscriptions etc, 

Conclusion 

All these will be proposed to utilize from the 50  "reserved" slots exist in the Tamil Range as
0B80 through 0BFF
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Kanimozhi - a computer language in Tamil 
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Abstract

Kanimozhi is a Programming language in Tamil designed for writing Programs in Tamil 

language. The keywords for kanimozhi is observed from tamil language for writing 

programs. The existing Tamil Compilers available are using Unicode for Tamil language 

processing. Unicode Tamil has 31 code positions only out of 247 Tamil Characters. These 31 

characters include 12 vowels, 18 Agra-uyirmey and one atom. Five Grantha Agra-uyirmey 

are also provided code space in Unicode Tamil. The other Tamil Characters have to be 

rendered using a separate software. Only 10% of the Tamil Characters provide code space in 

the Present Unicode Tamil. 90% of the Tamil Characters that are used in general text 

interchange donot provide the necessary code space.  This problem was solved in TACE16 

encoding. And TACE16 is efficient in terms of data storage application, sorting index 

structures and processing speed.  Kanimozhi uses TACE16 unicode standards.

1. Introduction 

TACE16 is a 16 bit character encoding technique where all Tamil characters can be 

represented through a single character. There is no specific Tamil Compiler available to 

fulfill all these necessities as of today. We have been enthroned to design a Tamil Compiler 

with unique codes for all the Tamil characters and to design a compiler for Tamil which will 

be used for executing Tamil programs. There are 5 phases in the Tamil Kanimozhi design. 

They are  Lexical Analyzer, Syntax Analyzer, Semantic Analyzer, Code Generator and 

Optimizer. As a part of the Tamil compiler design, we have completed the design of the 

Lexical analyzer and achieved good results.  

2. Existing attempts at Programming languages in Tamil 

Many solutions were suggested earlier for Programming languages in Tamil. We will review 

two of the proposed solutions Swaram and Ezhil.

Swaram a static typed Tamil Programming language was introduced first for Tamil language 

in 2003. It has feature set related to C Programming language. Swaram allows mixed English 

and Tamil identifiers so that it can access external libraries in English. Keywords will be in 
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tamil. Swaram is not publicly available, which severly limits language development, system 

use, community support and improvement.  

Ezhil also a static typed Tamil Programming language was introduced in 2008. Ezhil 

incorporates most of the concepts from Swaram. 

Both these Programmin Languages uses  Unicode Tamil. Unicode Tamil is a 8 bit encoding 

which requires multiple code points for the most used characters. Some of the limitations of 

Unicode Tamil are storage size doubles, Security vulnerabilities, Ambiguous 

combinations(requires normalization) and Simple counting, sorting, searching inefficient.  

3. TACE16 Encoding 

Tamil All Character Encoding(TACE16) is a 16-bit unicode based character encoding 

scheme for Tamil language. TACE16 character encoding scheme not only overcomes all the 

issues with the present Unicode encoding standard for Tamil language which are mentioned 

above, but also provides additional advantage over major performance improvements in both 

processing time and processing space which are the major factors in affecting the efficient 

and speedy execution of any computer based program. It uses Tamil99 and Tamil Typewriter 

keyboard layouts, which are approved by Tamil Nadu Government, and maps the input 

keystrokes to its corresponding characters of TACE16 scheme. 

The TACE16 has the code positions as given in table below: 

The encoding is Universal since it encompasses all characters that are found in general Tamil 

text interchange. The encoding is very efficient to parse.  

The characters can be processed by simple arithmetic operations. 
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It is very efficient to divide a vowel-consonant(UyirMei) character into its corresponding 

vowel and consonant. This is very efficient in terms of performance over large data. 

Also it is very efficient to find whether a character is vowel or consonant or vowel-

consonant(UyirMei) or numbers.

4. Kanimozhi – a Tamil Programming language 

Kanimozhi a Tamil Programming language uses TACE16 16 bit encoding.  

Kanimozhi program is completely written in Tamiil language. All the keywords are 

represented in Tamil language. It uses all the existing operators in current programming 

languages. Some of the keywords and the equivalent tamil version are shown in the table 

below.

The phase diagram of Kanimozhi is as follows: 
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i) Scanner  

The Lexical Analyzer is the first phase of Kanimozhi. It begins the analysis of  the 

source program by reading the input,  character by character,  and grouping 

characters into individual words and symbols (tokens). We have completed the 

design of Lexical Analyzer. 

For example consider the following statement. 

When the above statetment is passed to Lexical Analyzer, it splits the statement 
into tokens. 
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ii) Parser 

iii) Semantic analyzer 

iv) Code Optimizer 

v) Code Generator 

Conclusion 

Kanimozhi will be useful for most of people who are expert in Tamil and for rural tamil 

people but could not use Computers to the core because of the language gap. They need a 

Programming language to use the Computer in an easy and efficient way. The Research is to 

design and develop Kanimozhi as a full fledged Tamil Compiler for Tamil people intending 

to use Compiler efficiently. Our goal is to spread the computer functionalities to all the 

people who are not bound to English language which in turn will help to develop Tamil 

language. 

References 

[1] S.G. Ganesh, G.R. Prakash and K.K. Ravi Kumar, An overview of 'Swaram' : A 

programming language in Tamil, Proceedings of Tamil Internet Conference, 2003  

[2]Mutthaiya Annamalai, (2008) Ezhil Project:   

          http://students.uta.edu/mx/mxa6471/download.html.  

[3] Laurel Peterson, (1999) Principles of Compiler design, Pearson Publication. 

[4] Dr. M. Ponnavaikko, Mani M. Manivannan and Manoj Annadurai, Review of Tamil 

Unicode, http://www.unicode.org/L2/L2007/07193-tamil-pres-2.pdf 

216



INTELLIGENT MOVIE SCRIPT PATTERN IDENTIFICATION USING 
SUPERVISED LEARNING ALGORITHM 

R.Dharaniya* & Dr.G.V.Uma**, 
Dept. of Information Science and Technology, 

College of Engineering, Anna University, Chennai, Tamilnadu 

*Research Scholar; ** Professor, 

Abstract:

This paper proposes an Automatic Ontology based movie script generation using 
dialogues with the support of Natural Language Generation (NLG). NLG is the natural 
language processing task of generating natural language from a machine representation 
system such as knowledge base or logical form. Sample examples are system that 
generate form letter i.e., letter to the consumer stating that credit card spending limit has 
reached. In general, an ontology is the working model of entities and interact in some 
particular domain of knowledge or practice. In this study we focus on Automatic Script 
generation for movies based on NLG and ontology. The proposed approach reduces the 
human effort necessary to obtain the screenplay for movies by reducing the overall 
development cost. 

Key words: NLG, Ontology 

I. INTRODUCTION

The Script is a document that outlines every aural, visual, behavioral and lingual element 
required to tell a story. A film is a highly collaborative medium and the director, cast, 
editor and production crew will be based on this outline called the script. Advances in 
screenwriting software now save the hours previously spent to learn and write a 
screenplay.    

II. RELATED WORK 

The next generation of intelligent dialogue system is expected to go beyond question and 
answering by providing active assistance and subjective recommendation thus behaving 
more like human agents. (1)To receive Dialogue-Oriented summary 3 level frame work is 
proposed, Linguistic Frame, Dialogue-Oriented Review Summary Generation, Response 
Generation component. Linguistic Frame From linguistic frame phrases are extracted by 
capturing set of Adjective-Noun relationship. Then calculate numerical score for 
sentiment strength for each Adjective and Adverb. Applied a cumulative offset model to 
assign a sentiment score to each phrase. Dialogue Oriented Review Summary 

Generation the First task is to identify a phrase as “helpful” or “not” It employs a set of 
statistical features for model training such as Unigram probability and Bigram probability 
of Adjective-noun pair. Response Generation Component Response is generated by 
language generation component, speech utterance is generated by Synthesizer and is sent 
back to the user.
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(2)Ontology is considered as a formal Knowledge Repository used as a resource 
for NLG. A Domain Ontology provides input for content determination of NLG task. It 
represents different objects in the world by set of hierarchies and relations It will act as 
Knowledge base for generating messagesNLG: NLG is a process of converting an Input 
knowledge representation into a text or speech. The NLG system is represented as 4 
tuples (K, C, U, and D) Where K-Knowledge source i.e., from database. C-
Communication goal i.e., independent of language, U-User model based, D-Discourse 
history i.e., ordering of information in the output text followed by speech synthesizer.

MATCH-> Multimodal Access to City Help. This paper provides a mobile 
multimodal Speech-pen interface to get restaurants and subway information (3) 
MULTIMODEL DIALOGUE MANAGER (MDM) it uses a Java based toolkit for 
writing dialogue. It includes several rule based process. Process include interpretation, 
selection and generation process. Interpretation: It takes input from N best possible or 
multimodal interpretation Selection, Determination system’s next move, Generation 

Process: Performs template based generation for simple responses. (4)Domain ontology 
OWL and SPARQL SELECT queries contribute to NLG. AIM-For automatic generation 
of clinician expectation from Clinical Document Architecture (CDA) NLG system in 
OWL has 3 stages: Text Planning, Sentence planning, Sentence realization.These three 
stages are used as an approach to NLG from Coded data in Electronic Health Records.

III. PROPOSED WORK 

The proposed system is focused on improvising the generation of script for movies 
automatically by adding more features which gives more accurate movie script output as 
accepted by the clients with the help of ontology. The NLP provides rich description of 
terminology, concepts, relation between concepts and rules relevant to a particular 
domain. 

     Fig: 3.1 Architecture Diagram 

This proposed system will encourage the young talented aspirants those who want to 
write their story in a script format with least efforts.  
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3.1 CONTENT DETERMINATION PHASE 

  In this content determination phase, the contents includes the roles involved in the 
story, location in which the scene is taking place the characters involved in the scene the 
environment that is present whether day or night shots are described . All these inputs are 
considered and is given to the planning phase. 

3.2 PLANNING PHASE 

In this planning phase the algorithm namely the supervised learning algorithm is used 
which is used to determine the pattern of the script with the given inputs in the scenario.  
The different types of patterns in the script includes romantic script pattern, science 
friction pattern, historic movie script pattern, fantasy movie script pattern, Dramatic 
movie script pattern, horror movie pattern, Thriller movie patterns and so on. 
This supervised learning Algorithm will have an in build pattern recognition which 
determines the pattern that is present in that particular input. This intermediate phase is 
the planning phase. 

3.3 REALIZATION PHASE 

 In this realization phase the pattern of the script is determined as an output of the 
planning phase which uses an algorithm namely the supervised learning algorithm. 

IV. CONCLUSION 

An Automatic movie script generation using dialogues are developed with the Natural 
Language Processing and reasoning concepts .Thus the pattern of the movie script  is 
identified intelligently with the help the  supervised  Learning algorithm given the inputs 
like time ,theme, location and the characters involved in the movie, the pattern of the 
movie is intelligently identified. 
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ABSTRACT  

Spell checking aids the user to identify the mistakes in the spelling and also suggests the user 

with the intended spelling for the misspelled word. This paper proposes a sequence clustering 

algorithm for spell checking in Tamil language. Even though there are many algorithms for 

spell checking in other major languages especially English, the lack of an effectual 

algorithms in Tamil language impedes the development of the language technologies and its 

applications. The proposed algorithm reduces the number of distance between the misspelled 

word and the dataset or word in the dictionary thereby making the algorithm faster and 

determines the intended word suggestions.   

KEYWORDS: canti mistake, sequence clustering, N-gram, spell check 

1. INTRODUCTION 

The spell checkers are an application programs that flags words in a document that may be 
misspelled or misplaced. Though there are several spell checking and suggesting application 
are available for languages like English, no fully functional application is available for the 
Tamil language. The existing systems either find the misspelled words from an existing list of 
words in the datasets or the omission of a required letter or inclusion of an inappropriate letter 
between two adjoined words (Canti mistake) [S. Jananie, et.al, (2014)]. Further, several 
issues have been also identified in these systems. Basically the miss-spelled word can be 
classified into two types, they are non-word error and real word error. The non-word error is 
nothing but the mis-spelled word and the real word error is nothing but the word, which is 
misplaced in the sentence. 

Figure 1. TYPES OF MISSPELLED WORD 

About 80% of all misspelled Tamil words (non-word errors) in human typewritten text are 
due to single-error misspellings. 

Mis-spelled word

Non Word Error Real Word Error 
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Figure 2. TYPES OF NON-WORD ERROR 

According to the proposed approach, each word is checked whether it exists in the dictionary 
using a sequence clustering algorithm. If it does not exist, then the n-gram based technique is 
used to generate possible suggestions for the given word. And required rules are written to 
get the appropriate suggestions by considering Canti check as well to identify the appropriate 
joining letter of two adjoined words [S. Jananie, et.al, (2014)].  

A list of 250,000 unique and error-free words are included in the dictionary. These words 
have been collected from various sources [Gupta, et. al., (2012)]. It is very difficult to gather 
all the words in Tamil language. Therefore, add to dictionary option has been introduced to 
collect new words from users and add to the existing dictionary after the moderation. 

To reduce the search space, the dictionary has been divided into different files based on the 
first letter of the word. Due to the complex nature of Tamil script compared to English, stacks 
and lists have been used during the processing of words. These rules have been written in 
such a way that it can be extended further in future. All these processing is being done 
without Romanizing the Tamil text, while in most of the other approaches Tamil language is 
processed in Romanized form.  

The proposed system gives better accuracy than the existing systems; 85.77% accuracy was 
noted when considering the suggestions generation. This result had been calculated by 
analyzing the suggestions generated by the system for the words that are not in the dictionary. 
Hence the proposed approach, which has dictionary check with sequence clustering
algorithm, suggestions generation with n-grams is a complete solution for Tamil spell 
checking. 

1.1 SPELL CHECKING 

The task of identifying and flagging incorrectly spelled words in a document written in a natural 
language. 

Deletion 

Substitution 

Transposition 

Insertion 
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1.2 SPELL SUGGESTION 

The process of suggesting the user to the misspelled words with the most likely intended 
ones.

2. N-GRAMS TECHNIQUE 

N-gram technique is a method to find incorrectly spelled words in a sentence. Instead of 
comparing each entire word in a text to a dictionary, just n-grams are controlled. A check is 
done by using an n-dimensional matrix where real n-gram frequencies are stored. If a non-
existent or rare n-gram is found the word is flagged as a misspelling, otherwise it will correct 
the spelling.  

An n-gram is a set of consecutive characters taken from a string with a length ‘n’. If n is set 
to one then the term used is a unigram, if n is two then the term is a Bigram, if n is three then 
the term is trigram[Mishra, et. al., (2013)]. The n-gram algorithm was developed as one of the 
benefits is that it allows strings that have differing prefixes to match and the algorithm is also 
tolerant of misspellings. Each string that is involved in the comparison process is split up into 
sets of adjacent n-grams. The n-grams algorithms have the major advantage that they require 
no knowledge of the language that it is used with and so it is often called language 
independent or a neutral string matching algorithm [Hasan Muaidi, et. al, (2012)].  

N-gram analysis is used in spell-checker after compiled a table of n-gram binary values or 
frequency counts from large corpora, for comparative purposes to check if each n-gram in an 
input string is likely to be valid in the language. Consider the two strings, share the more 

similar they are ‘ ’, ‘ ’.

N-Gram Similarity of ‘ ’

Word

Letter Unigrams 

Letter Bi-grams 

Letter Tri-grams 
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N-Gram Similarity of ‘ ’.

To measure the N-gram similarity coefficient, we calculate the union and common term of 
the two strings. 

Union 

  Common 

 Similarity coefficient  = |common N-grams| / |Total N-grams| 

 =1/7=0.14 

N-gram similarity measure works best for insertion and deletion errors, well for substitution 
errors, but very poor for transposition errors. 

2.1 N-GRAM GENERATING ALGORITHM 

functionget_n_grams(word, n) returns n_grams_list 

l  length(word) -n 

n_grams_list  empty() 

forifrom0 tol do 

            n_grams_list  append( substring (word, i, n) ) 

3. SEQUENCE CLUSTERING ALGORITHM 

Sequence clustering is a fundamental research topic and could be applied in various fields, 
such as data mining and multimedia information retrieval. Suggested by [T. W. Liao, (2005)], 
a generic approach of sequence clustering consists of two major parts. The first part is the 
clustering algorithm, which involves the process of gradually grouping together similar 

Word

Letter Unigrams 

Letter Bi-grams 

Letter Tri-grams 
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sequences. The second part is the calculation of similarity, which quantifies the degree of 
similarity between sequences by calculating the distance separating them. As an example, the 
Euclidean distance is one of most common distance measures for sampled data sequences, as 
well as the dynamic time warping (DTW) distance for string-like sequences.  

From another point of view, sequence similarities can be further divided into whole 
similarities and partial similarities. The whole similarity refers to the similarity that appears 
throughout the entire sequence, which may be the trend of the sequence itself. The partial 
similarity indicates the similarity which exists between subsequences within the sequence. 
The sequence length can be either equal or variable while the sequence labels can be of a 
single label or multi labels. Many-faceted properties of sequence clustering are summarized 
in Table 1. There are four cases in the Table 1. In the case 2, since we choose the Euclidean 
distance as the similarity measure between sequences, it cannot be directly applied for two 
sequences of unequal length. Note that, if the editing distance is chosen for string-like 
sequences, the case 2 will be reasonable and usually known as global alignment. Regarding to 
the case 3, the case 3 can be considered as a special case of case 4. For practical reasons, we 
focus on the case 1 and case 2, i.e., sequence of equal-length with whole similarity, and 
sequence of variable-length with partial similarity. In the former case, named the single-label 
clustering, a sequence is to be assigned only one label which indicates a certain kind of trend 
in sequence. In the latter case, named the multi-label clustering, a sequence could be assigned 
several labels as long as subsequences meet criteria indicating by the partial similarity 
measurement [Xu, et. al., (2005)].  

In our work, we introduce a basic approach to solve the single-label clustering problem. 
Then, the approach will be extended to solve the multi-label clustering problem.

Table 1: Properties of sequence clustering 

          sequence length 

similarity 

Equal-length Variable-length 

Whole similarity Case 1: Single-label Case 2 

Partial similarity Case 3 Case 4: Multi-label 

4. CONCLUSION 

The method we introduced in this paper reduces the number of distances to be calculated 

without removing a single word from the dictionary. This makes the algorithm faster than 

other approaches and presents a satisfactory success rate of 85.77% in a challenging dataset. 

The success rate is 11.18% higher than the baseline for this task. Therefore, a spell checker 

with a small dictionary would be very likely to raise false alarms over correctly spelt rare 

words. As previously mentioned, the corpus contained the attempts of very poor spellers and 

therefore misspelled words were often very far from their targets. Another shortcoming of the 

corpus is the fact that it is organized as a simple list of words without context, making it 

difficult to refine calculations specifically for real-word errors. 
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Abstract:
Programmers face common problems while developing Tamil applications. We discuss a suite of 

open-source tools called Open-Tami [1-4], which provides solutions to commonly encountered 

problems in Tamil computing - code-point to letter mapping, Tamil-word-length calculation, 

sorting order, Tamil input methods (IME) for web-based applications etc. Future plans for Open-

Tamil development, licensing and algorithms involved are explained in this article. It is already 

used as part of production websites [5]. 

Introduction 
Tamil word processing is very easy on a modern computer with the processing speeds, and 

available memory. However the variety of encoding formats used in legacy and modern systems 

like TSCII, TAM, TAB and modern Unicode (with UTF-8, UTF-16) formats makes it a complex 

space to navigate for the uninitiated. To address this problem we have developed a 

heterogeneous tool collection in Open-Tamil project [1], also published as a Python package [2]. 

Goals
Goal of this package is to collect and develop open-source licensed Tamil tools, in one location 

that provide the following, 

1. Unicode standard tools for Tamil - provide various tools for Tamil Unicode development. 

Currently TSCII, UTF8 encoding tables are provided. Converters for TAB, TAM, and other 

encoding formats are planned to be added [4]. 

2. Access Unicode Tamil letters, vowels and consonants. Breakdown Tamil glyphs and Unicode 

code-points into Tamil letter representations – collation. Calculate Tamil letter lengths of word, 

and define a sorting order for Tamil. 

3. Tools for navigating a corpus of data, build word frequency, prediction tables etc. 

4. Provide modern, unit-tested software library with open licensing 

5. Consolidate variously available Tamil open-source software packages 

We plan to host this package as heterogeneous source, language agnostic fashion. As of current 

release version 0.2.4 we have implemented many parts of goals 1-4. 

Examples
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Open Source Tamil Tools allows you to easily carry out these operations; for example the 

(Python) code snippet calculates the word-frequency of a chunk of text, and (in a modified form) 

the word-length frequency of a free Tamil dictionary [3,5]. 

import re, operator 
import tamil #open-tamil library 
def print_tamil_words( tatext ): 
     taletters = tamil.utf8.get_letters(tatext) 
     # tamil words only 
     frequency = {} 
     for pos,word in enumerate(tamil.utf8.get_tamil_words(taletters)): 
          print pos, word 
          frequency[word] = 1 + frequency.get(word,0) 
     # sort words by descending order of occurrence 
     for l in sorted(frequency.iteritems(), key=operator.itemgetter(1)): 
          print l[0],’:’,l[1] 

Plans are in place to add various encoding converters using knowledge of font-map tables [4]. 

Current Users 
Unsurprisingly the open-tamil package is used by the author in two production websites for 

Tamil programming language, Ezhil, [5], and the open social Tamil dictionary, UrbanTamil, [6]. 

Ezhil language website uses the open-tamil for text processing in the UTF-8.  

UrbanTamil website relies heavily on UTF8 processing, database search and content validation 

using open-tamil library.  Since the package is installed via the PIP (Python Package index) we 

have over 1000 downloads [7]. 
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Development & Testing 
Open-Tamil library is developed by a team of volunteers by sharing code on GitHub. This library 

has unit tests and uses the Travis-CI continuous integration system for regression proof 

development, making Open-Tamil a modern software project [8]. 

Currently we have the following components, 

1. Python ‘tamil’ package as part of open-tamil 
a. Map Unicode code-points to Tamil letters; basic but important parsing - in a 

routine called get_letters from a Tamil word 
b. Work with vowels ( ) and consonants ( ), compound conjugates 

( )

c. Reverse letters in Tamil word 
2. Transliterate package 

a. We support 3 transliteration modes 

b. Azhagi - phonetic maps for all Tamil letters - many -> one supporting multiple 

form inputs 

c. Jaffna Library - phonetic maps for all Tamil letters - one->one 

d. Combinational layout - based on phonetic mapping of vowel+consonant 

3. On-screen keyboard 

a. We provide tamil99 layout for Mottie keyboard jQuery plugin [9] for web 

deployments. This is used in UrbanTamil website [6]. 

4. Language models 

a. Basic support for letter unigram, bigram models using UTF-8 based corpora are 

supported in the package 'ngram/' which supports unigram model at the moment. 

More complex language models are expected to be developed soon. 

5. Examples 

a. Open-Tamil is a set of Python libraries which can help your application - web, 

system software, GUI on desktop etc. support Tamil text processing, inputs. 

Examples illustrate things like encoding conversion from TSCII to UTF-8, and 

other text processing. 

6. Unit tests 

a. Many of library functions have unit tests and 70%-90% coverage; each commit of 

source code is run on a continuous integration server [8]. 

Conclusions
Open-Tamil is an effort to bring an open source Tamil text processing programming library for 

software engineers and web developers. Currently we follow best practices and provide a first-

class library for development. We are a volunteer effort, and accept code contributions, and idea 

inputs with constant effort to improve the library. 
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Abstract

Ezhil is a Tamil programming language [1-6]. This paper describes advances made in the year 
2013-2014 on Ezhil Language platform (http://ezhillang.org) for learning Ezhil via the Internet, 
since publication of [6], and advent of contemporaneous efforts in English space like code.org, 
and codecademy.com. We explore the challenges and opportunities for Computer-Science 
education in Tamil via the Internet. 

Introduction 

Ezhil language has Tamil keywords, and provides built-in list, string, numeric data-types, 
mathematical and graphics functions, by building on the Python programming environment, as 
first reported in 2008, and 2013, is generally available via the web [1-6]. In this paper we 
describe Ezhil effort to provide computer science access in the modern Internet environment. We 
discuss the publication of Ezhil tutorial and introductory books, and challenges in the software-
development. 

Developments

Ezhil Web Interface 
Since Tamil input to the computer is still evolving with different Input-Methods (IME) and also 
to exploit the pervasiveness of the global web access, and remove barriers to trying out Ezhil, 
(i.e. without owning a computer, or Python/Ezhil installation etc.) we have decided on a web 
interface to Ezhil on the lines of tryruby.org or interactive python. We developed a jQuery-UI 
based keyboard to use online [5]. 

The web interface is currently hosted on http://ezhillang.org/koodam/play/eval our primary 
website [6b-c]. It includes a syntax highlighting Tamil editor with an interactive keyboard. Now 
you may enter your programs in the editor at the center, and click execute to see the output. Use 
Keywords helper for adding keywords in your program by a click. If you have a program that 
contains errors, it will show up in red text. You may navigate back from the results page, to 
source program page by clicking “Go Back” link.  
We show a screenshot of an early version of the Ezhil online editor with syntax highlighting 
rich-text capabilities, using ACE Editor [6b-c], in Fig. 1. 
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Figure 1: Ezhil online rich-text editor and evaluator http://ezhillang.org/koodam/play/eval/

Ezhil Sample Programs 
A simple collection of programs in Ezhil language are provided as part of the Ezhil language test 

suite, and browse online at Ezhil website. We have also added these common programs for 

search, sort, print, count and elementary algorithms in Ezhil, to the Rosetta database [6b]. A few 

of the sample programs, along with the the listing for sum of digits of a number program (9) is 

shown in Table 1. 

Audio/Video training material 
A Youtube video tutorial demonstrating the Ezhil Language website usage has been published 
[7a].

Wordpress Blog 
We have setup an active blog [7b], to disseminate the updates and progress made in Ezhil 
Language software, course material, and books. The blog also promotes online discussion of 
Tamil software among likeminded programmers. 

Tutorial Book  
A book on the Ezhil language, in 82 pages and 10 chapters, has been completed by the author 
[8a], and is currently pending publication. A free version of the book can be downloaded from 
http://ezhillang.org/koodam/book/register/  [8b]. 
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1. Hello world/Text 
2. Least common multiple 
3. Prime decomposition 
4. Reverse a string 
5. Sorting algorithms/Bubble 

sort
6. Towers of Hanoi 
7. Temperature Conversion 
8. Sum of Series  
9. Sum of digits of a number 
10. Ackermann function 

#

_ (  ) 

 = 0 

  @(  > 0 ) 

     d = %10;

 "digit = ",d 

 = ( -d)/10;

  =   + d 

_ ( 123456789)# 

45
Table 1: List of example programs, and contents of example program #9 

Lecture-Demonstrations 

We discuss details of outreach program, and resulting feedback from the targeted marketing 
program. In this outreach program we had a volunteer, (a computer science engineer), reach out 
to the Ramakrishna Mission School in Panangal Park, Chennai, Easwar Higher Secondary school 
in Palani, and Government Higher Secondary School in Dindugul, all schools in TamilNadu, 
India [9a].

Methodology
Before showing the demo to the students the genesis of Ezhil Programming Language, 
importance of learning programming in Tamil are discussed among the 8th-12th grade students. 
Students are also encouraged to share their feedback and what they understand out of the session 
[9c].

Feedback and Findings 
1. Initially most of the teachers, students surprised – but receptive to idea - when they 

come to know about Ezhil Programming Language 

2. Chennai city Tamil schools are reluctant to consider adoption 

3. Student’s technology awareness falls on a bell-curve, with high interest rate 

However this initial feedback, however this did not convert into field trials [9a].  The high-

school students are intelligent, and can understand the possibilities of learning programming, and 

possible careers in (sic) “IT majors like Infosys and CTS” [9b]. 
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Social Media Outreach 
Ezhil language project has active presence on Twitter @ezhillang, Facebook and Google+ 
community pages. This is active source of finding new collaborators, users and insights into the 
Tamil community requirements [10]. 

Current & Future Plans 

We are in process of rolling out a new online learning platform, Koodam, (shortened form of 

 – school) with course materials, and hyperlinked tutorials for active 

engagement of students. The basic evaluator and integrated text editor with highlighting is 
already accessible. 

We are planning to run a pilot program for teaching a 4-week Ezhil programming course to 
students in one location. We also plan to pursue institutional sponsorship, and adoption of 
language in different settings. 

Conclusion

This paper reviews the state of the Ezhil Programming Language, one year since going online. 
Ezhil language is growing fast, and provides access to several computer-science features in 
Tamil language. 

Online access to the language via web browser breaks down barrier to learning the language. We 
report on one outreach program and call for a broader community participation in the project to 
bring this technology to students that need it the most. 
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Abstract

In this paper, we present our contribution to the .NET Micro Framework that enables 
complex script rendering on small, embedded devices, and we provide a reference 
implementation for rendering the Tamil script. We also discuss the design of Tamil 
bitmap fonts and suggest the smallest proportional font possible. 

Keywords: Embedded devices, text rendering, bitmap fonts, Tamil engine 

Introduction and Overview 

Microsoft .NET Micro Framework is an open source platform for developing small, resource 
constrained devices, that emerged in Microsoft Research over 10 years ago. It allows 
developers to leverage their existing knowledge of managed development and powerful 
toolset to develop and debug embedded products rapidly. 

On one side, hardware platforms like .NET Gadgeteer that build on top of the .NET Micro 
Framework are used for rapid prototyping in commercial research [1] or at secondary schools 
and universities for teaching students the basic principles of software development, hardware 
engineering and industrial design [2]. On the other side, .NET Micro Framework is becoming 
one of the technology backing up the Internet of Things development [3]. 

The framework comes with simple text rendering engine that uses highly optimized bitmap 
font format with no support for complex scripts, glyph shaping, text directionality or 
extended Unicode planes, effectively limiting the number of scripts and languages the .NET 
Micro Framework can render. 

Our Rendering Engine 

We present a new, state-machine based rendering engine, which is an enhanced Turing 
machine working on a tape of glyphs, as an in-place replacement for the engine currently in 
use. Backward compatibility and minimum resources requirements were our main goals when 
creating the engine. 

First, we extend the current Tiny Font file format to support arbitrary number of appendix 
blocks where all additional data such as language specific instructions can be stored. Each 
Unicode plane is stored in separate appendix with the same format of characters in the Basic 
Multilingual Plane. Glyphs that directly map 1:1 to characters are stored as the respective 
characters themselves; additional glyphs are stored in the Supplemental Private Use Area 
planes. This has the advantage of avoiding large character-to-glyph mapping tables. 
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The virtual tape of glyphs is then populated from the user’s string and machine rules are 
executed on the tape. Rules can be grouped into features, usually corresponding to OpenType 
features. Developers can turn on and off individual features during runtime, enabling fine 
typography as a by-product of complex script rendering, to our knowledge the first time on 
devices targeting such small amount of resources. 

Each rule can be expressed as a function 

where 

 is a finite set of states, state ;

 is a finite set of conditions, condition ;

 is a finite set of parameters which condition  accepts, ;

 is the current position on the tape; 

 is a relative offset to  at which the condition  is evaluated; 

 is a finite set of actions, ;

 is a finite set of parameters which action  accepts; 

 is a relative offset to  at which the action  is performed; 

 is a number of glyphs to advance the tape with, .

Our OpenType Compiler 

Since .NET Micro Framework is designed to run on devices with very small amount of 
memory and computational power, we have designed the engine so that all information 
required to render given script must be present in the font file. To save developers and font 
designers considerable amount of work, we also present an OpenType compiler that analyses 
the OpenType tables of standard fonts and converts them to the rendering engine state 
machines. 

First, the OpenType tables (GSUB and GPOS) are parsed and used to construct a state-
machine representation of the instructions, which is then optimized by merging equivalent 
states into a single state and normalized to minimize space requirements of the final state-
machine. 

Enabling Tamil Script 

Some rendering systems, like Graphite or Apple Advanced Typography rely on shaping 
instructions to be present in the font files themselves, while the rendering systems on 
Windows platforms, like Uniscribe or DirectWrite, traditionally supply the language 
knowledge needed to render particular script themselves. 

To ensure maximum flexibility in the constrained .NET Micro Framework environment and 
to prevent useless waste of memory and computation power for applications that do not 
require rendering all languages at once, we have decided that the language knowledge must 
be present in the font files. 

Inspired by the work of Nedumaran [4], we have designed a state-machine representing the 
language knowledge needed to render the Tamil script (see Figure 1). Each state transition 
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can be represented by a single rule, which gives us the total number of 7 rules needed for the 
Tamil language, operating on a group of consonants (including the conjunct consonant 

which participates in glyph reordering) and vowel marks. 

Note that the  ligature does not need to be included in the rules, as it does not form 
syllables with other vowels. Both  and  ligatures as well as all other ligatures (pulli, i, 

i�, u, u�) are already part of the OpenType tables and will be automatically included by the 
compiler discussed above. 

The 7 language rules for Tamil are: 

.

.

.

.

.

.

.

Figure 1. Tamil script state machine 

Let’s demonstrate how the rendering engine works on the example of . The glyph tape is 

initialized as follows: 

The state-machine begins operation in the Entry state, and 
reaches the consonant . The rule  applies, machine 

switches to the SawConsonant state and advances the tape by 
one.

At this position, the  mark is seen and rule  applies. 
The  mark is rewritten to the  mark, state switched to 

InsertingAA and tape advanced by one. 

This time the unconditional rule  applies, the mark  is 

inserted, the machine is switched back to SawConsonant

state and tape advanced backwards. 

Entry 

SawConsonant 

InsertingAA InsertingAU 

,

, ,

insert insert 

rewrite to

,

rewrite to 

swap glyphs consonant
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Here the only rule that matches is the rule , which reorders 

the two glyphs and moves the head again at the end of the 
tape.  

After all glyphs are processed, they are ready to be rendered 
on the screen. Other consonant and vowel combinations 
work in a similar fashion. 

These language rules are supposed to be packed into a feature, applied after all other 
OpenType shaping features. For Tamil, the standard order of features is documented on 
Microsoft Typography website1.

Bitmap Fonts 

Less constrained devices and computers deal with vector fonts easily. On the other side, small 
microprocessors that work with bitmaps rarely deal with Unicode strings, not mentioning 
supporting scripts like Tamil, and that resulted in lower interest in Tamil bitmap fonts. 

The Latin alphabet and Tamil letters have different layout statistics and therefore cannot fulfil 
the same expectations when designing text rendering systems and displays. For example, the 
most common displays used to render Latin text have 5×7 dots per character, but even 3×5 is 
readable.2 LED displays with various number of segments can be used to display not only 
numbers but also text. 

Can we do the same for Tamil? Can we use the common dot matrix displays to render Tamil 
script? What are actually the minimum size requirements of Tamil script? Can we design 
reasonable fixed-width Tamil font? We would like to bring attention of engineers and font 
designers to these questions and provide some initial research in this area. 

We are presenting a proportional Tamil font with the kernel 
of 5×5 pixels on the baseline, surrounded by standard zone 
of 2 pixels for vowel modifiers and extended zone of 
additional 2 pixels to the right as illustrated in Figure 2, 
needed only for the depicted  variation. We tried to follow 
the recommendations of M.M. Manivannan [5] as much as 
possible. 

The glyph with the finest structure horizontally —  — 
requires 6 vertical lines and similarly  requires 5 

horizontal lines, which defines the minimum required 
resolution to avoid ink bleeding. Moreover, all consonants 

except  fit into the 5×5 kernel, which improves readability. The full letter chart is shown 

in Figure 3. 

Our rendering engine is the first platform that supports glyph substitutions and reordering 
while using bitmap fonts, so new skills might need to be developed for designing fonts for the 
platform. For smallest font sizes, supplying combined glyph bitmaps might save more space 
                                                
1 http://www.microsoft.com/typography/otfntdev/tamilot/features.htm
2 See Windows Console font settings or http://robey.lag.net/2010/01/23/tiny-monospace-font.html

Figure 2. Minimum resolution for 
Tamil glyphs: 11×9 pixels 
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than manipulating glyphs using rules. The larger the font is the more beneficial is to reuse 
glyphs (and even their position) as much as possible, which is fortunately in the nature of the 
Tamil script. For example, Figure 4 shows reused  modifier glyphs in the font. 

Figure 3. Letter chart 11×9 pixels 

Figure 4. Glyph reuse in  syllables 

Conclusion and resources 

The Tamil script is the first complex script implemented for our open-sourced .NET Micro 
Framework rendering engine, allowing engineers to create new Tamil-enabled devices, or to 
power existing off-the-shelf displays to render Tamil text directly from Unicode encoding. 
This can return Tamil to people on public places and further support the adoption of Unicode. 

Handcrafted fonts always bring superior experience to those automatically rasterized, so we 
started designing our own bitmap fonts and welcome both comments and other designers to 
help us achieve pixel-perfect Tamil typography.  

For full technical documentation and downloads, visit http://terka.microframework.cz/.
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ATTITUDE OF TAMIL SPEAKERS TOWARDS TAMIL COMPUTING 
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Abstract 

This paper deals with the ‘Attitude of Tamil speakers towards Tamil Computing’. It introduces 
the status and position of Tamil and reiterates the importance of Tamil as a language to make 
Tamil Computing more relevant. It explains the research methodology and presents an analysis 
of the findings. Based on the findings, the paper makes suitable recommendations to ensure that 
Tamil Computing thrives at least within the Tamil community. 

1.1 Introduction 

Language is not just a tool to communicate, it is the identity of a society, repository of 
knowledge and forms the fundamental to succeed in any field. English language continues to 
dominate the internet with over 55% of the internet content being in English. It is interesting to 
note that native French speakers the number of whom is almost equal to that of Tamil speakers 
but Tamil accounts less than 0.1% of the contents in the internet while little of 4% of the internet 
content is available in French.1 There has been sincere efforts to promote Computing in Tamil in 
the last few years but it is felt that understanding the ‘attitude’ of the end users and their interest 
so as to add value to the contribution was more important. This paper discusses the result of a 
research and makes a few recommendations based on the results in order to make Tamil 
Computing more popular.

1.2 Status of Tamil and position of Tamil speaker

 Tamil is the only official language of Tamil Nadu, one of the official languages in 
Puducherry, Andaman Nicobar Islands and Singapore. It has Official and National status in Sri 
Lanka. It is a recognised minority language in Malaysia, Mauritius, Reunion Island and South 
Africa and it is possible for native Tamil speakers to learn and use the language in these 
countries to a great extent. It is to be understood that the ‘Official Language Act 1976’ of the 
Indian Union is not applicable to the state of Tamil Nadu.2 It is therefore expected that Tamil 
should perhaps be the only medium of communication within the state. According to the 2001 
census about 90% of Tamil Nadu speaks Tamil as first language. 

2. Research Methodology 

Since this research is about Tamils using the language on internet and technology, it was felt that 
the most appropriate method to get responses from the users whose first or second language is 
Tamil was via an online questionnaire. Since the objective was to evaluate the attitude of Tamil 
users towards Computing in Tamil, social networking sites like Facebook was chosen to observe 
the behaviour of certain groups and users. The first questionnaire was bilingual encouraging all 
Tamils to participate regardless of their ability to read Tamil. The second and third questionnaire 
was only in Tamil as it was felt that a participant must at least know to read the language in order 
to make it more meaningful. The three questionnaire were open to the same audience and it was 
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left to their choice. The participants were made aware of the DPA (Data Protection Act). A 
consent from the participant was sought in relation to contacting them via e-mail if there was a 
need to clarify or get to the next level to understand them. This research facilitated Tamils 
regardless of their geographic location to participate and was targeted over an estimated 100,000 
Tamils via networking sites. It was ensured to the maximum extent possible that only credible 
responses were recorded and were taken into account for statistical analysis. A minimum of 30 
response is required for statistical analysis and all the three questionnaires exceeded the 
threshold.8

3. Result 

The ‘ ’ research survey was entirely in Tamil and 100% of 

the respondent had Tamil as their first  language of which 82% were from Tamil Nadu and about 
6% were from other Indian states. 80.73% of the respondents claimed they were extremely 
fluent in reading, writing and speaking while 12% of the respondents said they couldn’t speak 

Tamil without using English words but were able to read Tamil. To a question: ‘

?1 -  5- 

 10 - ’, about 5.36% said they didn’t 

know anything in Tamil and about 50% of the respondents  were either average or below average 
in using the language. 33.90% of the respondents said they wouldn’t use Tamil in any of the 
technological devices while 7.63% said they would use in all devices such as Mobile phone, 
laptop, desktop etc. Mobile phone emerged as a most preferred device to use in Tamil. It is 
observed that a vast majority of the respondents are unable to speak a sentence in proper Tamil 
i.e. without using an English word in daily life. 95.89% of the respondent said they studied Tamil 
in their own interest while a little over 50% said they spoke in English mixed Tamil with their 
Tamil teacher. Close to 28% of the respondents use a foreign word to greet another Tamil friend 
or person. Despite Tamil numbering system being made available in Tamil keyboards, over 80% 
of the respondents had no knowledge.  

‘Role of language in Technology’ to an extent helps in understanding the mind-set of the Tamil 
people. 75.86% of the respondents agree that ‘proficiency’ in language is extremely important in 
understanding technology. 80.65% agree that Tamils must have proficiency in Tamil in order to 
further in the field of Tamil Computing/ Technology. 90.91% of the respondents are of the 
opinion that if Tamil becomes the dominant language in business atleast in Tamil Nadu to begin 
with and if learning Tamil had a monetary value attached to it, it could help the language grow 
and sustain in other fields including Computing. 57.58% said they understand the technical term 

‘recycle bin’ better than ‘ ’. 93.94% agree that if a language is not 

encouraged and spoken within the community, it cannot find a place for itself in Technology- in 
this case- Tamil. 54.55% are of the opinion that Tamil Nadu people will refuse to accept 
monolingual (Tamil medium instruction with an option to choose a second language which may 
not necessarily be English) education as practised in most European and Western countries. 
100% of the respondents welcomed a compulsory Tamil Computing subject from Grade I to XII. 
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100% of the respondents agreed that if Tamil did not grow in the field of Technology it could be 
an irreparable loss to the Tamil society.  

‘Tamil Computing Research survey’:  96.5% of the respondents rated their computing skills to 
be average or above average and 36.48% of the 96.5% rated their Computing skill to be 
excellent. Close to 80% of the respondents admit that they don’t bother to check if their device 
support Tamil before purchase. 77.39% agree that Tamil needs to catch up with technology. 
Little over 50% say Tamil is their most preferred language on social networking sites like 
‘Facebook’ and ‘Twitter’. 86.58% are ‘waiting’ for technology to support Tamil so they can use 
it. 52.88% of the respondents opined that any latest technology in Tamil would remain a distant 
dream. 40.06% of the respondents hold the ‘attitude’ of Tamils responsible for the slow growth 
of Tamil in technology, 34.29% hold the Government of Tamil Nadu responsible, 18.59% see 
English as a major block in Tamil’s development, 13.78% feel Tamil language not being valued 
or respected in other countries as a reason. About 41.67% feel all the above equally contribute to 
the slow growth of Tamil in Technology. 87.50% were for a law that makes Tamil as a 
compulsory medium education which must open employment opportunities in Tamil speaking 
countries.  

3.1 Analysis and findings 

It is found that the majority of the respondents have unanimously agreed on two points: 

a. Compulsory Tamil Computing module from Grade I to XII 
b. They acknowledge that lack of growth in the field of Technology could have an impact 

on the Tamil society.  

A vast majority do realise the importance of the role ‘language’ plays in understanding 
technology however, anecdotal references and observation suggests that a vast majority of the 
Tamils favour English or undermine the potential of their own mother tongue. Languages like 
English, French, German to name a few are seen more as ‘technical’ or a ‘must know’ languages 
to be perceived as a ‘professional’ but for some reason choose to overlook languages like 
Korean, Mandarin and Japanese that have managed to be largely monolingual societies and yet 
leads the world in some of the leading technologies. All the above mentioned societies are 
largely monolingual societies within their country. These languages are used almost everywhere 
in their respective countries and remains the sole medium of instruction when it comes to 
education. It must also be noted that most of these societies promote bilingualism and encourage 
learning a ‘second’ language of their choice. It is rather bizarre  that in Tamil Nadu and 
Puducherry students ‘cheer’ when they don’t have to study Tamil as a language which is not only 
the first language of most students but also forms a ‘linguistic identity’. Interestingly, Tamil is 
the only Indian language that is more widespread (Official in three countries and officially 
recognised in four countries that makes it a total of seven countries) despite less number of 
speakers. On the contrary, 100% of the English students in England will know English and 
would have studied English as a ‘language’ regardless of their first language.   

A few participants were found to ‘alter’ the results by taking the survey multiple times. It is 
worth noting their interest and eagerness to get the language to a certain standard but, it also 
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reflects a manipulative attitude to ‘get to where it needs to be’ when it actually isn’t or doesn’t 
deserve.  

It was also observed that a vast majority of the respondents who chose ‘Tamil’ as the most 
preferred language on social networking sites actually used ‘Roman’ script to convey their 
thoughts. For instance: Vanakkam, nalaikki pakalam.

4 For the purpose of this research, they were 
rejected and were not classed as Tamil. Modern Tamil especially the spoken variety has quite a 
few English words which suggest that the Tamils although largely bilingual are actually not 
bilingual in strict sense. It is interesting to note that most Tamils use an English phrase or a word 
to explain a meaning of a Tamil word. Example: Madikkanini –Laptop. It was also observed that 
Tamils abroad (Strictly speaking United Kingdom) unite based on ‘language’ and not 
‘Nationality’.  This anonymous randomly selected UK based Tamil group on a social networking 
site was observed over period of three months. The group was made aware that I have randomly 
selected the group for my research but the group was not informed of the elements that I will be 
observing. Out of about 83 posts/updates, only two posts/updates were in Tamil (2.3%). And 
both these posts were on a day that is culturally significant to the Tamils. This shows that clearly, 
English not Tamil is being used as a medium of communication within the Tamil community 
abroad at least on social networking sites.

3.2 Limitations and further scope 

 This paper recognises the limitations in this research. It recognises the need to an 
alternate approach like a face to face interview or an activity based research to verify the results 
of this research and they are scheduled around Christmas 2014 or early 2015. It is acknowledged 
that a strictly monitored and follow up on questionnaire is essential to get to the core of the issue 
however, keeping in mind the population of the Tamil society, only a limited random sample can 
be taken.   

4. Conclusion and recommendations 

 The results of this research is more relevant to Tamil Nadu since over 82% of the 
respondents were from Tamil Nadu. The result of this research indicates that an overwhelming 
majority of the Tamil Community regardless of their geographic location have got average 
computing skills. It is found that proper Tamil is hardly used even as a language of 
communication within the Tamil community and a majority Tamils have an indifferent attitude 
towards using their mother tongue in various fields including Computing. The unavailability of 
Tamil keyboard is the main reason given by a majority of the Tamil users for not typing in Tamil 
but in reality it is found that  an overwhelming majority do not have the ‘will’ to type in Tamil 
despite presenting them with alternatives. The research has to an extent exposed the ‘double- 
standards’ towards the language. This paper recognises the importance of basic knowledge in 
English language. The paper further highlights that Tamil is the only official language of Tamil 
Nadu and Indian Union being a federal entity, it is recommended that Tamil Nadu Government 
make Tamil as mandatory medium of instruction in all schools across Tamil Nadu with options 
of choosing a compulsory second and an optional third language to promote and preserve a 
multicultural identity. It is observed that medium of instruction plays a vital role in 
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understanding the technical terminologies. This will also increase the numbers of people who 
speak Tamil as a second language which could in turn help in gaining a prominent presence on 
the internet and related technologies.  The compulsory second language could be offered from 
early years so a child can be expected to develop a ‘reasonable’ fluency in his 12 year 
schooling.5 Since Tamil is a compulsory subject in Tamil Nadu, in the interest of largely Tech 
savvy Tamil society, Tamil Computing needs to be introduced as a compulsory module.  In order 
to further appreciate the importance of language, a Tamil Proficiency Test needs to be introduced 
by enacting an appropriate law. This must be applicable across all sectors in Tamil Nadu 
especially for employment regardless of their chosen field or sector (Private/ Government). It is 
also recommended that the Tamil Nadu Government enact a law along with stringent penalties 
for violators to ensure only those devices that support Tamil fonts and keyboards are sold in 
Tamil Nadu. In order to passively motivate everyone to learn Tamil, it is further recommended 
that the Tamil Nadu Government make Tamil only signboards mandatory across all 
establishments and impose deterring penalties including revoking the license for violators. If 
these are implemented, it is believed that Tamil Computing will find takers within the Tamil 
community and there could be significant change in the ‘attitude’ of Tamils. The research further 
reveals that Tamil needs a more ‘holistic’ approach much more than the Tamils who usually 
perceive it to be just a mother tongue or a language for communication with fellow Tamils. A 
more vigorous approach towards the language is indeed required to promote Tamil Computing 
within the Tamil community.  
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Game Based learning of Silapathykaram 
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Abstract

We introduce the games namely crossword puzzles, picture activity, zigzag puzzles to learn 

silapathykaram for the tenth standard students of samacheer kalvi and Malaysian school students. 

These students were interacted as individual at novice level with hand held devices and in 

collaborative groups using Android PC with projectors. At the end, an email will be sent to their 

parents as given during the registration. Most students consider these activities as enjoyable and 

useful for leaning. 

Introduction 

Innovative games are essential to reach a deep level of learning and to become involved in  learning 

tasks to pursue the goals of furthering their knowledge. Incorporating active learning helps to 

motivate the students and 

improve understanding and 

learning(Ref1-3). During the 

last decade a growing body of  

smart phones and tablets have 

introduced various types of 

games. In order to create a 

more positive feelings about 

silapathykaram and enhance 

the learning outcome, 

educational games such as 

crossword puzzles were 

introduced. Crossword 

puzzles have been shown to 

be learning tools in various 

discipline.(Ref 4-6) This 

paper describes the design and implementation of crossword puzzles etc. and provide the students an 

intrinsic motivation and learning of silapathykaram.  

Game-Based Learning 

It is known as a Game-Based Learning (GBL) the learning method of using games while 
teaching a subject. It means that the games that are used for this purpose have been designed 
with the idea of achieving learning outcomes. 
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What is Game-Based Learning? 

It is known as a Game-Based 
Learning (GBL) the learning 
method of using games while 
teaching a subject. It means 
that the games that are used for 
this purpose have been 
designed with the idea of 
achieving learning outcomes. 

Some benefits of using Game Based Learning

Get students attention. Students easily engaged to game activities due to their 
willingness in playing. 

Students get a positive 
experience about 
learning. The use of 
games encourages 
students to keep 
learning and to erase 
the idea that learning is 
boring.  

Rememorize concepts 
or facts. Activities such 
as solving a crossword or alphabet soup are activities more engaging than a regular 
test. Prepare some contests such as “Who wants to be a millionaire” or “The wheel of 
fortune”. Encourage students to work in teams to achieve the goal where their 
knowledge is the clue to succeed .

Reinforce and consolidate knowle dge in a friendly environment. The most 
effective way to turn content in something meaningful is to find out where and when 
to use it. With games students can reinforce and consolidate their knowledge through 
practicing and getting reward for their achievements.  

Understand the consequences of our choices.  Using games enables users to 
understand the consequences of their choices. In other words, the students learn 
through experiences, through trial and error. Games offer a safety environment to 
test and learn through mistakes  so the information becomes meaningful when 
students understand its use. 
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Silapathykaram 

Kovalan  was the son of a wealthy merchant in Kaveripattinam, married Kannagi, a 
young woman of legendary beauty. They lived together happily in the city of 
Kaveripoompattinam, until Kovalan met the dancer Madhavi and fell in love with her. In his 
infatuation he forgot Kannagi and gradually spent all his wealth on the dancer. At last, 
penniless, Kovalan realised his mistake, and returned to Kannagi. Their only asset was a 
precious pair of anklets (chilambu—hence the name of the epic), filled with gems, which she 
gave to him willingly. With these as their capital they went to the great city of Madurai, 
where Kovalan hoped to recoup his fortunes by trade.  

The city of Madurai was ruled by the 
Pandya king Nedunj Cheliyan I  
Kovalan's objective was to sell one of 
the anklets in this kingdom so that he 
and his wife would be able to start 
their lives over. Unfortunately, around 
the time he set out to sell the anklet, 
one anklet (out of a pair) was stolen 
from the queen, by a greedy court 
member. This anklet looked very 
similar to Kannagi's. The only 
difference was that Kannagi's were 
filled with rubies and the queen's filled 
with pearls, but this was not a visible fact. When Kovalan went to the market, he was accused 
of having stolen the anklet. He was immediately beheaded by the King's guards, without trial. 

When Kannagi was informed of this, she 
became furious, and set out to prove her 
husband's innocence to the king. 

Kannagi came to the king's court, broke open 
the anklet seized from Kovalan and showed 
that it contained rubies, as opposed to the 
queen's anklets which contained pearls. 
Realizing their fault, the King and the Queen 
died of shame. Unsatisfied, Kannagi tore out a 
breast and flung it on the city, uttering a curse 
that the entire city be burnt (the old, the 
children and the disabled were spared). Due to 
her utmost Chastity, her curse became a 
reality.  

Conclusion 

  All students, at some point in their academic career, must review for an exam.. Because of 
the potential for crossword puzzles  to impact student learning and exam outcomes, it is 
important that research is done to look at the effectiveness of these methods. Not only might 
they positively impact grades, but the ways in which students choose to study may negatively 
impact their grades as well. This approach has aided  in retaining complicated words in 
silapathikaram. For sangam literature such as silapathikaram, multi-approach in vocabulary 
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was more effective than using a single approach like rewriting in a note book. It is best to 
have a variety of resources available to students to aid in the learning process. Not only can 
this accommodate a range of learning styles, but it can also minimize repetition and boredom 
in the classroom. The use of games in the classroom can be an effective tool, especially at the 
school level. Gifted and talented students, who are the most likely to attend schools, have 
been found to prefer games and other alternative teaching methods. For some teachers, 
implementing alternative methods of teaching may be difficult, as many teachers prefer to use 
the traditional methods they are comfortable with, but games can be used as a supplement to 
traditional methods, not as a replacement. This can add flexibility to the classroom, allowing 
students to adjust to the way in which they learn best. Our Games allow students to work in 
groups or alone, to be competitive or not, to be creative, and to have fun while learning as we 
recommend android PC with projectors in the class rooms. Games have been a widely 
utilized form of study by students and teachers alike, across all age groups and areas of study. 
These methods are a desirable learning method, as they can make studying more 
enjoyable.Thus we conclude that  these games can relieve the tedium of lecture and 
traditional teaching methods, as well as create a more relaxed and friendly classroom 
atmosphere. This can increase the amount of attention students give to the material, thus 
increasing retention of the material. Another positive outcome of using games in the 
classroom is that participation in them makes learning a matter of direct experience. 
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Abstract
It is not denied that Tamil language should speed up its journey through the channel 

of information technology; especially through the internet as mostly all the fields including 
language teaching and learning in the world are now being computerized because they will be 
stagnant without the gear of computer technology. As far as the educational domain is 
concerned, the virtual learning plays a dominant role to acquire the adequate knowledge in a 
language. There is no second talk of the statement that a language should not be alive unless 
it is spoken. To speak a language continuously its vocabulary should be flourished by a 
learner. Since vocabulary is a key basis on which reading achievement depends, various 
vocabulary acquisition techniques have become pivotal. Among the many teaching 
approaches, traditional or otherwise, the use of crossword puzzles seems to offer potential 
and a solution for the problem of learning vocabulary. If learning is to occur, learners or 
students must be motivated to learn (Calahoun, 1980).This paper attempts to develop a 
software which is a collection of crossword puzzles; and it can help the students improve the 
vocabulary or word power in Tamil language, meanwhile promoting the active learning and 
increasing their motivation for learning in the ICT set up. 

Key words: information technology, internet, virtual learning, crossword puzzle, active 
learning, software 

Introduction: 
The now-generation can be typically known as Net-Generation as the dominance or effect of 
internet and information communication technology has spread into every nook and corner of 
all domains, especially into the environment of language learning. Based on this, Ramaley 
and Zia (2005) stress the importance of learning environments that should be social, active, 
and learner-centered for all learners. As far as the active learning is concerned, this paper 
discusses the uses of a learning game, i.e. Crossword Puzzle as a learning tool of vocabulary 
and instructional method to engage the students in active learning of Tamil vocabulary. Some 
recent research has indicated that games “seem to comprise all elements for a learning 
environment in which students are stimulated to use deep learning strategies” (Vos et al., 
2011). The crossword puzzle is a well-known game that can be easily handled by a learner or 
implemented in a classroom. As learning theories generally point out the need for immediate 
feedback and student involvement for ideal learning situations (Hequet, 1995; Foreman, 
2003), learning games have been reported to provide just this type of situation. Cruickshank 
and Telfer (1980) point out those games provide a responsive environment where learners 
immediately know how they are doing. Further, Sugar and Takacs (1999) report that games 
create an interactive learning experience by transforming inactive learning material into 
learning episodes where the learners are active players and participants. Thus, there is no 
doubt that the learning game, crossword puzzle, is an effective learning tool to motivate the 
learners to increase their vocabulary or word power in the language.  
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Objective: 
After doing numerous crossword puzzles a learner will become familiar with words of Tamil 
language he or she never knows before. 

Crossword puzzles: 
Crossword puzzles are a group of words that are arranged horizontally and vertically. They 
are designed this way, so that each of the words will cross at least one other word through a 
letter that is common to both. Today, most of the daily newspapers and many magazines 
include a crossword puzzle for the good side of those who like to develop their power of 
vocabulary in their language. Crossword puzzles are one of the best educational tools for 
learning new words, synonyms, antonyms, etc. as a part of enriching one’s language. Not 
only the learners but are the teachers and professors in the field of education also getting 
more involved in solving crossword puzzles to boost their word power. There is no question 
that crossword puzzles have been in education for many years. The reason most people enjoy 
it, is because it is considered as a great exercise for the mind. Believe it or not, crossword 
puzzles give others a better impression of you. Anyone who notices you solving a crossword 
puzzle regularly, believe that you are brilliant. 

The history of crossword puzzles:  
The first “word-cross” in the United States was 

published in a supplement to the New York World in 1913, although similar puzzles have 
been around in different forms since Egyptian times. In 19th century England, they were 
aimed mostly at a juvenile audience, and did not become a craze for adults until Simon and 
Schuster printed the first book of them in the US in the 1920s, when they then took on the 
familiar name “crosswords”.  

The puzzle’s popularity continued to 
build throughout the rest of the twentieth century. 

Educational value of crossword puzzles: 
From an educational point of view, it is clear that crossword puzzles are an effective way to 
help learners maintain and improve their vocabulary, spelling skills, word attack skills, and 
knowledge of many miscellaneous tidbits of information more quickly. This is because the 
tedium of memorization is removed and learning happens naturally with a relaxed mind set 
and in a pleasant environmental setting.  Learning definitions can be especially boring with 
the repetition necessary for memorization.  Fortunately, it is one of the easiest tasks to set to a 
game. That’s why, crosswords puzzles are an excellent way to make learning with meaning 
more fun. Solving crossword puzzles tends to contribute to a learner’s self esteem. For many 
people, their expertise in solving crossword puzzles plays a role in their social interaction 
with other people.

Crossword puzzles promote letter and word recognition. 
Using crossword puzzle as a tool for learning vocabulary words helps learners or children 
first learn word definitions, and second, proper spelling of words, i.e. correctly 
deciphering a crossword requires exact spelling, which for students may mean practicing 
dictionary skills. This is because they spend quite a bit of time looking at the words and 
definitions while they are determining which word goes where. Thus, spelling is very 
important in the puzzle because if a word is misspelled, it will not fit with adjacent 
words. As a result, students playing crossword puzzles pay closer attention to spelling and 
become perfect spelling bees. 
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Crossword puzzles encourage thinking. 
When students work on crossword puzzles as part of the learning process, they are 
actually memorizing words and meanings without realizing it. Due to the nature of a 
crossword puzzle, students often read the definitions several times while thinking of 
potential answers. As a result, when they finally choose the correct vocabulary word, it is 
repeated to ensure that the letters fit properly in the available blocks.  Not only does this 
process encourage repetition in thinking, but also, it leads to memorization. 

Crossword puzzles build confidence in learning. 
Learners or students, who get frustrated easily while studying, often find that crossword 
puzzles help them build confidence and release them from the frustration. Because they 
are games, students do not build anxiety as in traditional learning. Additionally, when 
students succeed with word games, they feel more secure about learning in general and 
become more comfortable with reading, writing, and especially promoting vocabulary. 

Crossword puzzles add variety in learning definitions. 
Variety is the spice of life and learning vocabulary words is no exception. Repeating 
words can get boring and dull, but adding a little variety helps keep students interested 
and engaged in their learning process. Throwing or paying the light of concentration in 
word games like crossword puzzles is an excellent way to promote variety. However, it is 
highly better to introduce games only after students have been exposed to new and 
challenging words. Waiting until they are somewhat familiar with difficult words will 
increase the likelihood that they will solve the crossword puzzles with confidence easily. 

Crossword puzzles as a learning tool:
Crosswords puzzles are a game which makes the learners a good adjunct to the repertoire of 
active learning. One major advantage is that most students associate crossword puzzles with 
game playing and recreation. Hence, incorporating crossword puzzles as a learning activity 
can help to make the subject more fun and to increase students’ engagement with the 
vocabulary. For instance, look at the following simply created Tamil crossword puzzle: 

! 2! ! 3! !

4! ! ! ! !

! ! 5! ! !

6! ! ! ! !

! ! ! ! !

!

Across 
1. Kids play with this. 
3. This is the opposite word for the word which starts with 1(down) 
4. Song 
5. One of the stars 
Down 
1. This is the similar word to (a) in the Tamil proverb, “gtUl<!(a)………. lx”.<!
2. It is a place where games are played. 
4. Sex 
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By solving the above crossword puzzle, the learners get encouraged and motivated to develop 
the Tamil vocabulary, and especially when they do it in a computer system the learners get 
the knowledge successfully through a new learning style of teachnology, i.e. the combination 
of teach from teaching and nology from technology, formed in the process of word formation, 
Blending. Further, creating a crossword puzzle involves other very useful skills for learning 
process such as imagination, creativity, reasoning, logical thinking, written communication, 
and researching. Students are able to benefit from creating their own crossword puzzles. By 
doing so their creativity increases in word power. As a result, they develop their vocabulary. 
Even if a computer system generates the words, allowing students to input definitions is a 
great way to get new information in front of them in a different format. Additionally, 
swapping puzzles with learning-mates creates an element of competition and fun in solving 
the puzzles, which adds interest to the learning process. Further, Puzzles are great for helping 
learners to internalize words instead of simply cramming for a test.  As a result, learners can 
enjoy the learning process and are provided with opportunities to have a bit of fun. 

Ultimate benefits of crossword puzzles:   
1. Crossword puzzles draw upon one’s general knowledge, recall of words defined or 

suggested by short definitions or pieces of information, and spelling ability. Through 
study and practice, a person learns some useful strategies and can make considerable 
gains in crossword puzzle solving expertise. Doing a crossword puzzle is like doing a 
certain type of brain exercise. In recent years, research has provided evidence that such 
brain exercises help to refrain from the dementia and Alzheimer’s disease that are so 
common in old people. 

2. Crosswords have been found to increase students’ confidence in their ability and 
understanding. The satisfaction derived from successfully solving one clue encourages 
students to continue toward the completion of the puzzle. 

3. Crossword puzzles have been reported to be a useful tool for reviewing and reinforcing 
concepts. They provide students with an opportunity to evaluate their level of knowledge 
and identify the areas of further study in a funny way. In fact, students using the 
crossword puzzles as a study aid have been shown to score higher than those who did not. 

4. Crossword puzzles expand vocabulary, stimulate the mind, encourage logical thinking, 
and help to improve retention of facts and association of concepts.  

5. Solving a crossword puzzle can help students build a vocabulary of technical terms and 
not only improve their understanding and knowledge of their subjects, but stimulate more 
students’ curiosity and interest about their subjects, as well.  

6. Puzzle solving is a much more active type of learning, and will engage students with the 
material more than passive types of review techniques do. Crossword puzzles also have 
the advantage of appealing to different learning styles. Visual learners often have strong 
puzzle-solving skills, and feel great satisfaction when they complete one.  Auditory 
learners enjoy step-by-step reasoning, so they also benefit from the sequential steps of 
completing a crossword. Even kinesthetic learners enjoy the multi-task strategies required 
to solve a crossword. In fact, crossword puzzles have the benefit of being customizable to 
study content and to be student-centred. 

7. Finally, the learning tool of crossword puzzle developed for this paper will help the 
learners improve the Tamil vocabulary to great extent in order to be rich in Tamil 
language and to use in their academia and day today life.   

Methodology: 
Crossword puzzles are one of the best educational tools for learning words of a language, in 
this paper the Tamil vocabulary. Those in the field of education such as students, teachers, 
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and even professors are getting more involved in solving crossword puzzles. To test the 
knowledge of Tamil lexicons, a learning tool named as Crossword Puzzler, has been 
developed for this paper. The tool consists of many crossword puzzles and is very user-
friendly as the meaning of Left to Right and Up to bottom statements can not only be easily 
identified, but they have also been collected from the school Tamil text books, magazines, 
and dailies. Further, while testing the knowledge of Tamil vocabulary by this tool, the 
learners will be able to get the required knowledge of Tamil words for the effective 
communication and the process of black and white, i.e. writing, and to develop it by raising 
the Tamil literacy as much as possible. Moreover, the computer language, VB6, is used to 
develop this virtual crossword puzzle tool for the learners of Tamil language.   

Sample visual of the developed tool: 

Conclusion: 
Games like crossword puzzle can satisfy the learning needs of the pragmatic, active and reflector 
learners. Crossword puzzles can be utilized as a nontraditional teaching method. The use of crossword 
puzzles seems to offer potential and a solution for the problem of learning vocabulary, in this case the 
Tamil lexicon. They can not only help the students improve vocabulary knowledge, but also increase 
their learning motivation. They can be used in any course to provide a fun and interactive method for 
reinforcement of cognitive information in students. Today, most of the daily newspapers as well as 
many magazines include a crossword puzzle. It is one of the best educational tools for enriching the 
vocabulary of a language. Thus, there is no doubt that the developed learning tool based on Tamil 
crossword puzzles will attract the learners by its user friendly nature and instigate them to learn Tamil 
vocabulary or words on their own effectively. 
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Abstract

Poetry is a verbal art form. It requires understanding, reading, writing and appreciation 
to master. The information technology revolution has changed our attitude towards learning 
and internet has become a desired delivery tool and web based language learning has become 
more user friendly to day. Learning of poetry is an important activity in language learning.
The present paper proposes to design and develop web based tutorials for learning poetry. 

1. Introduction  

 Web based environment, as we all know, can lend learners many possibilities for 
enriching the learning process. It provides platform for more communication opportunities 
and support for the learning events where the learners and facilitator are physically separated 
and the web serves as a delivery tool. As an effective tool, the web based learning allows to 
have both communication and collaborative learning. This communication and collaborative 
learning via the online environment is presently called Computer Managed Learning (CML) 
which is preferred here in learning poetry.  

2. Computer Managed Learning 

 CML is an assessment component, it is primarily a management component tool for 
monitoring learner’s program. Therefore, CML may be considered more appropriate form of 
interactive tutorial for learning poetry. CML helps facilitators to follow the path of the 
learners through a series of learning events based on various components of poetry. The 
activities based on language skills (listening, speaking, reading and writing of poetry) are 
comfortably managed by CML. A consistent user interface, completion of assessment when 
they feel ready, immediate feedback, pace with the learner’s speed and linking to other web 
sites are added facilities to the computer managed learning. Each learning event is enriched 
by any one of the facilities mentioned above.    

        The tutorials have an important role to play in computer managed learning. They are 
designed to assist and involve the learners to learn poetry in line with the goals and objectives 
of the learning events. They include the activities which take place in asynchronous and 
synchronous environments and Exeter Learning Environment (ELE).  

3. Exeter Learning Environment (ELE) 

 I. The asynchronous environments where the interaction between the learners and 
the facilitator is done via computer, i.e. the non-real time communication by the learners 
using the computer,   

 ii. The synchronous environments where the learners involved in  the interaction 
process are present all at the same time but not necessarily in the same place, i.e. the real-time 
interaction by the learners using the computer and  

 iii. The Exeter Learning Environments ( ELE) where the learners work on their 
poetry and upload the same for feedback. That is, the peers are encouraged to read the poetry 
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that has been uploaded by one of the learners and pass on the same with their comments and 
suggestions for improvement.   

.    The following learning events are identified based on various components of poetry. 

    3.1 Listening  

 1. Allow learners to listen to poetry 
 2. Allow learners to find out the central theme of poetry 

3. Allow learners to find out a brief content of  poetry  
 4. Allow learners to find out the direct meaning of the line given from poetry 
 5. Allow learners to select the line of the given poetry without any change in  

    the word order, based on the meaning provided   
 6. Allow learners to select the right form of the poetry if poetry lines are  

    changed based on pozippurai 

7. Allow learners to arrange the lines of the given poetry in order based on the  
pozippurai of the given poetry 

   
  3.2 Reading 

1. Allow learners to read aloud 
 2. Allow learners to read out poetry to his friends 
 3. Allow learners to answer comprehension questions based on the given  

    Poetry 

  3.3 Speaking 
1. Allow learners to memorize poems and recite them from memory 

  3.4 Writing 
1. Give learners a list of words and ask them to write a poem using those   

words
2. Allow learners to create his or her own anthology of favorite poems 

 The interactive tutorials are developed based on the learning events identified above 
keeping the language skills, namely, listening, reading and writing. These interactive tutorials 
are developed between the learners and the facilitator in an asynchronous environment and by 
way of video conference etc, in a synchronous environment. A consistent user interface with 
difficult words of the poetry with meaning, prose order of the poetry, so that the 
understanding of the meaning could be facilitated ( kontukuuttu in Tamil), word by word 
meaning ( pathavurai in Tamil ), full meaning of the poetry ( pozippurai in Tamil ), 
translation and transliteration is provided to enable the learners to learn independently. The 
tutorials are mostly developed in the multiple choice model and a few tutorials are in 
question- answer model.   

 More learning events can be included in synchronous environments like video 
conferencing, discussion forums etc. The major learning events are  

   1. Attending poetry readings in a community 
   2. Reading of favorite poems 
   3. Rereading of some favorite poems  
   4. Allow learners to read and discuss poetry 
   5. Allow learners to read and appreciate poetry 
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   6. Allow learners to share their views on poetry  
 In the Exeter Learning Environment, learners are given a user name and  password to 
log in. The learners work on their poetry and upload it for feed back in the online discussion 
area. We may also allow learners to hold poetry workshops where they discuss one another’s 
work. Learners are encouraged to read and comment on each other’s work. A chat room 
facility is also available to discuss their poetry in this learning environment.    

4. Classical Tamil online 

 Classical Tamil Online is one of the major projects of the Central Institute of Classical 
Tamil, Chennai. It aims to provide learners with an ability to understand, appreciate and 
interpret classical Tamil language and literature. The classical Tamil is a special language and 
its use is confined to the domains of grammar and literature. Unlike other domains of 
language use, these domains expect the user to be equipped with the knowledge of 
 language, grammar, different genres, poetics and the style of the classical literature. 

 Course Design: The framework for course design is based on RBL Resource Based 
Learning) which implies that the learner is being given access to learning events in a 
 teacher independent manner. 

5. Stages of Content Development 

5.1 Specification of learning outcomes, aims and objectives  
5.2 Specification of course content: identification of learning outcomes and 
description of course content  
5.3 Development of Tutorial strategies: decisions about sequencing of learning events, 
use of media and other supporting aids and ordering in conforming to ‘Course Shell’ 
5.4 Development of Assessment strategies: This includes both formative and 
summative assessments 

The above are mapped as follows: 
A. mapping between the statements of learning outcomes and the specification of 
course content 

 B. mapping between learning outcomes and sequence of learning events 
 C. mapping between learning events and appropriate tutorial strategies 
 D. mapping between learning events and assessment strategies  
6. Conclusion  

This paper has described the development of online tutorials for learning poetry from 
Classical Tamil; in this paper has presented using the computer managed learning approach. 
This online teaching for Classical Tamil is available in the Central Institute of classical Tamil 
website (http://www.cict.in).   
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Computer and Online-assisted Teaching, Learning of Tamil. 

Louis Isack Kumar 
Education Officer,  Ministry of Education, Singapore 

Objective(s)  

At the end of the presentation, participants will be able to:  

To know  how to use open source tools for Tamil teaching and learning and to acquire 

knowledge and skills to promote Self-directed Learning (SDL) and Collaborative 

Learning (COL) through the use of open source tools in the teaching of Tamil Language. 

To bring classroom into the 21st Century by encouraging critical thinking and real world 

communication, with open source tools, where students are engaged outside the 

classroom.  

To create e-worksheets using open source tools and to create QR codes to access the 

worksheets for smart phone devices. 

Theoretical 

underpinning:

            Recognising the need to prepare our Tamil Language students for life in the 21st

century, Enhancing the Teaching and Testing of Mother Tongue Languages (MTL) to nurture 

Active Learners and proficient users – MTL Review Committee released its 

recommendations to nurture students to be proficient users of the language. Great emphasis 

will be placed on helping students to like learning their MTLs and become proficient in using 

them in a variety of real-life settings to communicate effectively, and to leverage on students’ 

increasing info-communications technology (ICT) savvies. This includes a variety of 

interactive content, resources and activities to suit the different leaning needs of students and 

MOE’s vision is to make MTL a living language for students. 
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Research has shown that MTL teachers should explore the use of technology in engaging 

pupils to develop their ICT skills. Hence ICT tools have been used to engage the pupils to 

learn Tamil Language effectively.  

Approach/Method/Design: 

This presentation explores the various ways in which various ICT tools can be 

incorporated into the teaching of Tamil Language and centers on a project using online tool 

such as Google Docs. Google Documents (usually abbreviated "Google Docs" ) is a 

commonly used web-based word processing tool. Because of the collaborative nature of the 

application, it is especially important that your shared files are as accessible as possible, so 

that all users who need to access the document can comprehend the content. Google drive is a 

useful tool to help you plan events, send a survey, give students a quiz, or collect other 

information in an easy, streamlined way. A Google form can be connected to a Google spread 

sheet. If a spread sheet is linked to the form, responses will automatically be sent to the 

spread sheet. Otherwise, users can view them on the “Summary of Responses” page 

accessible from the Responses menu. Mother Tongue teachers can use this kind of Google 

form to create online worksheets such as MCQ ( ,

, ) cloze passage, idioms & Phrases, Open ended, e-mail, etc 
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using Smart devices to complete their e-worksheets) 

Conclusion and Recommendations 

In summary, we recognize the importance of providing Tamil Language students with 

the opportunity to learn creatively and engaged to take ownership of their learning using 

online open source tools. We found that the online assisted teaching could be used for home-

based learning as the teacher is able to monitor the progress of the learning on-line or as a 

regular feature to promote further learning without sacrificing much curriculum time.  
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A PEDAGOGY FOR GOLDEN AGERS 
– AN INDIAN CONTEXT 
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“Never regard your study as a duty, but as the enviable opportunity to learn to know the 
liberating influence of beauty in the realm of spirit for your own personal joy and to the profit 
of the community to which your later work belongs”.  

- Albert Einstein  

ABSTRACT 

The steroid mesmerized field of Information technology has grown leaps and bounds in 
computational power, enabling the implementation of the present Character Recognition 
(CR) methodologies, especially the Optical character recognition (OCR). In spite of the birth 
of such systems in languages like Chinese, English, Japanese, we are diminutive of a good 
one for the Indian languages (especially for Tamil). Tamil has not been able to reach the 
podium, owing to its large alphabet size, cumbersome difficult in text entry through 
QWERTY keyboard, the shape complexity of Tamil scripts, and also the large set of different 
patterns that exist in these languages, as opposed to English. This paper aims at designing and 
developing a generic framework for Tamil regional language reading system which will be 
used by the golden agers. The Tamil reading system consists of two subsystems, namely, 
Optical Character Recognition and Text-To-Speech. The paper is in line with contemporary 
business trend of providing regional zest to solutions to enhance their markets reach and 
provide targeted offerings. The recognition accuracy is at par with other methods described in 
the literature. In the future the area of recognition of constrained print is expected to decrease. 
Emphasis will then be on the recognition of unconstrained writing, like Omni font and 
handwriting. This is a challenge which requires improved recognition techniques. The 
potential for OCR algorithms seems to lie in the combination of different methods and the 
use of techniques that are able to utilize context to a much larger extent than current 
methodologies. 

KEYWORDS : Assistive & Rehabilitation Technology (ART),Character Recognition (CR), 
Golden Agers, Interactive Voice Response (IVR), Optical character recognition (OCR) Text-
To-Speech(TTS). 

1. INTRODUCTION 

Tamil Language, being one of the oldest languages is an ocean where we can hunt for 
knowledge treasures. From poetry, through literature to the history and the people’s lifestyle 
and teachings, Tamil has everything to impress and express to the world. Thirukural and the 
like are famous worldwide but unfortunately it forces people to learn the whole language for 
its understanding. This is a tedious process. In this fast moving world, the golden agers 
generation would like to have quality time by reading especially the vast Tamil literature at 
their own pace and connecting with social networks. So, we propose a reading system that 
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can actually help golden aged people to pronounce a Tamil text correctly and to interact with 
the all people around without much mobilization.  

Also, there is a persistent necessity to augment the quality of life and independence of golden 
agers within the community by Creating and providing communications infrastructures which 
could to a large extent trim down social isolation ;Permitting them to maintain a high level of 
autonomy and control over their lives; Keeping them rationally and bodily active for much 
longer, and  Providing suitable levels of scrutinizing and regulation of "in danger" people, 
without negotiating their privacy.  

But how do we help these technologically challenged Tamil people? How to make use of the 
latest improvements in Information Technology without compromising their self-respect? 
Then, the solution comes from the disruptive technologies which can be turned into an 
opportunity. 

2. TECHNOLOGIES AT WORK 

The hypnotized field of Information technology has not only swept the feet’s of 
computational power, but also has spiraled the implementation of the present Interactive 

Voice Response (IVR). IVR is one of the most intriguing and demanding areas of pattern 
recognition with diverse practical applications. It can contribute incalculably to the 
improvement of an automation process and can perk up the interface between man and 
machine in many applications and also creates an escalating demand on many emerging 
application domains, which require more sophisticated methodologies.  

Assistive & Rehabilitation Technology (ART) has the potential to play a major role in 
assisting senior/differently abled people to take active participation in life. Information 
technology (IT) has already established its competence to renovate the human (youth) 
activities of communication, entertainment, and shopping. An escalating number of older 
people can be taught and trained to utilize ART based on IT, to realize these endeavors, with 
appropriately designed systems, thereby increasing active participation. Generally, 
aged/senior adults stumble upon two main barricades to computer use: ingenuousness with 
modern computers and age-related impairments. These obstacles are liable to intermingle and 
together they must be addressed in the design of legitimately appropriate systems.  

2.1. ASSISTIVE & REHABILITATION TECHNOLOGY (ART) FOR GOLDEN 
AGED TAMIL KINSHIP 

While assistive technologies such as Optical character recognition (OCR) and Text-to-Speech 
(TTS) synthesis have been around, they exist as independent systems without an easy to use 
integral framework and have not been adapted well for regional languages such as Tamil. 
There clearly is a need to bridge the gap between OCR and TTS and adapt it for regional 
languages. 

Optical Character Recognition (OCR) is a well-researched field. There are many OCR tools 
that convert all types of western scripts sufficiently. But the same for Indic scripts especially 
Tamil is limited. There is scarce number of tools for Tamil. Only few tools like Ponvizhi and 
gTamilocr are notable tools dedicated for Tamil language. Tesseract is an open tool which 
can be adopted for Tamil. Text to speech techniques are also limited for Tamil. Hardly any 
system reads Tamil text with the native accent for Tamil. eSpeak and Kural are the rare tools 
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that conveniently can read out Tamil characters. Also, for Tamil, systems that combine 
character recognition and text to speech techniques are highly complex.  

 There are solutions that allow for scanning and digitizing images of text. Text-to-speech 
(TTS) is also fast maturing field and found its way into common usage through smart phones 
such as android phones. Creating the generic framework that brings together disjoint OCR 
and TTS systems for regional languages is the main ideology. First step is training the 
Tesseract OCR device for regional language Tamil. Once training is done we move on with 
integrating OCR and TTS into single generic framework. 

3. APPREHENSIONS 

Since Tamil is not used worldwide like other languages such as English and French, the 
development of tools for Tamil character recognition is limited. Hence, the numbers of tools 
dedicated to recognize Tamil alphabets are less in number. And in these tools that have been 
developed for Tamil do not give efficient results. The tools come with a few image files also 
known as the package files. Only these files are well trained by the tool and hence are read 
clearly. When a new image file is given as the input, mistakes are made on the very same 
characters that were read correctly in the stored images. So, these tools prove to be useless 
though they have been developed with lots of effort put in. 

Out of those which can read images from outside its own predefined images, the tools can 
identify only very few or in some cases just one type of image files. If this is the case, the 
user is forced to convert the files into the file readable by the system. It increases the work of 
the user of the tool. A good tool is one that can take in any time of image for conversions. 

OCR technique helps converting handwritten text into electronic data, making it readable by 
both machines and humans. TTS software read the characters and voices them out. Though 
these two ideas are highly advantageous, they are still disjoint. Many will get benefited if 
these two techniques are combined. So the issues focused here are Tamil training in OCR 
tool, Integrating OCR and TTS tool with special emphasis for the golden agers. 

4. LITERATURE SURVEY 

The ideologies discussed in the survey papers are discovered and consumed to come up with 
various efforts to enhance the OCR and TTS tools taken. Each paper adopts different 
methods to achieve their single goal of easy storage, high throughput and more efficiency. 
OCR papers deals with various methodologies to carry out the character recognition process. 
TTS papers follow the general text to speech conversion process employing different 
algorithms in it. 

4.1. RELATED WORK OF OPTICAL CHARACTER RECOGNITION(OCR) 

Optical character recognition belongs to the family of techniques performing automatic 
identification. Automatic Identification can be classified into Speech recognition, Radio 
frequency, Vision systems, Magnetic stripe, Bar code, Magnetic ink, Optical Mark Reading, 
Optical Character Recognition 

4.1.1. THE IOCRED SYSTEM SCHEME 
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Jianli Liu et al., (1993) have proposed, an Intelligent OCR Editor (ICORED) for the 
automation of OCR post processing of the image which reduces the error rate and the 
reduction of cost per page of an OCR system drastically. As a result, the throughput increases 
per unit of character set. 

4.1.2. OCR IN A HIERARCHICAL  FEATURE SPACE 

Jaehwa Park et al.,(2000) describes a character recognition methodology (henceforth referred 
to as Hierarchical OCR) that achieves high speed and accuracy by using a multi-resolution 
and hierarchical feature space. Features at different resolutions, from coarse to fine-grained, 
are implemented by means of a recursive classification scheme. Typically, recognizers have 
to balance the use of features at many resolutions (which yields a high accuracy), with the 
burden on computational resources in terms of storage space and processing time.  

4.1.3. OFF-LINE CURSIVE HANDWRITTEN TAMIL CHARACTER 
RECOGNITION 

R. Jagadeesh Kannan,et al.,(2008) gave an approach to off-line recognition cursive Tamil 
script based on HMM which uses the combination of time domain and frequency domain was 
proposed in this paper.  

4.2. RELATED WORK OF TEXT-TO-SPEECH(TTS) 

4.2.1. Text-to-speech conversion on a personal computer  

Yousif A. El-Imam (1990), presents a system that uses a set of units derived from Arabic 
syllables to synthesize unlimited vocabulary speech on PCs. Text transcription rules operate 
on input orthography to generate an abstract representation of phonemes and syllables that 
form synthesis units and speech. 

4.2.2. High quality text-to-speech synthesis: a comparison of four candidate algorithms 

T. Dutoit(1994),uses four candidate speech models in the context of high quality text-to-
speech systems (HQ-TTS), address problems typically encountered by their prosody 
matching and segment concatenation modules, and compare their performances regarding : 
the segment database compression ratio they allow, the computational load of the related 
synthesis algorithms, as well as their intelligibility and subjective segmental quality; 

It is seen that there has not been given proper attention for integrating OCR and TTS tool in 
the papers discussed. So, an effort has be made to develop a generic framework to integrate 
the disjointed OCR and TTS. 

5. PROBLEM STATEMENT 

To design, develop, implement and test simple assistive technological solution for the golden 
aged populace in the realm in the urban/semi-urban/rural areas characterized by Cost 
effective and affordable by visually confronted golden age populace of different segments in 
society; Improves independence of golden aged people. 
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6. PROPOSED GENERIC FRAMEWORK FOR REGIONAL LANGUAGE 
READING SYSTEM 

The generic framework for regional language reading system is divided into two subsystems, 
namely, the Optical Character Recognition (OCR) and Text-Speech Synthesizer (TTS). The 
OCR subsystem consists of a series of modules like image capturing, preprocessing, feature 
analysis and extraction and post processing.  The TTS subsystem consists of language 
processing, voice modulation block phoneme databases. 

Figure .1  High-Level Architectural Design 

Figure 1 is the overall architecture of the system to be designed. The two tools are integrated 
to provide a single output as a whole. This can be made possible as the output of the OCR 
tool is the input for the TTS tool in general. OCR involves preprocessing stage wherein it 
adjusts the features of the image and its skew according to the system need. Then it segments 
the characters in the image as a letter or word accordingly. This output is then given for two 
different word pass 1 and word pass 2. In word pass 1 for word recognition and word pass 2 
to enhance the previous process. This then passes the final text to TTS. In TTS, the text is 
checked for the language that is to be voiced and then do signal processing. The words in the 
text are compared with dictionary words by referring to the database. This finally gives the 
overall output which is speech. 

7. REALIZATION OF THE PROPOSED GENERIC FRAMEWORK FOR 
REGIONAL LANGUAGE READING SYSTEM 

Amongst the best OCR tool Tesseract 3.0.1 t was originally designed to recognize English 
text only. Efforts have been made to modify the engine and its training system to make them 
able to deal with other languages and UTF-8 characters. Tesseract 3.0 can handle any 
Unicode characters (coded with UTF-8), but there are limits as to the range of languages. 
Prior works before training are given here. All though it does not provide recognition for 
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Tamil language it can be trained for Tamil script through a series of processes. The TTS tool 
which will produce the voice output takes in the Unicode Tamil text in a text document file as 
input. Here the TTS tool that we have analyzed and found to be efficient is the eSpeak tool 
which does TTS conversion for various languages. 

8. CONCLUSION  

In spite of the birth of such systems in languages like Chinese, English, Japanese, we are 
diminutive of a good one for the Indian languages (especially for Tamil). Tamil has not been 
able to reach the podium, owing to its large alphabet size, cumbersome difficult in text entry 
through QWERTY keyboard, the shape complexity of Tamil scripts, and also the large set of 
different patterns that exist in these languages, as opposed to English. The most accurate 
OCR tool, Tesseract which gives 100% result for English language is being trained here 
without conciliating image quality parameters as resolution, contrast etc., In conclusion, this 
generic framework is designed for integrating Tesseract OCR device and eSpeak TTS device 
into a single standalone solution for a regional language Tamil. This combo was chosen to 
enhance the productivity of the character recognition system and the text to-speech 
conversion systems. The OCR tool Tesseract for Tamil language, training was realizable, but 
not to the fullest.  

9. FUTURE WORK

Many more ideas can be instilled into the solution developed so far. Newer languages can 
also be trained and made available for easy reading. Next, translation of script into other 
languages can also be offered. Lastly, another future advancement that can be made it to avail 
the reading system in portable devices like mobile phones, iPads, tablets and the like. Future 
work includes, refining the results by OCR using cross-referencing with the dictionary and 
other high level semantic techniques, developing applications using the core framework and 
making modification to existing OCR solution for more robust results.  
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Abstract-

Visualization is the graphical presentation of information, with the target of providing the

viewer information, to monitor trends embedded in data, and to explore huge volumes of data 

from hypothesis generation.  This study gives the review about visualization, its types, search 

engines, tools and its usage in Natural Language Processing. Visualization technologies help 

to categorize patterns and to mine insights from huge amounts of information. Visualization 

technology shows significant promise from raising the value of large-scales collections of 

information. 

Keywords- Natural language processing, Visualization and Search Engine. 

Introduction 

Visualization 

Visualization with a qualitative understanding of the information contents. It is also the 

process of transforming concepts, objects, and numbers into a structure that is perceptible to 

the human eyes.[1] 

Visualization in Natural language Processing 

The process of analyzing the input provided in a human language and transformation of this 

input into a helpful form of representation. The field of Natural language Processing is 

mainly concerned with getting computers to perform useful and interesting tasks with human 

languages. Natural language Processing (NLP) data is wide ranging in scope but has specific 

characteristics that mean the problems with visualizing large amounts of data are less 

significant. This is because either the information is visualized as coloured markup on the 

text, or the information is grouped over small segments of text, such as paragraphs or 

sentences.[2]

Types of Visualization 

Data Visualization  

Data visualization is a graphical representation of numerical data. It understands the patterns,
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trends and relationships that exist in groups of numbers. It involves detection, measurement, 

and comparison, and is improved by means of interactive techniques and providing the 

information from various views and with multiple techniques. The precise data visualization 

tool can present a difficult data set in a way that is simple to understand. [1] 

Scientific Visualization 

Scientific visualization is concerned with use of computer graphics for the analysis and 

presentation of computed or measured scientific data. It exemplifies the skill of using 

computer graphics techniques to explore results from numerical analysis and extract meaning 

from complex multi-dimensional data sets. Few areas of scientific visualization are flow 

visualization, chemical visualization, astrophysical visualization and medical visualization. 

There are a number of different techniques to visualize scientific data, with reconstruction of 

isosurface and direct volume rendering being the more common. 

Information visualization 

Information visualization is a computer-aided process that aims to reveal insights into an 

abstract phenomenon by transforming conceptual data into visual-spatial forms. The 

information visualization optimizes the use of our perceptual and visual-thinking ability in 

dealing with phenomena that might not readily lead themselves to visual-spatial 

representations [3]. 

Knowledge Visualization 

Knowledge visualization represents the data results of a computer-simulated cognitive  
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process, such as learning, perception, reasoning and association of some knowledge acquired 

by human beings [4] 

Visual Search Engines 

Interactive graphical and visualization techniques are recommended to increase the ability of 

the display to handle huge numbers of results while simultaneously presenting several 

attributes for each Web page. Query reformulation and reconstruction is usually controlled by 

the search engine leading to redundancy. Integrating the user in the progression of query 

reformulation is done by visualizing the process itself and it benefits the overall search 

relevance. An interactive Visual Search Engine visualizes both processes of query 

reformulation and results presentation [5]. 

WhatsOnWeb is a search engine which provides a new efficient clustering algorithm, which 

integrates new graph visualization algorithms and introduces a novel visual strategy for 

exploring clustered graphs.  Experimental analysis is performed to evaluate the effectiveness 

of WhatsOnWeb+ as a search engine and performances is compared. It features three new 

illustrative interfaces, based on radial, layered, and treemap and measures the Efficiency of 

the clustering technique [6].  

Yale Image Finder (YIF), a search engine that indexes text found inside biomedical images. 

YIF provides more comprehensive research results by searching over text that may not be 

present in the image description, and offers the ability to find related images and associated 

papers by directly comparing image content [7].

Types of Graph 

Graphs represent structured and connected data. Graph visualization has several areas of 

application. A file hierarchy in a computer system is represented as a tree. It is necessary to 

navigate through the file hierarchy in order to find a particular file. The problem in viewing 

graph visualization is the size of the graph. Large graphs cause several complex problems. If 

the number of elements is huge, it can compromise performance or reach the limits of the 

viewing platform. This study presents a tree layout, H-tree layout., Balloon view, a cone tree, 

Hyperbolic view of a tree in 3D, the Klein model for the hyperbolic plane, Fisheye distortion 

and different schematic views of a tree namely ghosting, hiding, and grouping [8].

Tools

Visualization modules define graphical interfaces for viewing and manipulating data 

structures, and graphical tools for experimenting with Natural language Processing (NLP) 

tasks. This paper presents various modules for interfacing, building and displaying tree 
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structures. It also provides a graphical tool for displaying and simulating finite state automata 

and interactive graphical tool for experimenting with chart parsers. [9] 

Conclusion 

Complete human-level natural language understanding is still a distant goal, but there are 

practical and usable partial NLP systems applicable to many problems NLP methods have 

opened up new possibilities for high performance text understanding systems and 

visualization. This work presented a general survey of text visualization, natural language 

processing, visualization types, visual search engine, graphs and about visualization tools.  
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Abstract:

Tamil literature has a rich and long literary tradition spanning more than two thousand years. 
The oldest extant works show the signs of maturity indicating an even longer period of 
evolution. This article presents a software framework for developing bilingual applications 
for such Tamil literary. A desktop application is designed to validate the software framework 
using the Tamil literature Thirukkural. Further the application for thirukkural is developed to 
support Tamil and English languages.  The application is designed with effective search 
methods of Kural with a user friendly Graphical User Interface.  

Index Terms:  Bilingual, Framework, Unicode 

1. INTRODUCTION 

In Tamil, there are plenty of literature which consists of rich culture and greater values. To 
expose the values of Tamil literatures there is a need to develop software applications which 
supports bilingual or multilingual, so that any of the language users can taste the values and 
the virtues of Tamil culture. At present in the field of Tamil computing very few desktop and 
web based applications are available on Tamil literature.  The proposed application is 
developed for Thirukkural which belongs to the Sangam age of Tamil literary. This literary 
has the rich values and it has been translated into many other languages all over the world. It 
is one of the most famous Tamil literatures and most readable book in the world. 

The aim of this article is to give readers a comprehensive overview of bilingual database and 
to develop   a   framework   for   a   bilingual   database application. An application is 
developed adapting to the framework and further the application is also evaluated. This 
article intends to describe the structure of the bilingual database framework. Database 
systems need to be efficient with respect to multilingual data. Databases can be classified 
according to the types of it contents: bibliographic, full-text, numeric, and images. In 
computing, databases are sometimes classified according to their organizational approach. 
The most prevalent approach is the relational database, a tabular database in which data are 
defined so that it can be reorganized and accessed in a number of different ways. The 
database which is implemented to support two languages is called bilingual database and the 
database that supports more than two languages is known as multilingual database.  

The article is further organized as follows. In section 2 related works on multilingual 
database are narrated in a nutshell. In section 3 the software framework developed for a 
bilingual database application is presented. In Section 4 the software framework is validated 
by implementing a desktop application adopting the framework. The conclusions are 
proposed in section 5.  

2. RELATED WORKS 

A database is a collection of information that is organized so that it can easily be accessed, 
managed, and updated. But it is quite difficult to store and manipulate more than one 
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language in database. This section attempts to review several research works related to the 
bilingual and multilingual information retrieval system. 

Saraswathi.S et.al.,[1] have developed a generic platform for bilingual information retrieval 
which can be extended to any foreign or Indian language. Search for the solution of the query 
is not performed in a specific predefined set of standard languages but is chosen dynamically 
on processing the user’s query. This system is tested for information retrieval using the 
keywords alone and with the use of concept words obtained from the ontology. Isao Goto 
et.al.,[2] have developed the database that is composed of news texts used for international 
broadcasting services. The multilingual database is compiled from the news texts belonging 
to twenty two languages. The research work describes the features of the database and the 
process of compiling the database and also demonstrates a multilingual translation aid system 
intended to support news translation. Jeffrey Sorensen et.al.,[3] have proposed a new 
architecture that supports all types of database such as MSSQL, MySQL, Sybase, MSAccess 
etc., This architecture also supports Unicode and full-text indexing. Two techniques are used 
to retrieve the information namely string comparison and N-gram indexing. This system uses 
Unstructured Information Management Architecture (UIMA) and many of the components to 
provide access to a multilingual database documents. 

Shafi S.M et.al.,[4] have presented the design of an interface for developing a database of 
‘medieval manuscripts’ for accommodating data elements in multilingual and multiscript 
medium using Unicode character sets. The design of the multilingual interface for medieval 
manuscripts exhibits the exploitation of the opportunities offered by the information 
technology without any constraints for the users. Victor Zue et.at.,[5] have developed 
multilingual conversational systems that support human-computer interactions. It is based on 
the premise that a common semantic representation can be extracted from the input for all 
languages, at least within the context of restricted domains. In design of such systems, 
language dependent information is separated from the system kernel as much as possible, and 
encoded in external data structures. Helmat Berger et.al.,[6] have proposed an approach for a 
multilingual natural language query interface that allows the formulation of queries on 
tourism information. The interface is based on n-gram language identification and a keyword-
based query interpretation where natural language analysis is performed for identification of 
the requested objects. The web-based interface is designed to allow for easy addition of 
alternative languages and for easy adaptation to other application domains. 

Martin Andreson et.al.,[7] have proposed a framework for building a FEderated MUltilingual 
database System(FEMUS). The term federated meant the global system that provides the 
functionalities to include as components, different heterogeneous database systems 
cooperating together. This system is responsible for transforming the global queries and 
updates into statements for the component schema. In a multidatabase system, local 
components are kept separate, such that no global federated schema exists. Petraki E et.al.,[8] 
have proposed the utilization of a priori conceptual relations between terms that exist 
independently of any documents through a controlled vocabulary known as thesaurus, which 
incorporates both terms and the conceptual relations among them. The research work also 
discusses the integration of multilingual thesauri in the set-theoretic FDB (Frame DataBase) 
data model, which offers a universal schema for all applications. European Statisticians 
Sharing Advisory Board and Uniter Nation Economic commission for Europe(UNECE) 
Secretariat[9], with input and peer review from participants in the 2011 joint 
UNECE/Eurostat/ OECD meeting on management of Statistical Information Systems (MSIS) 
declared some principles to develop multilingual applications. 
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Swpna.N et.al.,[10] described some of the most important areas of information retrieval, in 
particular, Cross-lingua Information Retrieval (CLIR) and Multilingual Information Retrieval 
(MLIR) where CLIR deals with asking questions in one language and retrieving documents 
in different language and MLIR deals with asking questions in one or more languages and 
retrieving documents in one or more different languages. It also explains a description on 
cross-lingual and multilingual information retrieval, its challenges and current methods, 
techniques and evaluation tracks to overcome problems for efficient and resourceful 
searching. Thenmozhi D et.al.,[11] have  developed a Cross Lingual Information Retrieval 
(CLIR) system that helps the users to pose the query in one language and retrieve the 
documents in another language. It addresses the issue of translating the given query in Tamil 
to English using Machine Translation approach. It also uses a Morphological Analyzer to 
obtain the root terms of source query. The system exhibits a dynamic learning approach 
wherein any new word that is encountered in the translation process could be updated to the 
bilingual dictionary. Jialun Qin et.al.,[12] have developed and evaluated a multilingual 
English-Chinese Web portal in the business domain. A dictionary-based approach has been 
adopted that combines phrasal translation, co-occurrence analysis, and pre- and post-
translation query expansion. The proposed approach can be applied in other web based 
applications or digital libraries. 

Abu Sayed Md. Et.al.,[13] have proposed a translator-based approach for handling 
multilingual data that stores data in theoretical information way with minimum redundancy. 
In this research work, the algorithms are developed for inserting the multilingual data into a 
single non-redundant database and querying and updating the database. The algorithms have 
been evaluated by syntactic data sets generated by a data generation program. The system is 
implemented for two languages: English and Bangla. In this system, data has been stored in a 
central server and clients can perform different operations in the database dynamically in a 
distributed environment. A Thirukkural application called DailyKural is developed by Guru 
Kathiresan[14]. It was developed as a desktop application to support Tamil and English 
languages. The application is implemented with few search methods. The application allows 
the user to view one Kural at a time. There is no feature to view the whole Kural under the 
category of Chapter, Chapter Group and Section. 

3. BILINGUAL SOFTWARE FRAMEWORK 

The main aim of this section is to present the overview of bilingual software framework. The 
proposed framework is developed for the Tamil literary, Thirukkural. The application is 
developed with few reusable components such as: Database structure, Graphical User 
Interface design and programming code. The objectives of the proposed system are: to 
present a comprehensive overview of bilingual database applications, develop a software 
framework for Tamil literary, and develop a desktop application for Thirukkural based on 
framework and to validate the framework using bilingual database. 

Figure 3.1   Bilingual Software Framework 
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The software framework is depicted in figure 3.1. In the figure, bilingual interface represents 
the graphical user interface of the proposed software. Process model includes the process 
involved in retrieving the data from database based on the user’s query. The framework 
provides user services which means user can install the application in their system wherever 
they want to use. It allows the user to maintain the framework in the end system. The 
framework utilizes the bilingual database to retrieve data that is developed with this 
application.  

4. IMPLEMENTATION AND EVALUATION 

The aim of this section is to describe the development phases involved in implementing the 
software framework for Thirukkural. The system is implemented as a desktop application 
using C#.Net Windows Forms as front end and MSSQL database as backend. To support 
Tamil fonts in MSSQL, Unicode UTF-8 is used. The proposed framework is developed with 
four modules. They are: 1) Selection of language, 2) Searching methods of Kural, 3) 
Exporting to MSWord and MSExcel and 4) Facts about Thirukkural and Thiruvalluvar. 
Selection of language is the first module that is used to select the language either Tamil or 
English. The list of Kural is categorized under chapter and the list of chapters is structured in 
hierarchy form using treeview control. By selecting the specific chapter from the treeview, 
user can view the Kural.                 

The second module of this application is searching methods of Kural, which provides seven 
different methods to search Kural efficiently. They are: search kural by kural’s number, 
chapter’s number, name of the chapter, and name of the section, name of the chapter group, 
starting and ending word of the Kural. The third module is exporting Kural from application 
to MSWord and MSExcel. This module allows the user to export the Kural that they have 
selected into word format or excel sheet. The system also contains the interesting facts about 
Thirukkural and Thiruvalluvar.  The source of Thirukkural in English is taken from 
G.U.Popes Thirukkural Translation and commentary[15] and the source of Thirukkural in 
Tamil is taken from M.Karunanithi’s commentary[16]. 

The system is evaluated using two assessment method. They are: Criteria-based assessment 
and Tutorial-based assessment. In criteria-based assessment method, the usability and 
maintainability of the application is evaluated. The installation process of the application is 
clearly defined and the end user’s expectations are evaluated in this assessment.  In tutorial-
based assessment method, the software is evaluated by the experience of the user with the 
application. The application is also tested with the Visual Studio Test Professional which is 
used to identify the bugs and assures the quality of the application.  The application is 
evaluated by the Ph.D Scholars of Department of Tamil, Sacred Heart College. The feedback 
given by the scholars are analyzed and the application is revised. 

5. CONCLUSION 

A software framework for a bilingual database application is presented in detail. The 
framework is evaluated by developing a bilingual desktop application for Thirukkural using 
C#.Net Windows Forms as front end and MSSQL database as backend. The application is 
portable and the user can install and access the application in any system. The Graphical User 
Interface designed in the application is simple and user friendly. Effective search methods are 
incorporated in the application to search the bilingual database based on a criteria.  
The application has several reusable components so that it can be adopted for any other Tamil 
literary by replacing Thirukkural. The bilingual database used by the application can be 
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redesigned as a multilingual database by adding other languages like Malayalam, Hindi etc., 
To perform the semantic-based search, the framework can be further implemented by using 
ontology as backend and C#.Net or Java as front end. 
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“Contribution to the early history of algorithmics in Tamil: the 

 in the , the  and 

the  commentary.” 

Jean-Luc Chevillard, 
CNRS, University Paris-Diderot,  Histoire des Théories Linguistiques (UMR 7597) 

https://univ-paris-diderot.academia.edu/JeanLucChevillard 

With the advent of computers, the use of algorithmic techniques which require special 
training and concentration has potentially become the property of everyone, because we can 
often simply ask a computer to “do the job”, provided we are capable of “explaining” to it in 
details the procedures which are to be followed. As consequence, some ancient difficult 
technical texts are potentially available, for active reading, to a greater public than they were 
in earlier periods, when those technical texts were considered as closed books for most 
people. This can certainly heighten the interest of the general public in the domain called 
“History of Science” (and History of Scientific Literature). 

 The present paper is dedicated to an illustration of such a situation, being an attempt 
at a modernized short presentation of a topic traditionally known as  (“the 

six clarifications”) which is dealt with in detail inside two ancient Tamil texts,1 the 
 (YV) and the  (VC) commentary, these six topics 

being called: 

1.  (alias )

2.  (alias )

3.  (alias )

4.

5.

6.

The ancient scholars who made use of those technical devices were engaged in an attempt 
(inside a domain on the border of combinatorics and metrics [ ]) at mastering the 

complexity involved in describing the bewildering variety of the metres used by poets in 
certain types of stanzaic composition, with a fixed rigid pattern, where the four lines of a 
stanza are metrically totally similar, and which fall under what the YV calls 

1
It should be stated at the beginning of this article that Tamil is not the only language for which calculations of

the type described here have been performed. The reader of Knuth [2006: 49 51] is already made partly aware

of the importance of Indian sources for the history of combinatorics, but a reading of Alsdorf [1933] and of

Van Nooten [1993], who both build on the seminal 1863 work of Albrecht Weber, makes one fully aware of the

sophistication of some Sanskrit treatises. Alsdorf 1933 article (in German) about the “pratyaya s” has

appeared in English translation in 1991 in the Indian Journal of History of Science. It is therefore all the more

important to also draw the attention of historians of Science on the mathematical elements buried inside

ancient Tamil stric texts, since very few people are trying to read them nowadays.
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(see YV_1998, p. 507-516) and the VC calls 2 (see VC_1942, p. 177 and VC_2005, 

p.477). Those meters3 are different from the meters which were discussed in my INFITT 
2009 presentation.4

 A striking example of the use of those rigid meters is found inside the T v ram hymn 
(having twelve stanzas) which is referred to as  (T v. 3-67)5 and in 

which Campantar devotes one stanza to each of the twelve names of , modelling each 

stanza on the particular phonic form of the name which it contains. More precisely, if we 
adopt, from earlier writers, the convention that “L” represents a “light” syllable  and “G” a 
heavy syllable: 

Each line in stanza 1, which contains the first name, Pi-ra-ma-pu-ra(m), contains five 
groups LLLLL of five syllables in which the first four are almost always6

unambiguously “light” (i.e. short): ( ) ( )

 /  ….. Those 

five groups are followed by a heavy syllable, as a coda. 

Each line in stanza 2, which contains the second name, V - u-pu-ra(m), contains five 

groups GLLL of four syllables, plus a heavy coda. In each of the five groups, the first 
syllable is always “heavy” and the following three are “light”: 

 // 

( ) ( ) 7  …. 

Etc.8

Space being limited, I shall now make the hypothesis that the reader has accepted the idea 
that rigid metrical patterns exist in some Tamil poetical compositions, and that we have three 
examples inside T v ram  3-67, which are: 

LLLLL LLLLL LLLLL LLLLL LLLLL G (in stanzas 1, 3, 7, 8 and 12) 
GLLL GLLL GLLL GLLL GLLL G (in stanzas 2, 4, 5, 9, 10 and 11) 
LGLL LGLL LGLL LGLL LGLL G (in stanza 6) 

2
For instance, the commentary to the VC announces, just before VC133: “i ic canta ka ukkup piratt ramutal

ute ivuka uñ colluki .” It should however be noted that the 2011 “reprint” of VC_1942 has strangely

changed the numbering of VC133 to VC131 (which is VERY surprising for a reprint!)
3
The interested reader can gain more insight into the technicalities of that type of poetry by reading the

second part (starting on p.242) of Pacupati[2010]. One episode in the history of the description of those

meters is presented in Ma ika a [2014].
4
More elements are discussed in Chevillard[2014].

5
See pp. 345 346 in the edition cited in bibliography.

6
The exceptions seem to caused only by the occasional presence of the liquids “r” and “l”. One might

postulate, as a working hypothesis, that those liquids are not sufficient for making those syllables (see for

instance “nararka payil”) heavy. The fifth syllable in each group is somehow less precisely specified and we

might want to say, as a working hypothesis, that the line contains LLLLX LLLLX LLLLX LLLLX LLLLX G, where X is

unspecified, because of a short pause.
7
Concerning this apparent exception, one can note that followed by is called

“reduced m” in grammars, which might in fact indicate a nasalized pronunciation of the preceding vowel.
8
Space being limited, I shall here simply briefly indicate the patterns repeated five times in the other stanzas,

and the names which they imitate. They are: 3. LLLLL (pukalinaka_r ); 4. GLLL (ve kuru v a_t ); 5. GLLL

(t ipura_m ); 6. LGLL (tar ymo i_….); 7. LLLLL (cirapuram a_t ); 8. LLLLL (pu avam atu_v ); 9. GLLL

(ca painaka_r ); 10. GLLL (k inaka_r ); 11. GLLL (koccainaka_r ); 12. LLLLL (ka umala na_kar)
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The first pattern contains 26 syllables and the other two patterns contain 21 syllables each. 
We are now in a position to make use of those examples for explaining that: 

The technical devices known as  are useful for conceiving 

individual patterns as part of ordered sets, which would be in that case (A) the set of 
all patterns made of 26 syllables and (B) the set of all patterns made of 21 syllables. 
This is obtained by associating with each pattern a number, which is its RANK inside 
the ordered set. 

More precisely, the application of the techniques referred to by the designation 

, allow us: 

1. to build step by step a (virtual) chart containing many lines, illustrating the ,

i.e. all the possible N-tuples, i.e. sequences of N symbols, each symbol being taken 
from {L,G} 

2. to find out the unknown N-tuple which sits on a line of a given rank R inside that 
virtual chart  (This is the second clarifying device, called 9, alias ).

3. to determine the unknown rank  inside the chart of a given N-tuple.10 (This is the third 
clarifying device, called , alias )

4. to find out how many of the lines in the chart contain P times G and (N-P) times L,
which amounts to a knowledge of Pascal’s triangle. 

5. to understand how many lines global charts contain 
6. to calculate how much space it would take to explicitely write down the chart. 

None of those tasks is easy to carry out by hand, and anyone who has tried to read the 
corresponding sections in the YV (see the 1998 edition of YV, pp. 535-547] or in the VC (see 
the 1942 edition, pp.177-194] will be aware of the complexity involved in understanding 
ancient scholars’ explanations. 

 Luckily, a great Tamil scholar, the late T.V. Gopal Iyer (1926-2007), in his 2005 

edition of the V rac iyam (see VC_2005) has provided us with very lucid explanations, 

which allow us to easily grasp the meaning of (slightly) cryptic ve p -s, such as: 

Thanks to his help (see VC_2005, pp. 479-481), and thanks also to the explanations 
contained in Alsdorf[1933/1991] and Van Nooten[1993], it is however possible to a modern 

reader to understand how this ve p  can be expanded into an algorithm generating the 

sequence of all N-tuples, because, after an initialisation phase, the algorithm explains how to 
go from line n to line n+1. 

9 YV says “ ” (“I do not know the

disposition of the tokens for that of which I know the rank”) (YV1998, p.536).
10
YV says Ô ; ” (“I

know the disposition of tokens; but I do not know its number, which tells which rank the disposition has”)

(YV1998, p.536).
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START with line 1 containing N times the symbol G 
LOOP: look for the first G on line n {if it is found call “p” its position; if not go to 
END} 
place a L at position p on line (n+1) 
place a G at all positions before position p on line (n+1) 
for all positions after before position p on line (n+1), make them similar to what they 
were on line n 
go back to LOOP 
END: terminate. 

There is of course much more to explain concerning the  and we are just at 

the beginning. I hope nevertheless have given, through this short presentation, the desire to 
the young generations to explore the explanations hidden in ancient books, which they can 
rejuvenate with their young energies. They might thus become aware of the fact that, very 
often, as we say in French, “L’ancien est toujours neuf!”11
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What is old can still be new/young/relevant !
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Introduction

E governance is what many countries are looking forward to establish a citizen centric government.

The essence of e governance is to reach the common man and accomplish the laid governance

objectives through integration of people, processes along with information and technology. In India

many e Governance initiatives are in progress and aims to transform conventional

government citizen relationship by transparency, efficiency, accountability. E governance is by the

governed, for the governed and of the governed. With the changing ICT world, NIC is constantly

meeting the various demands of the Government and the public at large. Few of the e Governance

projects where NIC is actively involved are listed below.

1. Tamil Nadu eDistrict – Scholarship System (http://escholarship.tn.gov.in/)

This Web based system provides a facility for students to file applications for scholarship online

through their respective Institutions and it is operational since 2009

Features

Facilitates transparency in the processing of

application for scholarship

Work flow based file tracking the process at every

level

The status of the scholarship is made available to

Students and Institutions over the net.

Role based Privileges to access the system

Handles fresh and renewal cases

SMS alert to student during registration and cheque

preparation

Dashboard & drilldown chart facility for monitoring

purposes

The same has been replicated for Adi Dravidar Dept and it is

implemented since 2010

2. Pre Examination Portal for the Directorate of Government Examinations

(http://www.tndte.gov.in/)

A pre examination portal has been developed and launched to manage the Nomination Rolls of

candidates for +2 and SSLC public examination. There are 71 Educational Districts consisting of 6005

HSC schools and around 12000 High Schools in Tamil Nadu. Roughly 8 lakh candidates for HSC and 10

Lakh candidates for SSLC appear for Examination every year. The Software helps the School

authorities to login directly into the Portal and feed candidates information including uploading

photograph of the candidate. This helps the Government Data Centre to quicken the process of

validation of candidate’s details including photograph quickly.
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3. Mobile Based Road Monitoring System

This mobile application helps to monitor Road Works effectively. This application is integrated with

Online Scheme Monitoring System. The users are Engineers at Block level who are provided with

Mobile devices with AGPS facility. They can capture the status of Ongoing Road works and can

upload the captured photo along with GPS Co ordinates. The photos can be viewed on Google maps.

The mobile application has been developed on Android platform.

4. Pre Examination Monitoring System for O/o CoE, Anna University.

This web application enables the Controller of Examinations to effectively monitor the Non

Confidential examination related activities involving the O/o CoE and about 550+ Engg. Colleges

Following ‘Pre Examination’ activities have

been developed and implemented:

Registering the Students for the

semester examinations

Capturing the periodical Course

attendance details

Capturing the periodical Internal

Assessment marks

Generating the Examination Hall

Tickets for the eligible students

Capturing the Examination

Absentees Details

5. eDistrict – Revenue (http://edistrict.tn.gov.in/)
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SERVICES COVERED

No Graduate Certificate

Deserted Women Certificate

Income Certificate

Community Certificate

Nativity Certificate

Implementation Status

• Launched in Oct 2010

• 11.75+ lakh certificates applications

have been filed till date.

• 10.36+ lakh certificates have been

digitally signed and issued online.

6. e Services for Transport (transport.tn.nic.in/transport/)

An average of 80,000 Learner’s

License applications being filed

online every Month

An average of 21.000 Heavy Vehicle

Driver’s Training course attended

certificates being issued online every

month

An average of 3,200 Hypothecation

endorsement applications being filed

online every Month.

More than Rs. 120 Crores is

collected through ePayment every

month.

An average of 1.40 Lakhs New Vehicle Registration applications are being filed online every month

out of which, 1.20 Lakhs New Vehicle’s registration fee and Taxes are being paid every month

through this facility. Provision has been made in the Portal to automatic reconciliation of payment

transaction with Bank scrolls.

7. Government e Procurement System (http://tntenders.gov.in)

GePNIC has been implemented in 26 States and Organisations across the country. Central Public

Procurement Portal is being used for the last one year for ePublishing and eProcurement activities

by various Central Govt Depts and PSU’s. Periodical training programmes have been conducted at

the Centre and in the States through the respective State NIC units for the officials of various

Ministries / Departments/PSUs. The system has been customized to meet the requirement of

DGS&D eProcurement. During the year, Govt of Sikkim, Defence PSUs such as Hindustan Ship Yard,

Goa Shipyard and Midhani started adopting GePNIC System.

8. Tamil Nadu Textbooks Online (www.textbooksonline.tn.nic.in)
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The entire textbooks for the school students of class 1 to Class 12 published by the School Education

Department, Government of Tamilnadu are available in pdf format for the General public.

9. Anytime/ Anywhere services of Government of Tamil Nadu (Land records)

( / )

.
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10. TN Government State Portal & CMS (www.tn.gov.in)

Any Time, Any

Where’ access to the

information and services of

the State Government at all

levels from State Government

to District Administration or

Panchayat level for the

Citizens and Business.

Consolidation of all

the information presently

available at existing

departmental websites &

portals

11. SMS based monitoring system for Fair Price Shops of the Cooperative Department

(http://www.tncsc.tn.gov.in/html/pds.htm)

A web based system for collecting stock details and receipt details of PDS Commodities from the Fair

Price Shops and godowns on a daily basis, for planning timely movement of stocks of PDS

commodities.

An SMS based system has been developed for collecting stock details from FPSs & Godowns on a

daily basis, for planning timely movement of stocks of PDS commodities. The online system will

make the process of data collection, compilation & collation more efficient.

Awards:

1. Web Ratna Award for the TN Govt. web site for comprehensive presence.

2. Excellence Award for Application of Geospatial Technology in e Governance for the GIS

project titled, ‘Mainstreaming GIS in e Governance through Web Services in Tamil Nadu’

3. Ministry of Minority Affairs received the SKOCH Gold award for Online Scholarship

Management System on 18th September'2012 at New Delhi.

Conclusion

Various ICT support is being provided in the States / UTs by NIC. Citizen centric services are also

being rendered electronically at the district level, such as Income Certificate, Caste Certificate, and

Residence Certificate etc. along with other services like Scholarship portals, permits, passes, licenses

to name a few. In executing all these activities, NIC has been given recognition in terms of awards

and accolades in International as well as National levels.

Thus, NIC, a small program started by the external stimulus of an UNDP project, in the early 1970s,

became fully functional in 1977 and since then has grown with tremendous momentum to become

one of India's major S&T; organizations promoting informatics led development. This has helped to

usher in the required transformation in government to ably meet the challenges of the new

millennium.
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Introduction:
Internet usage has witnessed a steep increase in the recent years; this significant 

expansion of the Internet at the eve of the twenty first century has allowed the Internet to 
occupy a central part of human life. Expertise in computer usage and intelligent handling of 
the Internet allows humans to communicate freely across an international electronic computer 
network with its inherent extraordinary potential for expansion. The Internet, with its huge 
resources, acts as an essential purposeful tool to cater the rapidly increasing population of 
youngsters who wish to align with the modern times. The scope of information technology in 
developing countries should not be slowed down due to limited accessibility to computers 
and the internet, at home and at educational institutions. Internet allows to reduce social 
isolation; it also has additional psychosocial benefits like communication with friends and 
family, and exploration of hobbies which can be realized with greater ease.   

Aim:
To assess and compare the Internet usage patterns, E – Book reading habits in Tamil 

and the perceived barriers for it among arts and science college students in a rural and an 
urban city in Tamilnadu during 2014. 

Materials and Methods:  
The study was conducted among college students enrolled in various arts and Science 

College in a rural (Manappaarai, Trichy District) and an urban city (Chennai) in Tamilnadu; 
the timeline of the conduction of the study was during July 2014. The carefully designed 
questionnaire which contains four separate parts was administered; [1] To assess the 
Demographic Data; [2] To assess the Internet Usage pattern; [3] To assess the E - Book 
reading Pattern in Tamil; [4] To assess the Perceived Barriers in Internet Usage. 

The demographic data allowed the retrieval of information related to name; age; 
gender; curse of study; year of Study; marital status; and E- mail ID; pin code of the current 
area of residence; pin code of the area of schooling. The responses obtained were noted in a 
Likert Scale Format (SD – Strongly Disagree; D – Disagree; N – Neutral; A – Agree; SA – 

Strongly Agree; NR - Not Responding). All the data were entered into Microsoft Excel sheets 
and the appropriate statistical analysis was accomplished to arrive at the results.  

Results and Discussion:
As a response to the query regarding expertise in handling the Internet, 58 % of 

students from urban and  39 % of students from rural areas expressed that they are well 
expertise with Internet usage whereas,34 % of students from urban and  55 % of students 
from rural areas expressed that they are not expertise in handling the Internet. As a response 
to the query regarding the user friendliness of the Internet and its effectiveness in providing 
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useful information about the Tamil Diaspora, 29 % of students from urban and 22 % of 
students from rural areas express that they are user friendly and effective whereas, 40 % of 
students from urban and 49 % of students from rural areas express that it is not user friendly 
and effective. 

Katz J et al (1997) opined that social and work networks are important in the uptake 
of the Internet among the greater population; similarly we were able to observe that the rural 
students express greater difficulty to locate the relevant websites related to Tamil research 
(31%) than the urban students (26%). As a response to the query regarding the awareness of 
Internet address of authentic Tamil related websites, 52 % of students from Urban and 34 % 
of students from rural areas express that they are well aware; whereas 40% of students from 
Urban and 49 % of students from rural areas accepted their overwhelming levels of difficulty 
in this domain. 
As a response to the query regarding the pattern of browsing the internet, 36 % of students 
from urban and 13 % of students from rural areas accept that they remain always online; 
whereas only 19% of students from urban and 07 % of students from rural areas inform that 
they browse the Internet for more than 3 hours everyday.16% of students from urban and 
12% of students from rural areas opine that they browse the Internet only half an hour every 
day. 18 % of students from urban and 33 % of students from rural areas express that they 
only occasionally browse the Internet. Interestingly, 7% of students from urban and 18% of 
students from rural areas declare that they have never browsed the Internet. Google and 
Facebook turn out to be the most frequented sites by the students in both the rural and the 
urban populations; whereas the site that was most frequently visited in particular reference to 
Tamil research was Tamil Wikipedia. 

Based on the response to the query regarding the behavior of browsing the web to 
read Tamil E books, it was learned that it is less among the rural students (14%) when 
compared to the urban students (26%). Moreover, 38% % of students from urban area feel 
that the subject materials used in the classroom were also readily available over the internet 
as well; whereas this belief does exist only among 18% of rural students. 31% of students 
from urban and 39% of students from rural areas feel that the currently available E - books in 
regional languages on the Internet were unreliable resources to procure authentic information 
for research purposes. 23% of students from urban and 41% of students from rural areas 
expressed their willingness to reconfirm the facts furnished in the E – books, with the 
information in the printed books. Similar to our findings, Trocchia P et al (2000) also found 
that social support influences the efficacy and perception of usefulness of technology.  

As a response to the query regarding the routes frequented to arrive at the E books, 
Google search engine stands first, next comes the sources as E mail attachments from known 
fellow researchers, references linked in wikipedia pages and the various E books stores 
follow the thin segments of resource providers; there is a conspicuous absence of awareness 
about Google Scholar and Google Books among both the populations. 

Regarding the comparison between the behavior of spending time in the college 
central library among the digital section and the printed book section, more students from 
urban (34%) than from rural (30%) areas prefer the digital section while less students from 
urban (41%) than from rural (48%) areas prefer to spend more time in the printed books 
sections. In line with this specific finding, we were able to observe that when questioned 
about experiencing pleasantness to read Tamil books in paper format and as E book format, 
more rural students vote for printed books (28%) than the E books (13%), whereas more 
urban students (35%) than the rural students (29%) support the E books than the printed 
books, probably this is due to the fact that E books invade the viewer ship platform only after 
the initial exposure; this finding can be explained based on a similar observation by Cody JM 
et al (1999) that training reduces anxiety and increases efficacy in using technology. 
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From the questionnaire to assess the perceived barriers in Internet usage, it was 
observed that, unreliable technical availability (low bandwidth and low signal) were cited as 
the main reason for avoidance of internet use among the urban students (54%) whereas a 
staggering 83% of rural students declare it to be the prime reason for distancing them from 
the technical revolution unraveling in the modern world. Unreliable technical availability 
(Electrical Failure) was cited as the reason for avoiding Internet use by 32% of urban and 66 
% of rural students reflecting the general impact of interrupted availability of electricity in a 
growing economy as that of India. 

Katz J et al (1997) conducted a study in the western population and found that the 
majority of internet users (56%) learned about using the internet from their home based on 
the assistance derived from friends and family and only 40% ventured out to learn a course, 
which was often limited to a few days only, or they learned internet using skills at work, but 
in our study we were able to observe that more percentage of students (68%) from rural areas 
have access to the internet in a place other than their home (ie from an internet center) 
whereas 41% of students from the urban areas have adequate access to the internet from their 
homes itself. Similar to our finding Morrell RW et al (2000) were also able to observe that 
the major reasons for humans to be not using the Internet is the lack of knowledge about the 
web, as well as computer ownership and access. Health problems were cited as a reason for 
perceived difficulty of computer use among 27% of urban and 16% of rural students, 
reflecting the comparative increase in the use of computers by the urban students. 

From the questionnaire to assess the perceived risk element in internet usage, fear of 
credit card stealing, fear of sharing the personal information, fear of internet addiction are 
more among the urban than in the rural students. Concern about the E mail password security 
is more among the urban students (44%) than among the rural students (19%) reflecting the 
trend for greater awareness regarding the concept of internet security among the urban 
population. Remaining anonymous in the internet requires a high level of expertise and being 
exposed of one's identity is a normal sequence of events, this factor actually belittles the 
affinity for internet among many students. Privacy is not the only cause of concern as a 
source of subjective fear in the internet world.
  In our study we were able to observe that both demographic and usage behavior traits 
would be influencing their own effects in terms of perceived risk in internet usage, similarly, 
more students from the urban population (38%) opine that changes in the software happen at 
a faster pace than the students from the rural background (20%).32% of students from urban 
and 15% of students from rural areas feel that internet usage is habit forming reflecting the 
fact that more level of usage leads to more habit forming scenarios and reduced anxiety. 
More rural students (38%) feel that internet leads to lack of physical contact than the urban 
students (14%). Both the populations, urban (56%) and rural (31%) perceive that the current 
level of laws regarding protection of Internet users, are insufficient in their armament. 31% of 
rural students believe that most of the E mails are accessed by persons other than their owners 
whereas only 12% of the urban students believe so. More students from the urban areas 
(43%) feel that stalking and impersonation are common in internet raising the security and 
private concern as barriers for online shopping related activities when compared to students 
from rural background (21%). This can further be explained by the finding by Bandura et al 
(1998) that the level of Internet efficacy in actuality reflects an individual’s beliefs about his 
or her ability to competently use the Internet. Lack of efficacy would lead to generation of 
anxiety in using the system, thus computer anxiety predicts the level of Internet participation

Conclusions:
The results from the above study allow us to compare and decipher a broad and clear 

picture of the prevailing trend in Tamilnadu between the rural and urban college students 
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thereby easing the road map to focus on designing and implementing learning modules for 
computer and Internet training for students studying in arts and science colleges.  

Life in the modern world is overwhelmed by the enormous ability of computers to 
gather and distribute vast bits of information in lightening speed; this has also increased the 
concern of privacy and anonymity on a large scale. Moving in the direction of increasing the 
safety for privacy and reducing the security risk are to be accomplished as priorities, thus 
allowing alleviation of the major obstacles in internet usage pattern among the rural students. 
The complexity of navigating the network taxes both working memory and spatial ability and 
is a significant barrier; this necessitates the web sites to be designed more simply and 
uniformly. Conduction of training programs would positively increase the individual’s 
knowledge about computer technology and will be beneficial in reducing the potential 
barriers and increasing the perception of ease of use of technology in the direction towards 
Tamil. 
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Abstract:
Student attitudes and beliefs towards e-learning, as well as their satisfaction with 

technology and past e-learning experiences in Tamil are regarded as success determinants of 
future e-learning initiatives in Tamil. While e-learning and its potential benefits for 
developing areas have been discussed in the literature, research on user perspectives of e-
learning in Tamil in those areas is limited. This article presents findings on the experiences 
and perceptions of technology-supported learning gathered from Biomedical engineering 
students in Chennai. An analysis of relationships between student attitudes towards e-learning 
and their demographic characteristics, access to technology, use of technology for learning, 
skill in technology, and satisfaction with technology is also included. The reported findings 
might be of interest to academics, administrators, and decision-makers involved in planning, 
developing and implementation of future e-learning strategies in Tamil in Chennai.  

Keywords: Developing areas, e-learning, Biomedical Engineering students, Information and 
Communication Technology (ICT), Technology-supported learning, Tamil, Chennai 

Introduction:  

Many scholars agree that ICTs play an increasingly important role in facilitating the 
educational processes and systems of today. E-learning has started to emerge in Chennai 
where it has the potential to help meet an increasing demand for education and address the 
growing decline of trained teachers. The application of e-learning in Chennai has gradually 
advanced in recent years with an improved availability of Internet connections, local area 
networks, and IT support. However, other challenges still prevail. In these areas, the active, 
participative student who is required for interactive learning is rare, and the traditional 
methods are widely used in teaching and learning. In addition, these areas often lack the 
ability to implement advanced educational practices on their own. Student characteristics are 
regarded as a critical success factor in e-learning in these areas. These characteristics include 
computer self-efficacy, Internet self-efficacy, computer experience, Internet experience, 
computer anxiety, and attitudes toward e-learning. Student attitudes are influenced by the 
quality and perceived ease of use of e-learning courses, functionality of e-learning platforms, 
and the level of student computer skills. Their computer experience, including perceived self-
efficacy, enjoyment, and usefulness of using e-learning also plays a role. In turn, positive 
student attitudes and behaviours towards e-learning are critical to their e-learning readiness 
and acceptance. To inform the prospects of future e-learning initiatives in Chennai in 
Biomedical Engineering in Tamil, a study involving Chennai under-graduate Biomedical 
engineering students was conducted in July 2014; the study examined the students’ 
experiences and perceptions of e-learning to gauge their acceptance of, and preparedness for, 
e-learning. Statistical analysis was conducted to assess student attitudes towards e-learning, 
and to reveal the relationships between their attitudes and their demographic characteristics, 
access to technology, use of technology for learning, skill in technology, and satisfaction with 
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technology. This paper presents an overview of Biomedical Engineering student attitudes 
towards ICT and e-learning in Tamil, it outlines the factors influencing those attitudes, and it 
discusses the findings of the study. 

Materials and Methods:  

Study Questions  
The study reported in this article investigated e-learning experiences and perceptions of 

engineering students in Chennai. The results described here focus on the relationships 
between student attitudes towards e-learning and their demographic characteristics and 
experiences with ICTs. The following research questions guided the research presented in 
this article:  

1. What are the overall attitudes of Biomedical Engineering student in Chennai toward 
technology?  

2. Are there significant differences in attitudes towards technology between female and 
male Biomedical Engineering student in Chennai?  

3. Are there significant differences in attitudes towards technology between Biomedical 
Engineering students studying in Chennai from urban and regional backgrounds?  

4. What are the relationships between Biomedical Engineering student in Chennai 
attitudes toward technology and their access to, the use of, skill in, and satisfaction 
with technology? 

Study Design  
Data for the study was collected through a carefully designed survey instrument and 

analyzed. Descriptive statistics were used to summarize and describe the data collected from 
the respondents in the four participating groups. In addition, correlations were used to 
examine the relationships between the variables that were measured on the interval scale. 
Subsequently, statistical models were developed to relate the dependent variable to a number 
of student demographics and factors that may influence student attitudes towards ICT and e-
learning. The additional variables, such as age and year of study were included in the model 
to control for possible confounding influence of these variables.  

Survey Methodology  
Closed, quantitative questions (statements) were developed based on a number of 

studies conducted to measure student attitudes towards technology. Participants were asked to 
rate statements using a Likert rating scale from “1” ‘strongly disagree’ to “5” ‘strongly agree’ 
to indicate their attitude towards technology in learning. The survey consisted of items 
(technologies) where students were asked to indicate their level of access outside the 
university. Students were also asked to indicate how they used various technologies and their 
levels of skill with these technologies. They were also asked to apply a rating scale (from “1” 
‘not skilled at all’; to “5” ‘very skilled’) to indicate their levels of skill in using these 
technologies. Students were asked to indicate their level of satisfaction with the statements 
provided. They were asked to apply a rating scale (from “1” ‘very poor’ to “5” ‘very good’) 
to indicate the level to which they rated their satisfaction with technology.  
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Discussion and Conclusions:  

This article presented findings from a larger study examining Chennai Biomedical 
engineering students’ experiences and perceptions of technology-supported learning. A 
comparative analysis indicated that the participating students in the urban and regional areas 
were positively disposed towards e-learning and believed in its benefits. The positive 
attitudes and the willingness of students to engage in e-learning courses suggest that future e-
learning initiatives have great potential in Chennai. Regarding the gender impact, this study 
found that both female and male students held relatively similar positive attitudes towards 
ICT and e-learning. Moreover, the effects of other demographic characteristics such as 
student location (urban/rural), age, and year of study were not statistically significant in terms 
of their attitudes towards e-learning.  

The study demonstrated that there was a statistically significant correlation between 
student attitudes toward technology and their levels of access to various technologies; 
unsurprisingly, students who had better access to technology and the Internet generated 
stronger positive attitudes. This study showed that a student skill in technologies is a 
significant predictor of attitudes toward ICT and e-learning. The positive attitudes and the 
willingness of students to engage in e-learning courses suggest that there is a great potential 
for e-learning initiatives in Chennai. The findings of this study could serve as a predictor of 
the attitudes of future students towards e-learning. They can be considered as a source of 
information for academics, administrators, researchers and decision-makers involved in 
planning, design, implementation and promotion of e-learning in Chennai. However, for e-
learning to be widely accepted in higher education institutions in Chennai, there is a need for 
the provision of appropriate training at different levels, the development of expertise in e-
learning use, and research to gather data and inform future developments.  

The potential limitation comes from the use of a paper-based survey questionnaire. As 
reported in the literature, such questionnaires may suffer from low response rates and 
misinterpretation issues. It is significant to note that while the findings presented in this 
article provide beneficial insights which extend the limited body of work related to e-learning 
in Chennai, they are based on a study of a limited number of participants. In addition, 
engineering students may be more technically-minded and accepting of e-learning than 
students of other disciplines; this might also limit the generalization of the study findings. It 
would be useful to see if the findings presented in this article could be expanded to 
participants from other disciplines and other universities in Chennai covering various streams 
if education to arrive at a more comprehensive outlook.  
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Abstract-The grand design of Collaborative learning provides online learning platform where 
students can help each other and can take the form of discussion among the whole class or 
within smaller groups. When the peers study collaboratively, they balance one another in 
knowledge when they generally learn better. The collaborative learning strategy involves 
group discussions. However, when group members meet face to face, they may be influenced 
by interpersonal relationships and peer pressure, which can cause group members to interact 
in less desirable ways. The purpose of this study is to investigate whether peers engaged in 
group discussions for the purpose of collaborative learning interact differently in face-to-face 
or anonymous conditions. The study examines how peers assess one another, to identify 
group interaction patterns. The basis of the theory of social construction collaborative 
learning aims to help learners solve the problems they encounter in learning and to improve 
their own learning behaviours. One of the long-standing goals of education has been to help 
learners learn better through appropriate patterns of peer interaction. To experiment this we 
have utilized  Moodle  which (Modular Object-Oriented Dynamic Learning Environment) is 
a free and open  source e-learning software platform, also known as a Learning Management 
System, or Virtual Learning Environment (VLE). As a web-based tool, Moodle offers the 
potential to deliver courses which include a huge variety of information sources – links to 
websites, images, and multimedia – which are difficult to deliver in a traditional teaching 
environment. The chat activity module in moodle allows participants to have a real-time 
synchronous discussion in a Moodle course. A teacher can organize users into groups within 
the course or within particular activities. This paper aims in identifying different interaction 
patterns and the best interaction pattern among the all which is best suitable for learners in a 
collaborative learning environment so that every individual in the group is benefitted. As a 
testing platform fifth standard Tamil medium science text book is incorporated in to moodle. 
In the pre-test stage, students first engage in collaborative learning using moodle, and then 
they interact with each other in the interactive chat discussion. Based on the peers 
conversation using chat activity , the  system can identify the different interaction patterns 
like partial knowledge exchange, distributive knowledge exchange, Ability impediment, 
group development impediment, Centralized knowledge exchange and thus may result in 
different learning achievements, and this study shows that anonymous group discussions tend 
to generate better results based on analyzing various interaction patterns. 

Keywords:  Collaborative Learning,   Moodle, Interaction Patterns. 

I. INTRODUCTION 

474



'Cooperative learning' is that it is a situation in which two or more people learn or attempt to 
learn something together[1]. “Collaborative learning” is an umbrella term for a variety of 
educational approaches involving joint intellectual effort by students, or students and teachers 
together. Moodle is a course management system for online learning . Modular Object-

Oriented Dynamic Learning Environment. The design of Moodle is based on socio-
constructivist pedagogy. The chat activity module in moodle allows participants to have a 
real-time synchronous discussion in a Moodle course The built-in chat module is a handy 
teaching tool for groups of students working with or without the teacher to discuss an issue, or 
answering questions set by the teacher. The chats are saved and can be reviewed by the 
teacher at any time. The content of fifth standard science text book can be incorporated in to 
moodle and can be given to students for group learning. This makes the students to effectively 
learn and understand the concepts easily also enables the students to build and improve inter – 
personal skills, and positive interdependence. 

Collaborative learning activities may be carried out face to face and this peer interaction 
enables group members to exchange their knowledge and discuss their perspectives, helping 
to not only unite the team, but also enable group members to collaborate and learn more 
effectively [2], [3]. However, there are also some disadvantages to face-to-face interaction. 
When students know one another reasonably well and meet face to face, those with a lower 
learning achievement may tend to rely on those with a higher learning achievement. This can 
in turn greatly reduce the effects of collaborative learning .To enable students to say what 
they truly feel; we proposed an anonymous peer assessment scheme using Moodle. Students 
are also allowed to participate in to the chat activity of Moodle after learning in Moodle in 
anonymous mode. Based on the anonymous students conversation using chat activity we 
identify the different interaction patterns.To carry out this investigation, a system was 
developed to enable students to brainstorm anonymously. Within this system, peer review 
proceeds in three phases: 1) Learning using Moodel 2) Chat Activity and 3) Identifying 
Interaction patterns. By analyzing how peers assess one another, and how they interact 
differently in face-to-face and anonymous environments, it is possible to identify group 
interaction patterns. The results can then be evaluated to determine how changes in peer 
interaction patterns affect overall learning achievement. 
The rest of the paper is organized as follows, 

II. Existing Work 
III. Proposed Work 
IV. Implementation 
V. Performance Evaluation 
VI. Conclusions and Future work 

II.Existing Work: 

Collaborative Learning and Grouping: 

Collaborative learning can be considered to originate from social constructivism [6]. Social 
constructivism sees compromise between different subjects as the ultimate criterion to judge 
knowledge. Collaborative learning requires group work. Researchers suggest various factors 
and strategies involved in setting a group assignment. For example, it is crucial to ensure an 
appropriate group size. If the group is too large, then it may be difficult for all members to 
participate fully in learning activities. A VLE for online chat activity is another approach by 
using MOODLE students are able to do discussions, for example, by asking and answering 
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questions, and suggesting arguments for or against the proposed answers . The interaction of 
student activities conducted through an MOODLE which is an open source learning platform. 
The model of interaction consists of three parts: issue, position, and argument. First, students 
raise issues or questions for discussion. Second, students can make position statements about 
each issue. Finally, they can make arguments for or against each position statement. An 
argument can either clarify or elaborate on a position statement, helping to make the position 
statement more complete. With the use of an MOODLE based platform, group discussions 
become more goal-oriented and focused, enabling participants to reach a consensus more 
quickly, if, indeed, such a consensus is to be found. 

III.PROPOSED WORK  

On the basis of the theory of social construction collaborative learning aim to help learners 
solve the problems they encounter in learning and to improve their own learning behaviours. 
Our aim is to help learners learn better through appropriate pattern of peer interaction. Ideal 
peer interactions are those in which learners first present their own ideas and then develop 
those ideas through discussion with their peers and exercising their own judgment. 

Peer Interaction Patterns 

Liu and Tsai used an IBIS-based platform for online discussions and identified the following 
five peer interaction patterns from the data they collected. 

1) Centralized knowledge exchange: One student plays the role of knowledge provider, 
serving as the major source of answers to questions. 
2) Distributive knowledge exchange: There is no single source of knowledge, and group 
members discuss what they know to reach a consensus.  
3) Group development impediment: There are many discussions. However, the discussions 
tend to focus on group development, and there is often no consensus. 
4) Ability impediment: The knowledge of all group members is limited, making it difficult 
for them to make meaningful progress in their discussions. 
5) Partial knowledge exchange: Not all group members participate in the discussions. 
However, those who do participate in the discussions are not necessarily considered “sources 
of answers.” 

Conceptualizing is a group or individual creativity [7] technique by which efforts are made to 
find a conclusion for a specific problem by gathering a list of ideas spontaneously contributed 
by its member(s).For students to join in group discussions without worrying about 
interpersonal relationships and peer pressure, a system has been developed for brainstorming 
on the Web. The students do not know the identities of their colleagues. This system operates 
in three phases. The first phase is for self-testing, during which each group member gives 
his/her answers to all of the questions. The second phase is for group discussion and voting: 
Each question is reviewed simultaneously by all group members, by displaying all the 
answers given, and then allowing the members to discuss these answers in an online chat 
room. Each group member has the opportunity to modify his/her own answer, according to 
the suggestions and criticism of others, following which an online vote is held to determine 
the best answer. The third phase is the assessment, wherein each group member assesses the 
value and contribution of his or her colleagues. These assessments are then used to determine 
group interaction patterns. 
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The following Figure.1 represents the system which identifies the interaction patterns for 
online student’s community 

Figure.1 Architecture for identifying interaction pattern 

IV.IMPLEMENTATION  

To determine how collaborative e-learning affects peer interaction and learning achievement, 
two experiments were carried out during the academic year of 2014. Experiment 1 provided 
face-to-face conditions for group discussion, while experiment 2 ensured Collaborative E-
Learning. Participants in both experiments were using the 5th standard science book in tamil 
which is incorporated in MOODLE. In Experiment 1 and Experiment 2, the 33 students were 
enrolled to learn the fifth standard science book in Tamil content in both offline and online. 
Each session consisted of a group discussion and lasted about an hour. The following Figure 2 
represents the Science Book content which is incorporated in MOODLE for Collaborative 
Learning. 

Figure.2 Fifth Standard Science Book incorporated in Moodle 

 In Experiment 1, group members sat together and discussed their written answers face to 
face. In Experiment 2, meanwhile, group members were scattered , were required to conduct 
discussions using the system described in conceptualizing, and were prohibited from 
revealing their identities during the discussion. At the end we evaluate the experiment 1 and 
experiment 2, as chat forum content, based on that we can identify the interaction patterns for 
each student. The following Table.1 depicts a representation of the vote values and the 
estimation of peers. 

Name Question1 Question 2 Question3 
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Student1 3 Votes 1 Votes 9 Votes 

Student2 1Votes 5 Votes 5 Votes 

Student3 4 Votes 11Votes 11 Votes 

Student4 4 Votes 6Votes 4 Votes 

    Table. 1- Voting of Students 

Calculation of Centralized Knowledge Exchange = Max vote (Q1+Q2+Q3) 
      =(4+11+11)/3  =  26/3  = 8.6667 
Hence student3 is having centralized knowledge Exchange among all three students. 
      

V.PERFORMANCE EVALUATION 
A Collaborative Learning Environment, being conducive for all members to utilise the 
resources optimally, shows better performance. Moodle further enhances the performance of 
Collaborative Learning by facilitating the members involved with an effective means to share 
the same set of approaches and experiences in learning. Thus, it is very clear that 
collaborative learning using MOODLE improves the performance of learners which is 
represented using Figure 3. Further, identifying interaction patterns among students using chat 
conversation provides a high possibility for members to share each others’ approaches and 
hence, experiences, it scores more in terms of the Higher Order Thinking involved. 
Correlation of knowledge gained and application of it is more prominent in case of 
Collaborative Learning using MOODLE by analyzing and identifying their interaction 
patterns.

  Figure 3: Anonymous Peer interaction percentage based on Collaborative E Learning 

VI. CONCLUSION & FUTURE WORK

In this paper, we have identified various interaction patterns which enables the students to 
learn and improve their learning. By using a system that helps group members conceal their 
identities, students are less affected by interpersonal relationships and peer pressure and are 
therefore more willing to participate fully in discussions, learning more from the process as a 
result. One of the goals of collaborative learning is to facilitate frank and productive group 
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discussions. Anonymous group discussion may be closer to this ideal than group discussions 
conducted in face-to-face conditions. 
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Abstract - This paper summarizes the analyses of INFITT group member’s interaction 
within the Yahoo Groups micro blogging environment. This study employs longitudinal 
probabilistic social network analysis (SNA) technique to identify the patterns and trends of 
network dynamics. Social network analysis (SNA) is the use of network theory to analyse 
social networks. Social network analysis views social relationships in terms of network 
theory, consisting of nodes, representing individual actors within the network, and edges

which represent relationships between the individuals, such as friendship, kinship, 
organizations. Visual representation of social networks is utilized to understand the INFITT 
group member’s interaction and convey the result of the analysis. Numerous methods of 
visualization for data produced by Social Network Analysis have been presented. Exploration 
of the data is done through displaying nodes and edges in various layouts, and attributing size 
and other advanced proper edges to nodes.  Visual representation explores the associations of 
INFITT member’s interaction records with the observed network. The results indicate 
tendencies towards: [i] reciprocal interaction; and [ii] adoption of a selective approach in 
communication over time, implying that INFITT members tend to communicate with fewer 
peers over time. The evaluations that examine interaction score attributes indicate [iii] 
network homogeneity and popularity effects associated to achievement scores – suggesting 
greater interaction of INFITT member’s of similar levels and more attention to higher 
interaction achieving of INFITT group member’s.  

This paper uses a ‘relational’ approach to network analysis to demonstrate the 
linkages between different types of interaction patterns utilized among INFITT group. This 
paper proposed the IBIS model to structure discussion activities of collaborative design. 
Social network analysis includes user attribute and behavior analysis, community-maintained 
resource support, location-based interaction analysis, social sharing and filtering. Employing 
SNA techniques, this study identified interaction patterns among INFITT group members. 
The probabilistic approach to the network analysis allows reporting the results with statistical 
precision. The identified tendencies may suggest that learners, over time, may prefer to 
narrow their interaction to selected participants. Furthermore, this study extends to 
identifying possible interrelation between network dynamics and INFITT group members.    

Keywords: Longitudinal probabilistic social network analysis, IBIS model, Interaction 
Patterns, INFITT. 
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I. INTRODUCTION: 

A social network [1] is a social structure between actors, mostly individuals or organizations. 
It indicates the ways in which they are connected through various social familiarities ranging 
from casual acquaintance to close familiar bonds. Social network analysis is the mapping and 
measuring of relationships and flows between people, groups, organizations, animals, 
computers or other information/knowledge processing entities. The nodes in the network [2] 
are the people and groups, while the links show relationships or flows between the nodes. 
Micro blogging is a broadcast medium that exists in the form of blogging. A micro blog 
differs from a traditional blog in that its content is typically smaller in both actual and 
aggregated file size. Micro blogs "allow users to exchange small elements of content such as 
short sentences, individual images, or video links”. These small messages are sometimes 
called microposts. Yahoo Groups is a service from Yahoo Inc. that provides discussion 
groups for people sharing common interests. Yahoo Groups offers at least two kinds of 
discussion group; in both cases users can participate in threaded conversations, either through 
a web interfaces or by e-mail. The second kind are Usenet groups, for which Yahoo Groups 
acts as gateway and unofficial archieve.The International Forum for Information Technology 
in Tamil  is a non-profit, non-governmental nodal organization for collaboration among 
professionals, enthusiasts, government entities, and other international organizations working 
in the development and standardization of information technology for Tamil 
language. Longitudinal studies are often used in psychology to study developmental trends 
across the life span, and in sociology to study life events throughout lifetimes or generations. 
The reason for this is that unlike cross-sectional studies, in which different individuals with 
same characteristics are compared, longitudinal studies track the same people, and therefore 
the differences observed in those people are less likely to be the result of cultural differences 
across generations. Because of this benefit, longitudinal studies make observing changes 
more accurate, and they are applied in various other fields. The factors distressing the 
procedure of online peer interactions are too complex. In order to find out how to best design 
a discussion forum, researchers have been investigating the nature of online discussion by 
means of both quantitative and qualitative analyses of the discussion activity[4]. However, 
the discussion activity is unstructured, considering for why the analysis of discussion activity 
is difficult to obtain precisely qualitative and quantitative results. IBIS model was originally 
devised to hold coordination and development of supporting decision processes. Since it 
relies on a model of problem solving by a collaboratively argumentative process, IBIS [3] 
articulates the discourse structure in order to solve a complex problem and arrive at a plan for 
decision. 
The rest of the paper is organized as follows, 

II. Description of the Study 
III. Implementation 
IV. Probabilistic Analysis 
V. Conclusions  
VI.References 

II. DESCRIPTION OF THE STUDY  

The study was performed by INFITT group members using Yahoo groups. The participant’s 
sizes at the online interaction are 120 members; thus not everybody has the chance to 
communicate with each other. We therefore investigate using technology to provide 
additional communication opportunities. In the IBIS model, as illustrated in Fig. 1, a person 
starts with an issue. Many positions (solutions) are then proposed to resolve the issue. Next, 
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various arguments are proposed to support or object to a certain position. Therefore, INFITT 
group member discussion interactions may include: proposing issues, offering positions, 
making arguments, responses and then showing supports or objections. In the IBIS model, as 
illustrated in Fig. 1, a person starts with an issue. Many positions (solutions) are then 
proposed to resolve the issue. Next, various arguments are proposed to support or object to a 
certain positions. 

Fig1: Class Diagram for IBIS model 

III. IMPLEMENTATION 

In the IBIS model, as illustrated in Fig. 1, a person starts with an issue. Many positions 
(solutions) are then proposed to resolve the issue. Next, various arguments are proposed to 
support or object to a certain position. Therefore, INFITT group member discussion 
interactions may include: proposing issues, offering positions, making arguments, responses 
and then showing supports or objections. This study would use the framework of IBIS model 
to analyze the peer interactions involved in on-line group problem-solving activities among 
collaborative infitt group. By gathering the data from INFITT Yahoo group discussion forum 
,were analyze  the group discussion activity ,here INFITT group members are involved in a 
tamil discussion, this study was conducted to explore their discussion and problem-solving 
processes by utilizing IBIS model.  

Descriptive data for issues and positions proposed in on-line group problem solving, 
Although this study included many members, only 11 persons actually participated in the 
group problem solving activity. And those discussion details are observed for 3 months, 
based on that observe the issue, position details of INFITT groups. Members raised 75 issues 
during the three months activity period. Of these issues, 49 were responded while 26 were 
not. Members proposed a total of 91 positions in response to the 49 issues. Each issue 
stimulated an average of 1.85 (91/49) positions (solutions) in response. Therefore, a certain 
proportion of member’s discussion problems met with peer support. Table 1 presents INFITT 
members descriptive behaviors in the group problem solving activity. 

Behavior Frequency 
Issues proposed 75 
Issues answered 49 

Issues without answer 26 
Positions 91 

Positions per Issue 1.85 
Table 1: INFITT member’s descriptive behaviors in the group problem solving 

activity 
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The content of the members discourse interactions would be analyzed. In this study, 
Discourse analysis indicated that user conducted nine main types of interaction during the 
online activity, including issues, positions, arguments, group developments, and responses, 
acceptance of responses, objections to responses, conflict, and support request, which are 
described below: 

Issues- represent what needs to be done and problems to be solved, and relate to the 
concepts and skills being learned by users.  
Positions- represent methodologies for resolving an issue, and are answers from peers 
in response to issues that have been raised.  
Arguments- represent opinions that support or object to a position.   
Group development- represents questions raised to coordinate members to work 
together. 
Response- represents a suggested answer to a group development question.   
Acceptance of response- represents the acceptance or agreement of a response.   
Objection to response- represents user objection or disagreement to responses.   
Support request- represents a request for resources and help from other group 
members. 

Table 2 lists the frequency of each type of persons discourse interaction[3]. Table 2 revealed 
that INFITT members frequently raised group development questions (frequency = 107). 
Objections to responses were more common than acceptance. In addition to offering positions 
(frequency = 91), than members often ask for resource support from others (frequency = 
100). Table 3 presents the each person’s frequent activity is based on the interaction types. 
Were each person’s are assumed as A,B,C,D,E,F,G,H,I,J,K and they were interacting each 
other in the microblogging environment. 

Table:2 Frequency of all group members interaction type 

Table: 3 Each person’s frequent activity is based on the interaction types. 
Furthermore, Fig. 2 displays the time sequence of issues, positions, arguments, Group 
development, response, and acceptance of response, objection to response, conflict, and 
support request for all eleven members.  

Interaction type Frequency 
Issue 75 

Position 91 
Argument 12 

Group development 107 
Response 98 

Acceptance of response 49 
Objection to responses 0 

Conflict 0 
Support request 100 
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Persons(A to K) A B C D E F G H I J K TOT 
Issue 4 10 14 11 15 2 5 2 3 5 4 75 

Position 15 14 8 12 9 1 6 12 1 8 5 91 
Argument 0 0 3 4 5 0 0 0 0 0 0 12 

Group development 9 12 18 13 20 8 14 1 5 3 4 107 
Response 12 18 6 4 15 7 12 5 12 6 1 98 

Acceptance of 
response 2 6 7 9 8 1 3 1 1 8 3 49 

Objection to responses 
0 0 0 0 0 0 0 0 0 0 0 0 

Conflict 0 0 0 0 0 0 0 0 0 0 0 0 
Support request 16 20 2 1 8 10 13 0 15 8 7 100 

Fig 2: Time sequence for interaction activity. 

IV.  PROBABILISTIC ANALYSIS 

This study employs stochastic models for capturing regularities with statistical accuracy. The 
study was conducted on different structural effects: out degree or density effect, Reciprocity 
effect, Transitivity effect. There are three steps involved in longitudinal probabilistic social 
network analysis technique. (i.e.) 
Step1: Calculating the current state of the network-here calculate the current value of each 
network effect. The following effects are, 

a. Out degree effect of actor 
b. Reciprocity effect 
c. Transitivity effect 

Step2: Calculating the value of an edge based on the effects above. 
Step3: Deciding on the options for actor i-when member I has the opportunity to make a 
change. 

V. CONCLUSIONS 

Employing SNA techniques [5], this study identified interaction patterns that may not 
otherwise be immediately evident. The results indicate tendencies of: [a] stabilizing 
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interaction network; [b] selective approach in choosing interaction partners; and [c] 
reciprocating initiated contacts. The probabilistic approach to the network analysis allows 
reporting the results with statistical precision. The identified tendencies may suggest that 
users, over time, may prefer to narrow their interaction to selected participants. Yet, the 
learners consistently exhibit a tendency to respond to initiated communication. Hence, the 
practitioners who intend to expose learners to the wider community may want to integrate 
designs that encourage learners to initiate communication with others. Furthermore, this 
study extends to identifying possible interrelation between network dynamics and learner 
achievement. Issue-Based Information Systems are used as a means of encouraging a greater 
degree of participation, particularly in group context process. Hence using IBIS the various 
interaction patterns among INFITT 
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Introduction:

In the present modern era, instantaneous access to information possible at lightning speed 

with availability of Internet, which is a vehicle for World Wide Communication. Expertise in 

efficient handling of the internet has become an essential requirement among the medical 

professionals.  Doctors without computer knowledge could not get connected to the modern 

world and they are expected to get trained to communicate via the internet. Their expert 

knowledge which is useful to general public is shared through powerful and cost effective 

medium of internet. 

Telemedicine is the outcome of Internet access, Broadband communicating facility combined 

with availability of Specialized Doctors to the needy people crossing beyond the geographical 

barriers. It facilitates to get the experts advice and service at reasonable cost. It reduces many 

costs such as Establishment and Transportation also increases the serviceable people. Since 

cost is reduced, it makes much affordable to the economical weaker segment people. 

The behavior of learning through the internet is prevalent among the students of different 

profession in urban areas. That too among the medical and dental students is great and it 

becomes the part and parcel of the course itself. But E- Learning behavior in Tamil is 

questionable among the medical and dental students. Hence this study was undertaken to 

compare the E- Learning behavior in Tamil between medical and dental students in 

Tamilnadu during 2014.

Materials and methods:

It is a cross sectional study conducted among MBBS & BDS students of different year of 

study of various medical colleges in Tamilnadu. 500 students were included in the study, 

among them 300 were Medical and 200 were Dental students. After getting an informed 

consent from all, a detailed questionnaire about the use of internet in Tamil is distributed to 
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them, explained its need then their answers was collected. All of the students who were 

included in this study had submitted the answered questionnaires. These data were compiled 

in an Excel sheet to arrive the statistical data analysis. 

Result:

Among the 500 students, 300 were MBBS students & 200 were BDS students. 

YEAR MBBS BDS 
 Male Female Male Female 

I 50 50 0 50 
II 0 50 50 0 
III 25 25 25 25 
IV 25 75 25 25 

MBBS BDS

Accessing Computer Yes 300 200

No 0 0

Place of Access at College 5 0

at Home 5 2

at both, home & Internet Cafe 290 198

Desktop Availability Yes 300 200

No 0 0

Laptop Availability Yes 300 200

No 0 0

Trained in Internet Yes 241 173

No 59 26

Tamil Communication thru Internet Yes 0 0

No 300 200
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Inference from the above chart is that the trend of using the internet in tamil has commenced 

recently. i.e Year ago. Before this period no people were used tamil in internet 

communication. 

Discussion: 

Barriers to use the internet in Tamil for students among different years of the courses are lack 

of time to use the Internet and inaccessibility to the Internet, Slow Internet speed and High 
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cost. Students have familiarized with computers in Tamil is only through personal study and 

experience. There is no special course for internet usage in Tamil in the college. 

Conclusion: 

Since MBBS Students spend less amount of time than the BDS students based on the 

Duration of usages of internet and spending the time for Tamil communication through 

internet is less. Also Based on Pearson Chi-square it is more than 0.5, we conclude that 

MBBS STUDENTS USING LESSER RESOURCES FOR LEARNING IN TAMIL 

THROUGH NET. 
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Introduction�

The present study is mainly concerned with preparing error tagged corpus for Tamil 
language. Corpus (Corpora) defined is a large collection of written or spoken texts available in 
machine readable form accumulated in scientific way to represent a particular variety. It serves as 
an authentic data for linguistic and other related studies. The aim of this paper is to bring out Tamil 
tagged corpus for learners of Tamil either as a first language or second language. After analyzing 
the error data systematically, they would be stored electronically. As far as error analysis is 
concerned, the corpus linguistics could have a ‘vindicating’ role. Error Analysis has been largely 
criticized for both methodological and theoretical reasons.  

The idea of trying to tag errors in learners’ corpora might come from the notion of Error 
Analysis in Second Language research in the 1970s. Error-tagging is a specific type of annotation 
and the corpora on which error-tagging is done is normally associated to second language learners. 

The error analysis is a systematic study of language with a view to identify the similarities 
and dissimilarities. It is quite different one, who wants to learn Tamil either as a first or a second 
language, will definitely come across or have to face many kinds of learning problems related to the 
sound systems, orthographic systems, morphological systems, lexical items and their structures, etc 
in the second language, which are alien to one’s own native language. Hence, it is the hour of need 
for an error analysis and also the development of error corpus related to teaching of Tamil as a first 
language or as a second language. As the error analysis and error tagged corpora would be of great 
help to the Tamil teachers to understand and realize the learning problems faced by the learners, this
paper aims to bring out learner’s corpus, usually known as Computer –Aided Error Analysis (CEA).  

Further, it involves the comprehension of error analysis techniques as a means to infer the 
process of learning a second language. According to this position, error analysis does not provide a 
complete idea of the learners in terms of their competence and performance. For error analysis to be 
efficient, it needs to study both erroneous and non-erroneous forms. 

Learner Corpora 
Learner corpus error annotation is a highly time-consuming and painstaking task. However, 

once the corpus is error-tagged, the return on investment is huge. An error-tagged learner corpus 
represents an unparalleled resource that gives researchers immediate access to detailed error 
statistics and that lends itself to automated error analysis.  



Computer-aided Error Analysis 
    Once a very popular enterprise, error analysis (EA) is now out of favor with most second 

language acquisition. It has gone down in history as a fuzzy, unscientific, and unreliable way of 
approaching learner language. However, errors are an integral part of interlanguage and are just as 
worthy of analysis as any other interlanguage aspect. As stated by Ringbom (1987, p. 69) 
“Although error analysis certainly has its limitations, it must be regarded as an important key to a 
better understanding of the process underlying L2-learning.” Similarly, Ellis (1994, p. 20) notes that 
although early error analysis studies were unreliable and difficult to interpret, “the study of learner 
errors can still serve as a useful tool and is still undertaken”. In particular, a detailed description of 
learner errors cannot but contribute to one essential foreign language teaching aim—that of helping 
learners to achieve a high level of accuracy in the language. 

Objectives
• To develop an error tagged corpus for Tamil Language learners. 
• To identify the errors made by Tamil language learners while learning Tamil. 
• To study the reason for the errors committed by the language learners. 
• To develop tagging tools for Tamil language learners. 
• To make tag-set for error terms. 
• To frame an exclusive questionnaire to language problems in Tamil. 
• Ultimately to set teaching methodology and to bring out a corpus for error analysis. 

Methodology 
The data have been collected by questionnaire, class work notes and test papers from the 

students ( ie 25 male  and 25 female students ) who learn Tamil as a first language in Private and 
government schools, Tamilnadu. In addition to that the data have been collected from about 25 
learners ( both male and female ) who learn Tamil as a second language in Southern Regional 
Language Centre, CIIL, Mysore. 

Finally, all the information has been instructed to the computer by using the programming 
language ‘JAVA’ for bringing out error corpus for Tamil  language  learners. 

The Error –Tagged corpus
After having explained some of the main features to have in mind when developing error 

corpus, attention is focused on corpus mark-up. A term that is related to corpus mark-up is corpus 
annotation. If the mark-up of a corpus provides great advantages in terms of error tagged corpus 
research studies, the advantages increase when a corpus is annotated as the information added to the 
text, e.g. it provides information of the grammatical word classes. Tagging can be automatic (the 
computer program tags the corpus) or manual (there is human intervention in the tagging with the 
aid of a computer program). Hunston (2002: 18) points out the level of accuracy achieved depends 
on the automatic or manual tagging and states that even though in the first case a corpus can be 
totally tagged, the level of accuracy is lower than the one obtained through manual tagging. 
However, this is only feasible when the corpus is small. 

Error-tagging is a specific type of annotation and the corpora on which error-tagging is done 
is normally associated to second language learners. May be the best exploitation of an error-
annotated corpus is to observe the frequency of errors made by second language learners and their 
type. More interesting information is obtained when the study of errors is done with an emphasis on 
a specific language back ground, like in this case, where the purpose is to find about the frequency 



of errors and error types made by learners of learning Tamil as a first or second language. 
Concordance-based linguistic analysis of major error types. 

Scanned Image file 

 For Example FWtpdhFWtpdhFWtpdhFWtpdh



Correction-tagged text file  FWtpdh  FWtpdh  FWtpdh  FWtpdh      

1111.... ehs; ehs; ehs; ehs; < subst >njhWknjhWknjhWknjhWk;;;; </ subst > *NjhWk;NjhWk;NjhWk;NjhWk;     jd;id ehbtUk; tpUe;jpdiug; jd;id ehbtUk; tpUe;jpdiug; jd;id ehbtUk; tpUe;jpdiug; jd;id ehbtUk; tpUe;jpdiug; 

<del>ghJfg;gtDilaghJfg;gtDilaghJfg;gtDilaghJfg;gtDila </del> *ghJfhg;gtDila tho;f;if Jd;gk; te;j ghJfhg;gtDila tho;f;if Jd;gk; te;j ghJfhg;gtDila tho;f;if Jd;gk; te;j ghJfhg;gtDila tho;f;if Jd;gk; te;j 
NghJk;nfL tjpy;iyNghJk;nfL tjpy;iyNghJk;nfL tjpy;iyNghJk;nfL tjpy;iy    

2222.... cyfpy; KOikahff;fw;Wcyfpy; KOikahff;fw;Wcyfpy; KOikahff;fw;Wcyfpy; KOikahff;fw;W<add>czhh;e;jthczhh;e;jthczhh;e;jthczhh;e;jth;; ;;</add> *czh;e;jth;  vtUk; czh;e;jth;  vtUk; czh;e;jth;  vtUk; czh;e;jth;  vtUk; 

< subst >    ,y;;it,y;;it,y;;it,y;;it </subst >*,y;iy nfhy;yd; ciyr,y;iy nfhy;yd; ciyr,y;iy nfhy;yd; ciyr,y;iy nfhy;yd; ciyr<add>rrk;rrk;rrk;rrk;kl;bahykl;bahykl;bahykl;bahy;;;;

</add>*rk;kl;bahy;rk;kl;bahy;rk;kl;bahy;rk;kl;bahy;<subst >cilghjcilghjcilghjcilghj </subst >*cilahj nghpa cilahj nghpa cilahj nghpa cilahj nghpa 

kiyiar; rpwpakiyiar; rpwpakiyiar; rpwpakiyiar; rpwpa< subst >cspAycspAycspAycspAy;;;; </ subst >*cspahy; jfh;e;JtpLk;cspahy; jfh;e;JtpLk;cspahy; jfh;e;JtpLk;cspahy; jfh;e;JtpLk;    

3333.... < subst >XNuXNuXNuXNu </ subst >*xNu fy;yhy; Md kpfg;nghpa ee;jp jQ;irf; xNu fy;yhy; Md kpfg;nghpa ee;jp jQ;irf; xNu fy;yhy; Md kpfg;nghpa ee;jp jQ;irf; xNu fy;yhy; Md kpfg;nghpa ee;jp jQ;irf; 
Nfapypy; cs;sJNfapypy; cs;sJNfapypy; cs;sJNfapypy; cs;sJ    

4444.... < subst >kuTkuTkuTkuT</ subst >*kuG vd;why; vd;dkuG vd;why; vd;dkuG vd;why; vd;dkuG vd;why; vd;d????    
In the sample error-tagged text in Figure 1, five errors have been annotated: five substitution 
errors—one deletion error and two addition errors. 

Tag Insertion 
To speed up the tag insertion process, we have developed a purpose-built menu-driven editor 

which allows the annotator to insert error tags at the relevant point in the text by clicking on the 
appropriate tag from the error tag menu. Using the correction box, the analyst can also insert the 
corrected form with the appropriate formatting symbols. 

Sample Error-tagged Text 



1. jkpo; Mrphpah; ghlk; elj;JtJ jkpo; Mrphpah; ghlk; elj;JtJ jkpo; Mrphpah; ghlk; elj;JtJ jkpo; Mrphpah; ghlk; elj;JtJ <SUB>�GwpfpwJGwpfpwJGwpfpwJGwpfpwJ������....    

2. Mq;fpNyah; 1947Mk; Mz;L Mf];l; 15Mk; ehs; Mq;fpNyah; 1947Mk; Mz;L Mf];l; 15Mk; ehs; Mq;fpNyah; 1947Mk; Mz;L Mf];l; 15Mk; ehs; Mq;fpNyah; 1947Mk; Mz;L Mf];l; 15Mk; ehs; ���	
�����,e;jpah,e;jpah,e;jpah,e;jpah�    ���	
�����tpLjiy mspj;jJ.tpLjiy mspj;jJ.tpLjiy mspj;jJ.tpLjiy mspj;jJ.    

3. ehk; ehk; ehk; ehk; ���	
������cz;ikag;cz;ikag;cz;ikag;cz;ikag;�����	
����    Ngrp.Ngrp.Ngrp.Ngrp.    

4. ij khjk; Kjy; ehd;ij khjk; Kjy; ehd;ij khjk; Kjy; ehd;ij khjk; Kjy; ehd;�    ������ngq;fy;tpohitngq;fy;tpohitngq;fy;tpohitngq;fy;tpohit�������    nfhz;l  R+nfhz;l  R+nfhz;l  R+nfhz;l  R+hpad; cjpf;Fk;Kd; Gj;jhprp.hpad; cjpf;Fk;Kd; Gj;jhprp.hpad; cjpf;Fk;Kd; Gj;jhprp.hpad; cjpf;Fk;Kd; Gj;jhprp.    

5. Mrphpah; ghlq;fis Vw;w ,wf;fj;Jld; elj;jp Mrphpah; ghlq;fis Vw;w ,wf;fj;Jld; elj;jp Mrphpah; ghlq;fis Vw;w ,wf;fj;Jld; elj;jp Mrphpah; ghlq;fis Vw;w ,wf;fj;Jld; elj;jp <SUB>��fhd;ghh;fhd;ghh;fhd;ghh;fhd;ghh;��<SUB>....    

In the sample error-tagged text in Figure 1, five errors have been annotated: three substitution 
errors—two case deletion errors. 

Advantages 
• is growing fast; is an interesting field 
• overcomes some of the limitations attributed to error analsysis and has many advantages 
• makes many collection and analysis faster 
• offers many possibilities: count errors, retrieve lists of specific error types, view errors in 

context….. 
• makes contributions to different fields (SLL, NLP…)

Conclusion 

This study has been devoted to introduce what error analysis is and what sort of relationship 
it has with language teaching, and what contribution it provides for language teaching and language 
studies. While error-tagging may not be the be-all and end-all of interlanguage research, it provides 
highly valuable quantitative and qualitative insights into learner difficulties, which cannot fail to 
benefit all pedagogical foreign language learning tools, especially CALL programs. 
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