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Introduction

Language can be studied from the point of view of language structure and language use. Study of
language structure is called structural or formal linguistic study. Study of language use is called
as functional linguistic study. Languages are described qualitatively in terms of grammatical
units like nouns, verbs, noun phrases, verb phrases, subject, object, agent, goal, etc. to explain
the structure of the language. Most of the grammars take a sentence as the minimum unit for the
description of the structure. The structure has been studied from different view points and many
linguistic theories have emerged to account the syntactic pattern of the sentence.

Languages can also be studied quantitatively in terms of frequency, place of occurrence, pattern
of occurrence, etc. of various linguistic units in a text. The quantitative study basically needs a
large quantum data and a mechanism to browse them fast. Now the computer technology
facilitates to store and study a huge texts to the tune of hundreds of millions of words in few
seconds or minutes. A new method of language study called corpus linguistics has emerged in
recent years. Corpus is a large collection of written or spoken texts available in machine readable
form accumulated in scientific way to represent a particular variety or use of a language. It
serves as an authentic data for linguistic and other related studies. The size, text type,
organization, accessing method, etc. are some of the basic features of a corpus which have to be
carefully decided while generating a corpus. There are different types, which are again
determined by the purpose for which the corpus is built.

In this article I share my experience in the generation of CIIL corpus and explain the scheme of
POS tagging using morphological analysis. I also discuss the various tools that I have developed
to analyze Tamil texts ( Corpus Analysis Tools for Tamil) and their use in different applications.

Tamil Corpus Generation

The first corpus for modern written Tamil was built in the Central Institute of Indian Languages
(CIIL), Mysore in 1987. The CIIL in collaboration with the Tokyo University of Foreign Studies,
Japan built a corpus on Tamil textbooks. In 1991 under the scheme Technological Development
for Indian Languages(TDIL), the Department of Electronics, Govt. of India launched a project
called Development of Corpora of Texts of Indian Languages. The CIIL was entrusted to build
Corpora for the four major Dravidian languages, where the present author worked as an
investigator. Texts printed during the period 1981 to 1990 were selected to represent the modern
Tamil. They are collected from 6 major categories, viz. Aesthetics (Literature and Fine arts),
Social Sciences, Natural, Physical and Professional Sciences, Commerce, Administration and
Technology, and Translated Texts. They are further classified into 76 minor categories, to cover
various domains of language use. The size of the Tamil corpus is 3.6 million words. The major
objectives of the project was to build corpora of not less than 3 million words, and to develop



software for grammatical tagging (at word level), KWIC Concordance, and for corpus
management. In 1993 a spoken Tamil corpus (1 lakh words) was generated on the transcribed
spoken data collected by Eric Pederson, Netherlands. The Mozhi Truest, Chennai has build a
corpus of around 3 million word for modern written Tamil. The CIIL is currently augmenting the
corpora of Tamil texts and creating corpus for spoken Tamil.

Corpus Organization

The data for the CIIL corpus are collected from books, textbooks, magazines, newspapers and
Government documents in order to represent the contemporary Tamil. The collected data are
organized with the following information: 1) major category, 2) sub category, 3) title of the text,
4) author name, 5) source 6) publishers, 7)year of publication, and 8) page numbers. These
information help the user to retrieve any data selectively from the corpus. Further the
organization of data is needed for any addition or deletion of data from the corpus. A software
called “corpus manager” does these jobs.

POS tagger

The collection of texts, called Raw Corpus can be provided with many additional information,
particularly grammatical ones at different levels, viz. phonological, morphological, syntactic,
semantic and discourse level. It is called annotating or tagging the corpus. The POS (Parts of
speech) tagging is a popular and common type of annotation successfully implemented on a
number of corpora in English and other European languages. The tagging can be achieved in the
following four ways: 1) rule- based tagging, 2) statistics —based tagging, 3) pattern — based
tagging, and 4) manual tagging. The first three are automatic tagging (with manual post-editing)
and the last one, manual tagging is slow, labour intensive and liable to error and
inconsistency(Leech, 1992:131). The present author has developed an automatic tagger called
“Morph and POS tagger for Tamil”(Ganesan, 2007) which tags at morph and word level. At
present the tagset has 82 tags at morph level and 22 at word level. A sample tagged text is given
below.

—emu acc <NNace>Rponf] [an <NNian=CGrgid ab
260_loc_<NNloc>memeor_vb_wi_inf_<NVizsmeu_vb_&a_inf_<NVi>Gausmr(bid_
~an_@w_loc_<NNloc>Gum”_vb_t _pst o vp_<NVvp>au " vb_@ vpm_<NVvp>L
WNmsn=et(h_vb_&é&_pst_ o vp_<NVvp=>eypp_ian_<NNian>emeu_vb_&e_inf_<NVi>Geusmr(h.
d_<FV> ugmrer _abn_<NNabn>&reme_abn_ufled _loc_<NNloc>GuGs _ind_<NNinau
GCayrsds_vb_@) vpm_<NWVvp> o erer_adj_<AJ> gerrendliy_msn_g acc_<NNacc> &Gy_ind_<NNind>
@emCC_vb_@ vpm_<NVvp>efill_vb_U _pst_ 2 vp_ <NVvp>auefls_adv_<AV>2 egrenr_adj_<AJ>wom
|_nhn_ay et _soc_<NNsoc>4Lmeri_ian_<NNian>geuresliy_msn_<NNmsn>Geifgg_adv_<AV>g@m
Lo_ian_@ed_loc_<NNloc>emsu_vb_&&_pst o vp_&<NVvpamilé&sd_vb_ g inf_<NVi>Geusmir(Gito_m
od_<FV>.udenahlerasmi_ian_<NNian>2 (_ian_<NNian>/a_lu_in_<FV>Qugresmud_ian_<NNian>
(paslwensu_cln_ser_plu_g acc_<NNaccemmenrs_adv_<AV>gumy_vb_&&_ pst_ o vp_ <NVvp>
'ou_vb_@b_fu'rp_<FV>ur_nhn_sfiie_loc_<NNloc>G@amCC_vb_@ vpm_<NVvp>ure_msn_<NNm
A&l _abn_wi{NNabn} ey d vb_@) vpm_<NVvp>Gleu_vb_k&_ pst_sg inf_eyear_part_<MN
vb_@ vpm_<NVvp>smeu_vb_&&_pst_ = vp_ &<NVvp>8&fig _adj*adv_<AJ/AV>-
@ui_pst_oy inf_syair_part_<NVi>gensuOumi_ian_@su_loc_<NNloc> g6
ian_<NNian>Guiuir_ian_@ko_loc_<NNloc>aumb_ian_<NNian>—




Syntactic Tagger

A software for tagging at phrase and clause level has been developed for Tamil by the present
author. The texts tagged at morpheme and word level will be the input for the syntactic tagging.
Tamil is an agglutinative language; therefore its morphology is complex. But, its morphotactics
is very tight. Therefore identifying the morphs is not very difficult. But, syntax of Tamil is very
loose; because it is comparatively a free word ordered language. It is very difficult to identify the
phrase boundary.

Tools for Text Analysis

The potentiality of corpus in language studies, both theoretical and applied, are enormous.
Language description, testing of grammatical theories, natural language processing(NLP),
language teaching, dictionary making, translation (both human and machine), style analysis, etc.
are the major areas where corpus can throw lot of insights. To bring out all those information that
are needed for these applications, a number of tools have to be developed. Frequency count
(letter, syllable, word frequency), searching (for particular pattern, in particular context, at
different levels), sorting (forward and reverse), indexing, concordance, KWIC, tag search, word
list, lemma extraction, type/token ratio, etc. are some of the tools which can be used to analyze
the corpus and to get a variety of quantitative information. Corpus Analysis Tools for
Tamil(CATT) (Ganesan, 2007), a software provides a number facilities to extract different
quantitative information from the corpora. Using the quantitative information language can be
described from a new angle.

Frequency Count

The frequency of occurrence of a letter, syllable, morph, word, or a phrase, in a text can be
counted using a software. For language like Tamil word frequency can be studied only after
removing all the affixes from the stem. A Lemma Extractor (Ganesan, 2007) does this job and
provides the list of roots in alphabetic order with frequency. For example, if one wants to study
the words which are used in the primary school textbooks, using Lemma Extractor he can get
them in no time. Such information facilitate to know what are the words introduced at what level,
whether all the words that are intended to teach at primary level are there in the textbooks, etc.
Similarly phrases and sentence types can be studied. This kind of study is practically not possible
without proper computational tools. One can also study the frequency of different word forms.
For example, in Tamil the verb forms Infinitive, Verbal participle and Relative participle are
more frequent than the finite or imperative forms.

Verb Total Inf. V.P. R.P
col 428 56 29 33
kuuRu 1109 83 52 100
viLakku 197 34 19 11

These frequencies are from the text of 3lakh words. It clearly shows that while teaching Tamil
these forms Infinitive, Verbal participle and Relative participle must be given priority and more
attention than the finite forms. Another observation is that among the words col and kuuRu ‘to



say’ the word kuuRu which is more literary, occurred more frequently than the word col. In
another study the frequency of occurrence of letters are made from the data of one lakh words.

dot (on the consonants) 16.85%
ka 07.94%
vowel u after consonants 07.38%
ta 06.73%
vowel i after consonants 06.55% etc.

Such study helps in designing the Keyboard layout for Tamil. The Keyboard based on the
frequency study will be more scientific and faster to use.

KWIC Concordance

KWIC concordance is a list consists of a keyword in the middle and the contexts of 4 or 5 words
on either side of the keyword. A sample is given below. KWIC concordance can be extracted

wa aamrdlal@or  aam <Csaral> HApflss sssgmgw Ly
& WbEre Geemsar  sedl <Gasaral>  @ratns seflzn  Gmeuraw
L &m Ger A wedl Qe ape <Gaarel>  gran wresn 1l Guremeu Zene.
e aetm Geslury  Arrou Awrnuwerer <Gsqrell>  mro amg ugssGoauesie e  Lig.
aat Al osr Sior cepeCuoreted Qs <Csarell> £ oysdlng Cure g BraT peug
Lurlgme Brat smdn ufle  oEpsrer <Csqrel> ulguwe aeern swrrrd Nl g
Fflenensar @hlsg GeegeT sEraug <CGsaral” ulgwe swrfisg LIGaum G pssar Aurg
flaprirsar Qrrsugflrrsesnar Lpdl <Gsarel> uwlgmsforisarr Arflaprirsar
g cwiuGss pundfsar eveugrsan <Csaral> L CLaT euear UMTEs s o ez rulnm
=7 surfersat Qes 98 siflly <Csaral>  ufle o mella Qawros om s G rursGeu
i@ aaalliw QGurg ufle Qeme gl <Csqrel> Gure CGsl@ Cdsrardllpear Am QAr
ar aareflin Qeme  Ene OrsfCwswrer <Csqrel> Gure Caehio Qmbsrain  -seneu
garelwrs @iGurg Csls updflng s <Csaral> Curiayn Am 2 2 mepswno
TsGar  garaug gm Ursflma aamra gm <Csaral> agyagdle Qrendirm eursflursafla
b Celirma ufle ayaflss Quarg Qs @m <CGsaral> apaifle pogpeamrw wrenyfe o mnGerr
Cw srmo sl Lind Qearsamie <Csaradd> amnfeors ofley yslGagpsrsGa Qssma
2prrig Qoo G0z sfeear Jamss <CGsaral> darreg usyp s« aeateyw
s Cerwrefl paimrs girigeurt mrat Csl@w <Gsardlsig> ofle Usragiaury see Gussraflurs
rig larsflurs Ceaeme Qg Garojgurs <Csarelsar>  earpdlamer 1 sliseula
@ gouidlmg aamdlEGmro QrGs fa <Csarallsar> eaopflamer Qe wGwr o pefdGwr
o Bmsdlmg  Aordte wgszmswu <CGsardlsar> ghsar apowrs 463 Qeaaflaumn
BEg eursafllin darriuqudgiarar <Gsarelsar> galearamrs curflss @ llen sar
o b Qurparsar Curamapamn updl Ao Adny <Csaralsar> GaslsCaemn @@Camar  jeuar
urrgg Gusflamer urgflrismar Qe <Gsaralsar> Gasldlnrar Qeuet Csarallsafla
Guile o sefpflmsen Qs wreruamr da <Csaralsar> GslGomb ule Qun mrets
=ssg smsllar BRla smlwrmr urrgg <Gsardlsar> Cslug Anps o sgflurs smsouGdam g
w masar Qmsflamereur Qg Curem <Gsarellsar> srgrresmors eaflfle ufle oyaflss
aamnd eaaaury Gprusmar BiEw aargn <Gsardlsar> uvfle dsra (pyursmeusra
wels auflump aperr Faggrar saoal <Gsgrdlsafla> mpricw sreidflr oprmosdd =
Irrisenar Qeuet Gsardllsar Gsldlmret Qouet <Gaaradlsafle> ursflrmsar Lrie@unEa eaaTLg
Ear zpfluamenn sredlCnre  gore seal <Gsgralsafla> wi@w Czgred ofluddeama  apsCeu
aLpsdl Csrarar ggeurs Qs  Guan <CGsaralsefllar> gamwsemar gprmopsre Aswudsenar
Lo teny  —myrs griy Queg Csll <Csardlserss> awataufler srmlgun Guflarrr
masfar fley g wowrgin sgearore <Gsarals@rsE> s aaflfle Csmea Qewg &l
Tmisrg Qs mresar de @lfludle <CGsardserss>  ufled aefliusnsrsGen
- AmolddGdlner  QUGurg Ao <Csardls@rsE> ufle sms 1 &£
s usgfm apbgy Bom fa <CGsardserse> ufloafssrr
gapeld g palssalama <CGsaralls@rsE> wlfw ud




from corpus for any word, part of a word, suffix, infix, prefix or even a phrase. Sorting can be
done on the keyword or on the previous word or following word. It is more useful in identifying
the different meanings of a polysemous word, lexical association, collocation properties of
lexical items, etc. In dictionary compilation the KWIC concordance facilitate the lexicographer
to find out the various meanings of a word, subject area, registers, idiomatic usages, etc.

Word List

This tool makes a word list for all the words in a selected texts or a corpus. The words will be
sorted and presented with frequency. Type / token ratio will also be given for the total word.
Words with a frequency or more than particular frequency or less than a frequency can be listed
separately. All the outcomes can be stored as a separate file. It helps to find out the various
words found in a text with their frequency.

Word-part Search

Like the word list, here the words are sorted from the end of the word. All the same suffixes
come together and therefore it helps to study the inflectional and derivational properties of
different words and affixes. Using this tool a reverse dictionary for Tamil can made.

Multi-Conditional Search

A string with multi condition can be searched with this tool. If a string is given as an infix for
search, the other conditions like prefixes and suffixes can also be given. All the words in the
corpus satisfying all the conditions will alone be listed. For example, all the Finite verb with
present tense marker can be extracted from the corpus.

Structure Search

Here the data must be a POS tagged texts. Pattern in terms of word-tags can searched. All the
sentences matching the pattern will be extracted and listed. There are two options: pattern as a
sentence and pattern available anywhere in a sentence. It helps to find out the usage of various
phrases, clauses, particular pattern of word association, etc.

Tag Search

This tool also works on a tagged corpus. Words inflexed / derived to particular forms can
extracted using this tool. First Word level tag information must be supplied, then morph level tag
information in the next window. The tags may be one or more than one. There are three options:
1) include 2) exclude and 3) stem extraction. The first option lists all the words matching the
word level tag and morph level tag. The second extracts all the words matching the word level
tag, but excluding the morph level tag. The third option removes all the affixes and lists the stem
portions alone in sorted order. It is useful to list for example, all the verb forms conjugated to
particular forms or other than a particular forms.



Conclusion

The Quantitative Analysis is getting importance on par with Qualitative analysis. Language use
is given priority for the description of the language. Various quantitative information extracted
from the corpus provide new insights on language structure and are useful for textbook
preparation, dictionary compilation, machine learning, Machine Translations, etc. The size of
corpus at present available for Tamil is very small. Sometimes, many words used in day-to-day
context have not attested in the corpus. Therefore there is a need to increase the size of the
corpus to a minimum of 200 million words.
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