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A Knowledge-Engineering Methodology for Resolving
Syntactic Level Ambiguities in Tamil Syntactic Pareng

R.Padmamala M.C.A. Ph.D, Research Scholar, Universif Madras, Chennai, India

Abstract

This paper discusses the ambiguities that ariselemeloping a Syntactic Parser for Tamil and proposeknowledge-
engineering methodology to resolve those ambiguigntax is the scientific study of sentence tstrecThe sentences are
hierarchically structured. The sentence is not jaskinear string of symbols. The position of theradgorelative to one
another, makes a difference in the meaning of énéefice. Such a feature gives rise to certain anitpég. This paper gives
a guideline to develop a word net for Tamil whidh assist in word sense disambiguation.

Keywords: Syntax, ambiguities, knowledge — engineering, weitd
1. Introduction

After morphological parsing, morpheme-labelling amdrd-class tagging are completed, syntactic pgr&nto be done.
Various ambiguities arise at this level too. Letigcuss the ambiguities that arise at this level.
The ambiguities that arise at syntactic level are:
1. Lexical ambiguity
e  Category ambiguity
* Homograph and polysemy
2. Structural Ambiguity
3. Anaphora resolution
This paper suggests a method involving synsetssolve category and structural ambiguities.

2. A Knowledge-Engineering Methodology

For resolving the above said ambiguities, certaintextual information is also needed. Also semainticrmation is to be

provided. These details can be provided using adWet, a lexical database, specially developed &nil:

WordNet is alexical database for the English laggu It groups English words into sets of synongaiedsynsets

provides short, general definitions, and recorésviirious semantic relations between these syneeym
3. WordNet for Tamil

WordNet differentiates words into nouns, verbs,eatlyes and adverbs as each of the categorieswfodlifferent
grammatical rules. Usually prepositions, deternsnetc. are not included in a synset. Each synsstah@roup of
synonymous words or collocations. A collocatioraisequence of words that join together to formexidie meaning. E.g.
pachaikuzanthaiinfant baby’. Different senses of a word are iffadent synsets. The meaning of the synset is attsched
to a synset with short definition and / or exang#atences called gloss.
A typical example synset with gloss is:
cariyaaNa, nalla, kaNintha, thoothaaNa, - (suitétea particular purposetliankam vaanka ithu cariyaaNa nerantithu
oru nalla mudivu”; “thirumaNnam ceiyya kalam kaNinthathy™payaNnam ceiyya vimaaNam thoothaaNathu”
The synonym sets are connected to other synsetaghra number of semantic relations. The followémg some of the
relations for each category of words:
Nouns

* Hypernyms: Y is a hypernym of X if every X is a type of Yharamis a hypernym ofmnaamaram

* Hyponyms: Y is a hyponym of X if every Y is a type of Xh@ramis a hyponym ofmaamaram
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¢ Coordinate terms:Y is a coordinate term of X if X and Y share a hypen ()
* Holonym: Y is a holonym of X if X is a part of Yufal is a holonym okai)
* Meronym: Y is a meronym of X if Y is a part of X&i is a meronym ofital)
Verbs
e Hypernym: The verb Y is a hypernym of the verb X if the ait$ixX is a kind of Y @Rithalis an hypernym of
patiththal)
* Troponym: The verb Y is a troponym of the verb X, if the &it§i Y is doing X in some mannerigunkuis a
troponym ofcaapity
e Entailment: The verb Y is entailed by X, if by doing X you sitbe doing Y thuunguis entailed bykurattai vitu)
e Coordinate terms: The verbs that share a common hypernym are termedadinate termgnoNntuandthaavu
share the hypernymata)
Adjectives:
* Related nouns
e  Similar to
e Participle of verb
Adverbs
* Root adjectives
3.1. A model synset for Tamil that assists in eliminatig ambiguities
3.2.  Syntax level ambiguities

a. Lexical ambiguity

The morphological problems are concerned with timbiguities involved in analysing the words in mdh@an one way.
Lexical ambiguity involves interpreting words in reothan one way. Lexical ambiguities are of thrgees: category
ambiguities, homographs and polysemes, and tramféranslational) ambiguities. In this paper,yocategory ambiguities

and homographs and polysemes are considered.

* Category ambiguity
The most straight forward type of lexical ambigugyhat of category ambiguity: a given word mayalssigned to more than
one grammatical or syntactic category (e.g. noenb wr adjective) according to the context. Theéeeraimerous examples

for this in Tamil:

1. ootu —Rooftiles (Noun), Run (Verb)
2. utai — Dress (Noun), Break (Verb)
3. pati - Step (Noun), Read (Verb)

4. aatu - Goat (Noun), Dance (Verb)

Category ambiguity can be resolved by considetiegnflectional morphology. For example, verb wédlke tense. From that
words can be categorised. However, the problemease when several categorically ambiguous wordsrdo the same

sentence. A good example is the following sentence.
l. Aattai kathial vetta katH iranthadhu.‘as the goat was cut with a knife, it screamed dind’

Here kathi means knife (Noun) and kattis the Verbal participle form of the verb kathuigthmeans Shout. Resolving
such an ambiguity is quite a problem.
Consider a similar sentence.

1. Veelat vaNnankuvathu yen veelaiworshipping the spear is my duty’
In the above seen lielal' means the spear (Noun+Associative case)wataf means job (Noun). Here arises confusion
what meaning to assign in each position. The meacam be finalised based on the context in which diccurring or on the

basis of the properties of the verb that is ocogrin the sentence. To give the contextual infoibmatsynsets can be used

effectively. The following synsets can be considere



Verb:

S1- vaNnanku, kumpitu, thozu, thuthdiferent forms of worshipiRaivaNaivaNnankuyvizunthu kumpitu, thiruvatikaLaith
thozu, iRai naamaththaith thujhi

Noun:

S2 —veel, vil, thiruneeRu, kunkumam, thirisuulam, can&akkaram, karutaN, aathi seeshaN, cakraayutharthings
associated with Gods.

S3 —yeesu, murukaN, civaN, vishNu, thirumaal, perumaléda —Names of Gods of various religions.

Here a relation within noun synsets itself will madrk. Hence a cross relationship between nounesgrend verb synset is
to be defined. That is, a relationship betweerstmsets S1, S2 and S3 is to be defined. It carobe ds follows:

S1 <Done Or> S2, S3

This relation will clearly finalise the meaning af the constituent words in the sentence Il. As terbvaNnankuis in S1
and it is related to S2, where the naaelis present, it can be ascertained the meaningsfikar’.

b. Structural Ambiguity
Structural ambiguity involves problems with the mgtic structures and representations of senteAeabiguity arises when
there is more than one way of analyzing the undeglgtructure of a sentence according to the granused in the system.
There are two types of structural ambiguities. Tary

1. Real structural ambiguity

2. Accidental structural ambiguity

Synsets can be used to resolve Accidental stru@uorhaiguity as follows.
Accidental structural ambiguity

The fact that a single word may serve in a diffefanction as noun, verb etc. within the same sytitaontext will lead to
system ambiguity but will be unambiguous to the hnmeader. For examplayaN pati thaaNntiNaaN — ‘He crossed the
steps’. Hergoati is unambiguously ‘Steps’ for the human reader. Buthe system it is ambiguous which categoryssign
to it, whether verb or noun, where the verbal meguis ‘Study’. Such ambiguities which are not attjuambiguous for the
human readers but ambiguous to the system alorteraned as Accidental structural ambiguity.

Resolution of structural ambiguity using synsets

When syntactic analysis produces more than onepirgtition of a given sentence, a method is netaletioose the correct
one. The following synsets can be considered:

Verb
S3-—pati, ezuthu, vaaci, varai academic works
S4-thaaNntu, kuthi, nuzai, puku, natavarious types of movements

Noun
S5 —peeNaa, thaal, puththakam, vaNnNnappensiiationery items
S6-—pati, vaacal, thiNnNnai, viitu, aRai part of a house

Relationships
S5 <Needed for> S3
S4 <Can be done on> S6



Thus in the example senteneaN pati thaaNntiNaaNhe verbthaaNntuis in the synset S4 anmhti is both in S4 and S6.

A relationship exists between only S4 and S6. Toeegati comes under part of a house. Hence it can be a&sbite

meaning ‘Steps’.

4. Conclusion

A full-fledged knowledge base can be developedlirimg a larger number of synsets. With minute catemtion, it may be

possible to resolve all the syntactic level amhkigasi

5. Bibliography

>
>
>
>

Andrew Carnie. Modern Syntax A Course book, 2@dmbridge University Press.

Andrew Radford, English Syntax — An Introductio®02, Cambridge University Press, Cambridge

Anne Abeillé (ed), Treebanks — Building and usgiegsed corpora, Kluwer Academic Publishers

Bonnie Jean Dorr, Machine Translation : A view frahe Lexicon, 1993, Publisher: The MIT Press,
Cambridge, Massachusetts, London

Brian Roark and Richard Sproat. Computational Apphes to Morphology and Syntax, 2007. Oxford
University Press.

Christopher D.Manning, Hinrich Schutze, Foundagiof Statistical Natural Language Processing, MidsB,
England

Daniel Jurafsky & James H.Martin, Speech and LaggWRrocessing, 2003, Pearson Education Inc.
Ontology Development 101: A Guide to Creating Ydtirst Ontology". Stanford Knowledge Systems
Laboratory Technical Report KSL-01-@5d Stanford Medical Informatics Technical Ref&ixl-2001-0880,
March 2001.

Pon. Kothandaraman. A grammar of contemporaryaliterTamil, 1997. International Institute of Tamil
Studies.



Computational approach to Word
sense disambiguation in Tamil
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Native speakers of any natural language have alicitinowledge of their language usually refertecas competence. Part
of this tacit knowledge is concerned with interptien, i.e. native speakers are capable of asgigaininterpretation to any
structure they generate. Native speakers not @diga an interpretation to every structure in theiguage, but also know
that there are structures that may have more thansemantic interpretation. These structures awallysreferred to as
ambiguous structures. When an utterance has maneathe interpretation, it is usually referred taawmiguous. Ambiguity
means that utterances may differ semantically buphonetically, i.e. they differ in their interpagion but not in their form.
Ambiguity may result from two homonyms occurringtire same structural position, as in the followexgmple.

SISUEHT BTV LIGBlewwd Friiil’ L medr .

avan kaal pakutiyaic caappiTTaan

‘He ate quarter of something’/He ate the leg pagomething’

It may also occur when constituents in larger $stmgs have more than one interpretation accordiridir internal structure
and syntactic position.

Gleusiremer w(HHg! GLIL .
velLLai marundtu kuppi
‘medicine bottle which is white in colour/a bottiéth white medicine’

The fist one is called lexical ambiguity and thease structural ambiguity. Lexical ambiguity reféosthe type of ambiguity
those results from the occurrence of homonyms.

Here is in this paper we are concerned with thiedxambiguity only.
1 Lexical ambiguity

The lexical ambiguity is very common. It includés;, example, the nouns suchiag /paTi, @ /kuTi, wL_i/maTam.etc,
verbs such asliy/piTi, gyemwm/aRai, wi/muTi,&®/cuTy etc and the adjectives sucheddhg/virinta, gs»ppbs/kuRainta,
Geuepss/velutta, smiss/kaRutta,etc. There are tests for establishing lexical amibijg One test is that for the word
s erwrer/kaTinamaanathere are two opposite wordSwgisuresr/metuvaana andreflgresr/eLitaana Consider the
following example,

H14QTLOTET B L Tewil Siqdd (LT .

kaTinamaana miTTaayaik kaTikka mutiyaatu

‘You cannot bite hard seet’

H14OTLOTET GIFT6VEYIS G CILIT (BT I FUIOTH) .

kaTinamana collukkup poruL kuuRa iyalaatu

‘you caanot give meaning to hard word’

The reason for this ambiguity is that the word hrese than one meaning. But it is not clear whemetti only one word
involved in ambiguity.
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Though the noumug/paTi and the verhuig/paTi have same spelling/pronunciation they are twoediffit words. They are
examples of homophones. One may wonder whetherdhes . /kaTiand the verbsig/kaTiare examples for homonyms or
not. Doubt may arise whether the word mutalyigsv wresreussr/mutal maaNavamndsbg wgev/aindtu mutalare one
and the same or not. To tell that one shows lexoadiguity and the other is homonymous is not @bifiar all. This may be
accidental.

There are three basic types in lexical ambiguigtegory ambiguity, ambiguity due to homography antbiguity due to
ploysemy.
1.1 Category ambiguity

Category ambiguity is the most straight forwardetyyb lexical ambiguity. This happens when a givemdvmay be assigned
to more than one grammatical or syntactic categsrper context. One can find a number of such ebemnip Tamil. For
example the word paccai ‘green’ can be both nounalkas adjective. Similarly the wokliTucan be both verb as well as
an adverb.kaTicould be both verb as well as noun. As shown énftflowing examplgaTi can be noun as well as a verb
denoting two different meanings and thus shows guityi.

SISUEHT HHEWSH EUETILLD [§ BITDTH Lilg 6TOTM] FonpIl6ITIIT

avan tantai avaniTam nii nanRaakap paTi eRu kuuRina

‘His father asked to study well’

Sjeusit i Ly suiflwirs GoGev eypflesrmsdr .

Avan maaTip paTi vaziyaaka meelee eeRinaan.

‘He climbed up through stair case’

The words likemeeleeandkiizeecould be adverbs and postpositions.

9jsuett GGev &) (HdHHEDT6IT .

avan meelee irukkiRaan. (noun)

He is at the top

Sjsueit GLoBsv ClFsITHT6IT .

avan meelee cenRaan (adverb)

He went up

9jeusit Gemgy CGsv BIM ST TedT

Avan meecai meelee niRkiRaan. (postposition)

Category ambiguities can be often be resolved byphwogical inflection. For example aTi @van aTikkiRaarthe is
beating’ is a verb andyjq/aTi in oeuesrrsv Bbs ewwd sTHs WYrwalssnev/avanaal andta aTiyait taangka
muTiyavillai ‘He could not bear that beating’ is noun. Freglyeaimbiguity can be resolved by syntactic parsidigwever,
the problem increases when several categoricalgarabs words occur in the same sentence, each iregbeing resolved

syntactically.
1.1.1 Categorical ambiguity due to historical fundbnal reorganization

The inflected forms of nouns or verbs will denotffedent word category or functional category doehtstorical meaning
change. For example many of the postpositions imilTare historically the inflected forms of verbghe inflected forms
@ mngi/irundtu ‘from’, uppi/paRRi‘about’, gmlsgi/kuRittu ‘about’, spi1g/0TTi ‘about’, Gsmesr®/koNTu by (means
of)’, emsuggy/vaittu ‘by (means of), #pml/cuRRi‘around’, Gpraal/ndookki‘towards’, wpmbgl/mundti ‘before’, afl_viTa
‘than’, and s L_/kuuTa ‘along with’ are the inflected forms of the veitn ‘be’, upmi/paRRu‘catch’, gml/kuRi ‘aim’,
oL ®/oTTu'stick’, Gamer/kolL ‘have’, smsulvai ‘keep’, &Hmi/CURRU'go aroung’,Gmra@/ndookkulook at’, mundtu‘over
take’,viTu ‘leave’, andkuuTu‘assemble’ respectively.
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la. 9jsuett o L1960 &) B CleusfGuwipflesrredr. (wpsirsmmL)
avan viiTTilirundtu veLiyeeRinaan
‘He went out from the house’

1b. seuetr af L1960 &) hHI subGTeT (aflewesrdslflL) augeuid)
avan viiTTil irundtu vandtaan
‘He was in the house (habitually/condinuously)’

2a.gj6uet Hsuswerts upml Cuderreir. (LpesTEnIHL))
avan avalaip paRRi peecinaan
‘He talked about her’

2b. gjsuest jsuer ewsemwit LHY) PSSO L Tetr. (aflewesrSHiflL) auigeuid)
avan aval kaiayip paRRi muttamiTTaan
‘He catch hold of her hand and kissed it’

3a.9)6ust Seusmend GMsg Cudesrmest. (eireniHL])
avan avalaik kuRittu peecinaan
‘He talked about her’

3b. ojsustt jsusT CFTVMUMBE GG ubSTeT. (aflewerSSflL) aulgeuid)
avan aval colvataik kuRittu vandtaan
‘He was noting down what she was telling’

4a.9jeuer Ibs HemevLienu spL g Cuidlesrmedt. (Wpsireni(HL])
avan andta taippai oTTi peecinaan
‘He talked about that title’

4b. syeustt GuTeLiT spL1g LilewyddleTmmedr. (allewestsS ML eulgeuid)
avan poosTar oTTi pizaikkinRaan
‘He eke his livelihood by pasting posters’

5a.9)6u6tT H5 ClETeasT(H MG Glaul g esrmedt. (LpeiTeni(HL])
avan katti koNTu atai veTTinaan
‘He cut it with a knife’

5b. gjsustt QusiTAlewevg Faild Clasrenr® Cudlerreir. (allswesrs s eulgeuid)
avan pencilaic ciivik koNTu peecinaan
‘He was speaking while sharpening the pencil’

6a.96usT H55 weudgi L Cleul tqermedt. (LpedTenIHL)
avan katti vaittup pazam veTTinaan
‘He cut the fruit with the knife’

6b. ojsuetT LIewTD MUGHIS ClE TR G TigeTTeir. (allewesrsH)flL auig 6uib)
avan paNam vaittuk kONTu cuutaaTinaan
‘He gambled by keeping the money at hand’

Ta.6uet of _ewL_& &H)) rsissT BHEleTmeT. (PeiTeni(HL])
avan viiTTaic cuRRi marangkal ndiRkinRana

‘The house is surrounded by the tree’
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7b. ojeuest HsuemerGu &M sumSleTmTest. (aflewerrgslflL) aulgeuib)
avan avalaiyee cuRRi varukinRaan
‘He is going after her’

8a.9jsustt gjeuswear CpHrdhd bLHHTeT. (LpesTen!hHL])
avan aval.ai ndookki ndaTandtaan
He went towards her’

8b. jsusit ojeusT WYWoHHMGH Chradld AfGsmer. (allewerdsliflLy euigeuid)
avalL mukattai ndookkic cirittaan

‘He smiled looking after her face’

9a. yqusiT SyauEHSE WHSH SYBIG ubSTET. (LPSTDIMmL)
avan avalLukku mundti angku vandtaan
‘He came there before her’

9b. yeustt Hjeuswear 1phH BL HGICSTERTIY (HHST6T. (alenesrdHflL) auigeaub)
avan avalai mundti ndaTandtukoNTirundtaan
‘He is walking overtaking her’

10a..9jaueir jsusmer el Beveveusst. (LpesTenIhHL])
avan aval.ai viTa ndallavan
‘He is better than her’

10b. 9j6usir Sjeusmer el aillpriuaisensy. (allenarsdfly aulgeaub)
avan avalai viTa virumpavillai
‘He does want to leave her’

11a..9)6u6T Sj6usiT gn L cuBHBTET. ((LedTEnI(BHL])
avan aval kuuTa vandtaan
‘He came with her’

11b. ojsusit ojeuiaEHL 6T dn L ol (HLDLN6oTT 6T
avan avarkaLuTan kuuTa virumpinaan
‘He wanted to gather together with them’

The wordstssrmy/enRuwhich is the inflected from the verb en ‘say’, shtwo different grammatical functions thus showing

ambiguity.

a.9|6u6dT BheLsVEUGIT sTedTmI HlewesrsBger (stesrmu/enRu functions as complementizer)

avan ndallavan enRu ndinaitteen
b. gysustt leir steirmy supbsTer (stedrmu/enRu functions as adverbializer)
avan tiTiir enRu vantaan

The wordstssrmy/enRu is having homographic relation with the ioféel verbal formrsstmy/enRu.

avan enRu varukiRaan
D|6UEHT 6TEOTM) 61 (KIS D T6dT
‘When does he come?”

The inflected verbal forms which can be analyzedh veot+um (future suffix) can be interpreted aslein two ways.

38



Atu naalai varum
‘It will come tomorrow’
Atu varum naal enakkut teriyaatu

‘I don’t know the date of its coming’
The inflected verbal form which can be analyzederb + tense +sygi/atu can be interpreted in three ways.

atu vandtatu ‘it cameVvg@ndtatuis the finite verbal form)

atu vandtatu enakkut teriyaattafdtatuis the gerundival form)
“I did know that it had come’

andta ceytittaal. neeRRu vandtatartatuis the participial noun)

‘That newspaper is yesterday's one’
The ambiguity can be resolved by selection resrictcontext, collocation, co-occurrence, etc.

1.2 Ambiguity due to Homography

If two entirely different words having same formvbeadifferent meanings, the ambiguity arises dubamography. In the
following examples the wordysw._/aTTaishows homographys " sw_/aTTaican denote ‘leach’ as well as ‘binding’.

SIUGHT LS SH5S) 60T | _ewL_ewiwds SPlGg1 eTHHSTed.
Avan puttakattin aTTaiyaik kizittu eRintaan

‘He tore away the binding’

S|6UEHT L _ewL_e»uwds Cl&TeTMT6IT.

Avan aTTaiyaik konRaan

‘He killed the leach’

Sometimes among the homographs, the use of onébengyeater than the other. In that case the antpigan be resolved
on the basis of text. This is done by settingasieg unusual meaning form the dictionary unlessriéquired for translation.

1.2.1 Homography in inflected words

Homogrphy may arise when two different words géieated differently resulting in homographic fornfthe homography

can be resolved by different morphological analyEige following examples will reveal this.

S|6UGHT HL_6W6V SlITMI LOF P T6dT.
avan kaTalai tinRu makizntaan
‘He enjoyed eating pea nut’
S|6UGHT HL_6W6V HWT(h LOSILDHB T
avan kaTalai kaNTu makizntaan
‘He enjoyed seeing the sea’

In the first sentence the noun_ensv/kaTalaidenotes ‘pea nut’ and in the second casewsv/ kaTalaihas to be analysed
asasLev/kaTal+ sm/ai (accusative case marker) and interpretekbdsil ‘sea’.

As in the case of the following example, the infdetword of one type of morphological analysis meiskes an inflected
word form of another morphological analysis, thieyeshowing homogrphy.

Oj6uett (g160fl) O\BLISTET .

avan (tuNi) ndeytaan.

‘He weaved (cloth)’
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Sjsuett GBS T6T all(HLoLSIDT6DT .
avan ndeytaan virumpukiRaan
‘He likes gee only’

In the first sentence the wor@piigrer/ndeytaanhas to be interpreted after analyzing it ifigu: + g/neyt (past
tense)tsysir/aan (third person masculine singular) and in the sdceentencereytaanhas to be interpreted &spii/ndey
‘ghee’ +gresr/taan ‘only’. Even the two root wordeey‘weave’ andney‘ghee’ are homogrpahs showing categorical lexical

ambiguity.
1.3 Ambiguity due to ploysemy
If a word has two or more meanings it can be d@adi the ambiguity is due to polysemy.

Polysemy expresses extension of meaning. The puolyse words may express new meaning by metaphodicreztonymic
extensions. For example the wafdmen/kiLai ‘branch’ may denote branch of a tree as well bsaach of a banks._/ndaTa

can denote the action of walking as well as hapyear functioning of something.

S|6usit Flewr(pld HsTewmevuiley Lisitafls @ LB ClFsLSIDTeiT .
avan tinamum kaalaiyil paLLikku ndaTantu celkinRaa

He goes to school daily by walking’

9B BIMIOUESTLD BESTDTSH BL_[HFId 6% TewTLg (HdHH TSI
Anta niRuvanam nanRaaka ndaTandtukoNTirukkinRatu
‘That organization is functioning well’

Ibs HCwL L flsv Assflom BL_H510\STesTIY (HESISTDSI .
Anta tiyeeTTaril cinimaa ndaTandtukoNTirukkinRatu

‘A cinema is running in the theatre’

g®/ooTucan denote human action of running as well flova oiver.

Sjsuett eflenreurs @B\E e .

Avan viraivaaka ooTukiRaan

‘He is running fast’

SHehFTeyT euPlwrsds srGeull @RF DI .
Tanjaavuur vaziyaakak kaaviriyaaRu ooTukiRatu

‘The river Kaviri runs through Thanjavur’
sevsr/kaN may denote the eye of animate beings as welleasyta like spot in the coconut.

O|6UEHT H6IT & 6T HEMEIT CLPLq GITT 63T .

avan tan kaNkaLai muuTinaan

‘He closed his eyes’

CapmiIs TGS @ CLPETMI HEVITH6T 2 _63T(h) .
Teengkaaykku muunRu kaNkaL uNTu

‘there are three eye like spots in the coconut’

Similarly many words denoting body parts show pelgeus extension thereby denoting ambiguity. Famtesurii/vaay
can be a human mouth as well as the mouth of #&baitsv/kaal can be a human leg or leg of furniture. In théofeing

example the ambiguity is due to metonymic extension
sarii AfSH 51
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uur cirittatu
‘The people (of the village) laughed’

Here in this sentencari /uur ‘people’ is used as a metonymic extensioseoif /uur ‘village’.
In the following sentence the wolkser/keeLdenotes both the perception through ears as wédisking'.

Treng rreym Gl L g jeuewilL_Lb g plesTmer .
raatai raajaa keeTTatai avaniTam kuuRinaaL
‘Radha told him what Raja has asked her’
‘Radha told him that Raja has heard that’

This sentence is ambiguous giving at least twaimétations.

TTeng TR ST6iT STHT6V CHL L 9% iUl dn MiledTTsi .
Raatai raajaa tan kaataal keeTTatai avaniTam ka#Ri
‘Radha told him what Raja has heard’

rreng rreom aflaralwens jeussfli_b gn Plermsir .

Raatai raajaa vinaviyatai avaniTam kuuRinaalL

‘Radha told him that Raja had asked her’

As for machine translation is concerned both thedgraphy and ploysemy will be treated alike asdineis to finding out
the meaning by context. The homographs belongirdifterent grammatical categories can be resoasdxplained before.
But they belong to same grammatical categoriesasgiotparsing may not be enough. One common apbrizat assign
semantic features such as ‘human’, ‘female’, ‘ldjiétc and to specify which features are compatiblthe given syntactic

constructions, via selection restrictions. For eplnit might be specified that the veghq/kuTi ‘drink’ have an ‘animate’
subject.

There are difficulties in finding semantic featutbat can be used consistently and specifying &hecgon restriction for
nouns and verbs based on these features. Eventlieee are widely used in Machine translation systdten in
combination with case roles. But the semantic festecannot solve all the problems, even in sitaatior which they have
been devised. For example let us take the wgrds» /aTTai As we have found out it is used in the sensebindling’
and ‘leach’. These two meanings can be differesdiaxplaining the relevant co-occurrence restmstioe find out in the
following sentences in whiclyen._/aTTaiis used.

UssssIlem S ewL Sliflhgiall L g .
Puttakattin aTTai kizintuviTTatu

‘The binding of the book is torn’
ILewL 2015l CFLSMG

aTTai uurndtu celkinRatu

‘The leach is crawling’

The verbs likesll/kizi will take the objects likegy emi_/aTTai which can be torn as their subjects and the vékes
sarihg16Fsv/uurndtucel takes objects likgewi_/aTTaiwhich can crawl.

2. Word Sense Disambiguation

Word sense disambiguation is finding out the cdresmses of a word in its context though computationethodology.
Word sense disambiguation (WSD) is considered asofiplete problem. This is equivalent to very haroblem in Al.
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2.1 External knowledge resources.

The important component of word sense disambignasickknowledge. Knowledge resources gives dat@lwisi needed to
relate words with meanings. They include unlabe&leénnotated corpora of texts, machine readabliodaries (MRDs),

thesauri, glossaries, ontologies and others. Stredtresources include thesaurus, Machine read@bttionaries

(MRDs), and ontologies. Unstructured resourcesutel corpora, raw corpora, sense-annotated corplgcational

resources and other resources.

2.2 Representation of context

As text is an unstructured source of informati@niriake it a suitable input to an automatic methas usually transformed
into a structured format. To this end, a preprdogssf the input text is usually performed, whigypitally (but not
necessarily) includes the following steps:

tokenization, a normalization step, which splits up the texb ia set of tokens (usually words);

part-of-speech tagging consisting in the assignment of a grammaticagmty to each word (e.gsjBs/anta_DT
viiTu/e?G_NN azakaaka$ysrs_ADV irukkiRatul@)médlng_VBD, ” where DT, NN, ADV, and VBD are
tags for determiners, nouns, adverbs and verbsctsely);

lemmatization, that is, the reduction of morphological variataisheir base form

(wrmisear/marangkal >ogi/maramsupgrsir/vandtaan »sur/vaa);

chunking, which consists of dividing a text in syntactigaliorrelated parts (e.g..s[bs af@/anta viiTu]NP
[owsrs @) mssing/azakaaka irukkiRatu]VP, respectively the noun parand the verb phrase of the example);
and

parsing, whose aim is to identify the syntactic structafea sentence (usually involving the generatioma g@larse

tree of the sentence structure).
2.3 Choice of a Classification Method

The final step is the choice of a classificatiorthme. Most of the approaches to the resolution @fdrambiguity stem from
the field of machine learning, ranging from methedsh strong supervision, to syntactic and strugltymattern recognition
approaches. We can broadly distinguish two mainaggies to WSD:

supervised WSD these approaches use machine-learning techniguearn a classifier from labeled training sets,
that is, sets of examples encoded in terms of abeurof features together with their appropriatesselabel (or
class);

unsupervised WSD these methods are based on unlabeled corporajaandt exploit any manually sense-tagged
corpus to provide a sense choice for a word inednt

We further distinguish between knowledge-basediawledge-rich, or dictionary based) and corpustger knowledge-
poor) approaches. The former rely on the use areat lexical resources, such as machine-readattierthries, thesauri,
ontologies, etc., whereas the latter do not makeofiany of these resources for disambiguation.

Finally, we can categorize WSD approaches as tblesed and type-based. Token based approachesatssmdpecific
meaning with each occurrence of a word dependingthen context in which it appears. In contrast, tpgpeed
disambiguation is based on the assumption thatra v8oconsensually referred with the same senseirwi single text.
Consequently, these methods tend to infer a seadled the predominant sense) for a word from theyais of the entire
text and possibly assign it to each occurrenceimvitie text. Notice that token-based approachesabaays be adapted to
perform in a type-based fashion.
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The methodology we have chosen works in two pha&eshe beginning of the training phase the systdemtifies the
ambiguous words in the text using the ambiguousds/dist. For each occurrence of an ambiguous worbrgext is
identified from the text. Different researchers éhased different sizes of contexts, i.e. diffenemdow sizes. The window
size influences the performance of the system denably. A larger window size brings in more untetawords to the
context, while a smaller window size misses sompoiant collocations. The frequent words also dafieop-wordsare
removed from the window. The context is then motpbigally analysed to get the root form of the @ttial words, which
are used, in clustering. Each context is repredeasea context or occurrence vector. Using the ldmaeapproaclthese
vectors are collected into different clusters. Gaiditions are then collected from these clustersnaatically and senses are

assigned to these collocations by human-annottiereby developing a sense-collocation dictionary.
2.4 Significance of Collocations

Collocations are nearby words that strongly sugtiessense of the ambiguous word in a given seaténgeneral, the term
collocationrefers to a quantifiable position specific relasbip between two lexical items. Collocations encimdermation
about words that are semanticallgry closeto the ambiguous word. For example consider thedwgant’ having the two

following senses.
plantl — a living organism
plant2 — a manufacturing place

Collocations for the word ‘plant’ will include th&ords that frequently occur with ‘plant’ in texS8ome typical collocations
for the above two senses of ‘plant’ are listed elo

plantl — growth, height, flower, fruit, speciesves 2.3
plant2 — car, union, equipment, assembly, nucjebr,worker 2.4

Generally collocations are sensitive to the distaftom the ambiguous word. Words that are at atsfietance from the
ambiguous word strongly indicate its sense; aglistance increases the relevance of the word tafithe ambiguous word
decreases. The distance is commonly referred teiradow size. However, there is no fixed distanaarfrthe ambiguous
word within which a word can be considered as docation. Sometimes, collocations may even occura@ay from the

ambiguous word.
2.5. Building of the present system.

The system has two phases: the training phasehentbsting phase. In the training phase the bageoads or cluster of
words occurring along with the ambiguous word Wil obtained. The number of bags or cluster dependbe number of
ways a particular word is ambiguous. For exampéeaimbiguous wordTTai has two senses, and then we have to collect

two bags of words or cluster of words.

The ambiguous words will be identified and the smeoés in which they occur will be extracted frore torpus. For
example, the Tamil wordy_sw. /aTTaiat least has two sensesji"sw._/aTTai ‘leach’ andsy_s»w._/aTTai ‘binding of a
book. From the corpus the sentences with theetaambiguous word<j"sn_/aTTa) will be extracted and manually
separated into two sets. Each set contains twaamiences each. The sentences will be post-taggetemmatized. The
occurrence of words along with the ambiguous woitdbe counted for each set of sentences. The fomat words or words
which do not contribute to the meaning of the ambig word are known as stop words. Such words teebd removed
from sets of contextual words. After the removiastop-words we will get a finite number of bagschrster of words each
belonging to the different senses of the ambigwearsl. Now the system is ready for testing phase
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Diagram representing the training phase

Tamil Sentence
Corpus

!

Sense based
Separatior

y

POS tagger

!

Lemmatization

|

Frequency

}

Stop Word

Bag of Words

Stop
wor

In the testing phase, the new sentence with thegarmbs word will be sense marked using the learpimase, i.e. using the
bag of words. The input sentences will be posti¢dgand lemmatized. The ambiguous word will Heutated sense score
using the bag of words identified for the differes@nses. Using the sense score calculation, th®@gte sense of the

ambiguous word will be selected.

Diagram representing the testing phase

Input Sentence

v

POS Tagge

3

Lemmatization

3

Given Word

Sense scot

!

Compare the score

y

Select the appropriate
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Using this method the ambiguity of the following lEiguous words such asrensv maalai, grsv/nduul, aflevs&/vilangku
can be disambiguated. The following table showsbtgof words associated with each senses of thegaous words.

Word Meaning Word occurring together

wremevl evening HTeW6V, LIG6V, @M Wiedt, wewm, ChIiD, BIrer, LOT&LD, LSWILD, @mﬂ,

LOTemeV2 garland Ly, ewrid, Crreom, weVellends, L6V, LLeneg), a6, Q& reTenmn
mrevl thread @eoip, M, FTwib, OB, ST, OBFey, 2m@), LTy, giewll, 2o
HITeL2 book o Afwir, uHILSID, S|F, LGB, STET

aflevmbigl animal sr[®), Anisid, Ledl, BHT6, WTEN6T, HHSHLD, BT, LLeH6OT

allevmi g2 Hand-cuff Gomeuraf], Garirl, Gurefsh, W&, allFTTenenTt, HessrL_e»ewt

Graphical User interface

The following is the graphical user interface foe system. he ambiguous words can be disambiguated the GUI.

Word Sense Disambiguation for Tamil

TAMIL SENTENCE |a|sus?ﬂ S en_snw aflifldgmelr |

WD WORD g LenL_

Sense ID :1
Sense in English : WRAPPER]

OUTPUT

3 Conclusion

There are various methods for WSD. It can be daad for WSD unsupervised approach is economical tgervised
method. The knowledge based approaches are weltomg The clustering method is a non-supervisedhate The
present approach is giving encouraging result.
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A Rule Based lIterative Affix Stripping Stemming
Algorithm For Tamil

Damodharan Rajalingam
ABSTRACT

Stemming is an important step in many of the Infation Retrieval (IR) and Natural Language Proces¢MLP) tasks.
Stemming reduces derived forms of words to a commoh When used in IR it increases the recallgrerince. Stemming
algorithms are very specific to a languages a®udifft languages have different rules for derivatior a language to have
better IR and NLP tools stemming algorithm is aibagcessity. There is currently no open implent&rnaof a stemming
algorithm available for Tamil. There might be priepairy products that include a stemming algoritlon their uses but
having an openly available version will help in ieqentation of IR and NLP tools for Tamil.

This paper discusses about the implementationstémming algorithm that is available[1] as OpenrSelSoftware. The
algorithm implemented is a rule based iterativixafripping algorithm. The algorithm is implemedtesing Snowball[2], a
string processing language specifically used fgolémenting stemming algorithms. The algorithm westdd against the
Tamil WordNet data. The results of these testabs@ presented in this paper.

Categories and Subject Descriptors
H.3.1 [Content Analysis and Indexing: Linguistic processing, |.2.MNatural Language Processinfj Text analysis

General Terms
Algorithms, Design, Languages

Keywords
Stemming
1 INTRODUCTION

The problem of information storage and retrievad baen receiving more and more attention in thentegears. A more
obvious example is how much people depend on watzlsengines like Google, Yahoo etc in their evaptife. With the
growth of the World Wide Web the amount of inforioatbeing generated is growing at a tremendous Téiis has created
a need for faster and better information retriessdtems. The requirement for a good retrieval systenot limited to
internet only. Users are having a lots of datahigirt personal computers that the old method of taaimg hierarchy of
folders is not a viable way of finding the requiiatbrmation. So we have desktop search tools winidbx the data in one's
personal computer. Information explosion and needirtd relevant information from a huge collectia driving the
improvements in Information Retrieval field.

One technique to improve the Information Retriggatformance is to provide the users with ways rdifig morphological
variants of search terms. If, for example, a us¢ers the term 'stemming’ as a part of the queig,possible that he/she is
also interested in variants such as 'stem' anirsez’. This increases the recall of the IR systsr@mming is also helpful in
reducing the size of the index as we need not iradlethe morphological variants of a word. Mostthé times it is good
enough to index the stem of the word.

Most of the research on informational retrieval bagen based on English as the reference languégewgih most of the
research in IR is language agnostic there are sye@s which are specific to language. Stemmingridthges is one such
area. Stemmers for different languages have beegiafeed in the recent years. There is however emising algorithm
publicly available for Tamil language. With the geaof internet reaching far corners of the worldgde are now able to
create and share content in Tamil. Having good Kid?s will help in developing better Information tReval systems for
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Tamil content and also in many other text and damninprocessing tools. Stemmer is one such basicthdlPand is part of
other complex tools.

The paper is organised as follows: Sections 2 ag/& a brief overview on the structure of Tamilrd® and Stemming
algorithms respectively. Section 4 discusses thgigdeof the stemming algorithm and section 5 gietais about
implementation. The evaluation of the algorithmpigsented in section 6 followed by related workséttion 7 and
conclusion in section 8.

2 STRUCTURE OF A TAMIL WORD

From Wikipedia[4]: “Tamil employs agglutinative gnanar, where suffixes are used to mark noun clagsper, and case,
verb tense and other grammatical categories. Taonills consist of a lexical root to which one or mmaeffixes are attached.

Most Tamil affixes are suffixes. Tamil suffixes cha derivational suffixes, which either change plaet of speech of the
word or its meaning, or inflectional suffixes, whimark categories such as person, number, moosk,tetc. There is no
absolute limit on the length and extent of agghtiion, which can lead to long words with a largenber of suffixes, which
would require several words or a sentence in HmgliBo give an example, the wordokamuiyatavarkatikkaka
(Curasyywrseuisenssrs) meansfor the sake of those who cannot,gmd consists of the following morphemes:

poka mui y ata var kal ukku aka

go | accomplish| word-joining lettdr negation nominalizer plural marker to for
(impersonal) | he/she who doep

The aim of the stemming algorithm is to strip theséra constituents and map them to a stem comelspg to the root
word. Ideally all the words with same root wordswld be stripped to same stem.

3 STEMMING ALGORITHMS

A stemming algorithm is a computational procedutectv reduces all words with same root (or if prefixare untouched
same stem) to a common form, usually by strippiacheword of its derivational and inflectional suéf§[3]. Simply stated
stemming algorithms are used to group words ths¢ #rom same stem or root. The result of a stergraigorithm need not
be identical to the morphological root of the wdri usually sufficient that related words maghe same stem, even if this
stem is not in itself a valid rooThe stemming process is also calledcasflation sometimes. There are several types of
stemming algorithms based on their approach, acgwt like: Brute force algorithms, Affix stripginalgorithms n-gram
based algorithms, Lemmatisation algorithms, Staahatgorithms etc.

3.1 AFFIX STRIPPING ALGORITHM

Affix removal algorithms remove suffixes and/or fixes from terms leaving a stem. These algorithmsetimes also
transform the stem. A simple example of an affiipging algorithm is the one that remove the pldioains by Harman [5]

If a word ends in "ies" but not "eies" or "aies"
Then "ies" ->"y"

If a word ends in "es" but not "aes", "ees", or Sbe
Then "es" ->"e"

If a word ends in "s", but not "us" or "ss"

Then "s" -> NULL

Affix removal algorithms can be simple removal tarative. In an iterative algorithms affixes arenoxved until no more
affixes can be removed.
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4 STEMMING ALGORITHM DESIGN
4.1 WHY AN AFFIX STRIPPING ALGORITHM?
An affix stripping algorithm was chosen for theléoling reason:

1. An affix stripping algorithm does not required&tionary. In Tamil the suffixes are attachedan order. So a
stemming algorithm which stems most of the wordistetorily can be designed without the help dficionary.

2. The algorithm is very fast. The algorithm need lookup any dictionary or do complex statistiaahlysis based on

any collected corpus. It just works on the striodp¢ stemmed. So it is very fast.

3. Since it does not require any supporting dhtaalgorithm can be run on any device. For exanplport any
dictionary based stemmer to a low memory devicedibgonary might need to be trimmed down thereégucing
the accuracy of the stemmer. But an affix stripplgprithm does not have any such memory requirésraamd does
not hold much data during its operation

4. There is lack of quality corpus to train stided algorithms.
4.2 Overview of the algorithm

In Tamil suffixes are used for many things likegenplurality, person etc. So the suffixes are peouinto categories and a
routine is defined for each category to handlerdmoval the respective suffixes. After removal uffis for each category

there is routine to fix or recode the ending of Ward to make it consumable for the next routinksofefore stripping the

suffix every routine checks for the current sizéhaf string.

As shown in Figure - 1, first the prefixes are rewub followed by the suffixes. Every suffix stripgimoutine checks for the
length of the string before proceeding and afteraéing a suffix calls the routine responsible figirfg the endings.

4.3 Prefix Removal

There are two routines in the algorithm to handigfipes. One is for handling the prefix in the dimss. Eg.stésmsvid
(which period?). wrevin. Another one is for removing the pronoun prefixeg, @) ande_.Eg. giésrevib (that period).-

&T6VID
After removing the prefixes another routine handieisg the start of the word. The above prefixagaducess when the

root word starts with a vowebu in the start of the word cannot combine with certabwels. In such cases this routine
substitutes with appropriate vowel as the starting.

Figure 1 - Flowchart of stemming algorithm for Thmi
4.4 Fixing the ending

When a suffix joins a root word one of the folloginan happen
1. New letters are introduced

2. Some letters are removed

3. The letters are transformed

4. Joins naturally without addition/removal
fix_ending routine tries to handle these modificas before the next suffix removal routine is ahlle

If the join had caused new letters to be introdudbis routine removes it. For example vallinam smmants appear as
conjunctions in many cases. A normal word will eotl with a vallinam consonant.

FHL&S L& S
original word suffix stripped vallinam consonanin@ved
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If the join has caused some characters to be reunibVeaves it since it is possible for more thare walid character to be

appropriate candidates.

If the join has transformed some of the charadtéries to recode it. It currently cannot recoadirsuch transformations. Eg.

L0 & Sl edT Tdhd LOTLD
original word suffix removed end recoded

The fix_ending removes the conjunctions and rectidesransformed letters.
4.5 Suffix removal

The stemming algorithm handles different kindsudfiges. They are discussed in the following seatsio
4.5.1 Question suffixes

This routine removes the suffixes. The suffixes.gyesr, sp.

556007 630T 60T T 856307 63T 63T
Is it Kannan Kannan

4.5.2 Conjunction suffix

This routine removed the suffaip

S| LD S| euedt
Him and Him

4.5.3 Common words
This algorithm tries to remove some of the commands that are attached to verbs or nouns. Theseocauffixes and are
proper words.

9j6ussilsLevTs S| 66T
without him Him

4.5.4 Case suffixes

Tamil case suffixes are attached to the ends ohsido express grammatical relations (e.g., subgietct object, etc.) as

well as meanings typically expressed in Englisbtlgh pre-positions (e.g., 'in’, 'to’, 'for’, '‘fromic.).

oeuesiip (with him) ojeuet (him)

wrsglsv (in tree) wrip (tree)

4.5.5 Plural suffix

The plural suffix in Tamil isseir.

LD I BI&S 6T O LD
Trees Tree

4.5.6 Imperative suffixes

These are used to command a person.

FmesorLi) & T630T
show me see

4.5.7 Tense suffixes

This routine removes tense indicating suffixeglsb include person suffixes.

e M
leaving leave

Apart from the standard suffixes the routine alsnovedosreisr@ and similar words.
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4.6 Minimum length criteria

Being a strong stemmer it has a tendency to ovarstame words to single letters. To prevent thigyeveutine checks for
the length of the string. Currently the minimumdénis set as 4 characters. These are not 4 chesagxactly since in
Unicode a meaningful character can be representeddoe than one code points. So the check madeeimmplementation
actullay only verifies the number of codepointshie string than the actual meaningful charactetso Ahe routine which
fixes the ending does not check for the lengtthefdtring. So it is still possible to get a stenfeofyth one character.

5 ALGORITHM IMPLEMENTATION

The algorithm described in the previous section imgslemented using Snowball language. Snowball§2a ismall string
handling language mainly designed to define stergralgorithms in a natural way. The language wasteceby Dr. Martin

Porter when he saw various buggy implementatiortisofamous Porter algorithm [6] for English. Tleasons for errors in
the implementation can be grouped into followingsunderstanding of the original algorithm, erroms hiandling the
encoding and the programmers urge to improve tigerithm. The language was mainly developed to awaidh

implemetation errors and it widely used now for &leping stemming algorithms. Stemming algorithmsrf@any languages
like German, French, Turkish etc have been implethasing the Snowball language.

The code written in Snowball cannot be used withebtprograms as such. We use snowball compilerotvart the
Snowball code to any other programming languageofAsow Snowball supports C and Java output. Utileggenerated C
code we can create bindings for many other progiagmanguages. The algorithm implemetor is now Imathered about
implemeting algorithms in various other programmiagguages. It is also possible to extend the satvdompiler to
generate code in other programming languages also.

6 EVALUATION

6.1 Tamil WordNet

Tamil WordNet[8] is an attempt to build a lexicatwork for Tamil language along the lines of theyish WordNet so that
it can be used as a tool for enhancing the perfocmaf MT systems involving Tamil. The wordnet distavailable for free
as a sql dump. It has more than 4lakh words watimibrphological root. The data available is codeénglish transliteration.
A transliterator program was written to convertatUTF8 data. Some of the issues with data aretythimg errors and
inclusion of many foreign words and non classicainil words.

Figure 3 - Database Schema of Tamil WordNet
6.2 Correctness of the algorithm

The correctness of the algorithm is usually meakirg identifying the number of semantically relatedrds that are
correctly assigned to the same conflation classti#er measure is to see how close the stem is dnghological root of the
word.

6.2.1 Variation with morphological root

The stemming algorithm was run against the cobbecin Tamil WordNet. The Hamming distance betwdendutput of the
stemming algorithm and the morphological root wasasured. The results are listed in the table below.

Table 1 - Hamming distance from morphological root

Measure Value
Mean 1.9237
25th percentile 0
Median 2
75th percentile 3

6.2.2 Stems per morphological root
In this test we measure the number of stems peplmodogical root. The test counts the number of steneated for the
words derived out of same root. This describes homectly we assign the conflation class for thigated words. Higher

number indicates that the algorithm is not stemntiregsemantically related words to same conflatiass.
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Table 2 - Stems per morphological root

Measure Value
Mean 1.7383
25th percentile 1
Median 1

75th percentile 1

For 75% of the root words the number of stems iSd.the stemmer is doing a good job of mappinglaimiords to same

conflation class.

6.3 Strength of the algorithm

The amount of change the algorithm causes to trengstring decides the strength of the algorithnstrAng algorithm tries

to remove as many suffixes as possible. A lighihgter usually handles less cases and does not matte modifications to

the provided string.

In their paper "Strength and Similarity of Affix Reval Stemming Algorithms", Frakes and Fox[7] prepdhe following

metrics to measure the strength of affix removilggpdthms:

1. Mean number of words per conflation class - agemumber of words that correspond to the samefstea corpus.
2. Index compression factor - this is the fractiaeduction in the index size achieved by stemmirtgs is given as

3. The number of words and stems that differ - stens may often leave words unchanges. This measucbswords

4. Mean number of characters removed in forminmste

5. Median and mean modified Hamming distance betvtiee words and their stems - Hamming distance doatvstrings of

equal length is the number of character they dferiig at the same position. For the strings afqural length the Hamming

distance is the difference in their lengths are al$ded up.

Table 3 - Modified Hamming Distance DescriptivetStacs

Mean 2.76
Std. deviation 1.97

Minimum 0
25th percentile 2
Median 3
75th percentile 4
Maximum 18

Table 4 - Modified Hamming Distance DescriptivetStacs of some popular stemming algorithms for lisihg Frakes and Fox [7])

Lovins Paice Porter S-removal
Mean 1.72 1.98 1.16 0.03
Std. deviation 1.64 1.92 1.40 0.19
Minimum 0 0 0 0
25th percentile 0 0 0 0
Median 1 2 1 0
75th percentile 3 3 2 0
Maximum 10 13 9 3

Table 5 - Strength description statistics for Tastémmer

Mean Modified
Hamming Distanc

Median Modified
b Hamming Distance

h

Mean Characters
Removed

Compression Factt])r Mean Conflation

Class Size

Word and Stem
Different

2.76

3

2.4

0.65

2.88

86.53%
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Table 6 - Strength description statistics of someytar stemming algorithms for English (Frakes Bod [7])

Mean Modified Median Modified | Mean Charactefs Compression| Mean Conflatiol Word and Stenl
Hamming Hamming Distanc¢ = Removed Factor Class Size Different
Distance
Lovins 1.72 1 1.67 0.29 1.42 69.4%
Paice 1.98 2 1.94 0.33 1.49 69.5%
Porter 1.16 1 1.08 0.17 1.20 56.2%
S-Removal 0.03 0 0.03 0.01 1.01 3.3%

From the metrics measured above it is evidenttfetdesigned stemmer is a strong stemmer and entlg@accurate. The
data for English stemmers is provided as an inftomaand not for comparison. An apple-to-apple carigpn cannot be
made since the algorithm is for English and usaiferent corpus.

6.4 Shortcomings

Because of the agglutinative nature of the langutaigepossible to form compound words which conebiwo or more stems
into a single word. In such scenarios we will haoefind the word boundaries and identify the indival stems. The
algorithm proposed in this paper does not handié saenarious and is only applicable to non-comgaouords.

7 RELATED WORK

There is a paper published by Vivek Anandan Ramadtaa and llango Krishnamurthi [9] on an iteratsedfix stripping
stemming algorithm for Tamil. The paper is behindpaywall and no further details are available rduay the
implementation and there is no openly availablel@mgntation of the algorithm.

8 CONCLUSION

This paper described the implementation of a raseld iterative affix stripping algorithm and itspiementation using
Snowball language. The evaluation of the algorithes done using the Tamil WordNet corpus. The ctmess of the
algorithm was measured in following ways: 1. Hamgnélistance between the stem and morphological odtilumber of
stems per root. The values obtained for these messndicate that the designed algorithm is redslgnaccurate. The
strength of the algorithm was measure using théoast proposed by Frakes and Fox[7]. The valuesrwatan these tests
indicate that the designed algorithm is a strongmster and it provides good index compression rafiee The

implementation of the algorithm is available in opsource and can be used by other tools that edumil language
stemming.
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Developing Online Sangam Corpus
and Concordance

Dr. A. Kamatchj CAS in Linguistics, Annamalai University
Introduction

Corpus linguistics, a new method of language sthdg, emerged in recent years and it has generatathber of research
methods, attempting to trace a path from data émrth Further it is explained, as we all know, tbatpus is a large
collection of written/spoken materials in machimadable form. It provides, as much as possibleawghentic data for
linguistic studies as well as for other relatedists in the languages. Most lexical corpora, todag part-of-speech-tagged
(POS-tagged). According to Wikipedia, “a landmank modern corpus linguistics was the publication Hepry
Kucera and W. Nelson Francis@dmputational Analysis of Present-Day American &hgh 1967, a work based on the
analysis of the Brown Corpus, a carefully compiéedection of current American English, totallingoaba million words
drawn from a wide variety of sources. Around fottpusand lines are available in th&sngamtexts, which comprise
eTTuttokai — naRRai, kuRuntokai, gkuRunuuRu, patiRRuppattu, paripaaTal, kalittokakamaamuRu and puRa
naaruuRu and pattup paaTTu literature — tirumurukaaRRuppaTai, porunaraaRRuppaTai, ciRupaRRuppaTai,
perumpaaaaRRuppaTai, mullaippaaTTu, maturaikkaafici, neTunalaTai, kuRificippaaTTu, paTHBppaalai and
malaipaTukaTaam which are earliest literary texts and date@taentury B.C. to %' century A.D.

Developing the online corpus is the need of the hou

As far as Tamil language is concerned, the firspas for modern written Tamil was started to belthuni the Central
Institute of Indian Languages (CIIL), Mysore in O8ut its usage by the people is very less in rennfThe reason may be
that it is only in the CD form but not posted irtinternet. The other one which is now availabléhe internet is the Cre-A:
Online Tamil Language Repository posted by CreThese corpuses are, of course, concerned onlythétimodern Tamil,
but not with the other period of languages.

Besides these corpora of living languages, comjzei@rcorpora have also been made of collectiongext in ancient
languages. According to Wikipedia, “An examplehie Andersen-Forbes database of the Hebrew Biblelal@ed since the
1970s. The Quranic Arabic Corpus is an annotatedus for the Classical Arabic language of the @Quf@n this line, the
present study attempts to prepar€apus and Concordance to Sangam Tathilpugh which one can search lexical items,
rather than words, and their concordance availabtieese texts

Useful for inter and intra language studies

The completion of this work definitely leads to é®p software forSangamTamil and also for all other old texts.
Ultimately, it is highly expected that once thisnwavould be completed, it will, undoubtedly, help 10 compare intra and
inter languages and language families groupedembrid. Moreover it could be useful for the sahsiresearchers working
in the field of comparative language as well asohnisal linguistics studies. Further, it may bdgfiel for the quantitative

analysis, too.

A maximum number of words iBangamTamil, as we all know, occupy the head entries mavilian Etymological
Dictionary (DED), which was prepared five decadge and was widely used by the scholars worldwi8e, posting this
material in the website is necessary for the usbetcholars working in the areas of comparativguistics, in general, and
comparative Dravidian, in particular. In the sanay, it is also very useful for the historical lingtics scholar in the world.
Moreover, it may also use to glottochronologicalliistics study all over the world. It is surettlidis onlineSangam
Corpus and Concordance would represent the clEssjtiage in Tamil. Aftefolkaappiyamin which a few words have
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been simply explained on the pariccol, this would be the potential work with using the raodtheories in linguistics and
scientific methods in the process of preparingdbléection of lexical items. This work may be vargeful for utilizing for
the school curriculum because most of the studemtisteachers cannot understand the old Tamil wiargsoper way. In
this way, this study tries its level best to makassical literature easier for the teachers andestis community in
understanding the classical works in the schoai@uum of Tamil living countries.

Morphological Parser

Approximately, ten thousand words are, perhapssttl in these texts. Without parsing the poeiiesl| of these texts in
these literatures, we are not able to make the madb understand the materials. Therefore, elireyshould be parsed
morphologically then only, the original root forrasuld be retrieved from the database. This passerd consist of not
only nouns and verbs but also the possible gramsaiatiems found in the texts. These words wouldcb#ected
systematically and incorporated in the corpusor developing this online&sanganCorpus and Concordance, the data would
be collected from old TamiBangam texts In fact, it is the pioneer attempt to develop @orpusand Concordance to
Sangam Tamilwhich consists of not only lexical items but alke grammatical elements attested in these.teéiten we
click one word already given in the Drop-Down boxtlie window, we can, accurately, get a numbercofioences of that
word, the line on which it occurs, its meaning latt particular line, literature name and poem nunabbeng with the line

number. Ifitis successfully completed at thdiest;, this work will be the model for other periofiTamil works.
Available materials

There are indexes for some of thangamworks, but not for all, of course. Among these Sandexts, only for some of the
anthologies, the indexes have been made by théasstemd published. Though the others have bedexéd, they have not
published but are only in the form of unpublishdd B. Dissertations. Of course, these indexes cismphe words with
root form plus some other suffixes, as far as #nb Vs concerned. Further, it includes their omnuees only with poem and
line number. In case someone wants to refer songgthe needs of original text for the referen@érough these available
published materials, it is too difficult for a sd¢aoto locate such word iBangamTamil. But, if such an online work is
completed, then we need not want of such textuaéniads. By a single click of a word, one can gkthe occurrences in
this literature with poem and line number of thoseurrences. As we all know, accuracy is one efuthique features for
computer. Through this program, one can attairtdted number of occurrences in th&&nganworks. Of course, it is the
user friendly material, of course. One can edsily a word which is doubtful for the researcherking in Sanganiramil.
Further, such word that occurs in one text may ay mot available in the other texts. For suchasitun, it is very helpful
for the researcher or reader to find out such thinghese areas.

Creation of data base

The data would be collected from the original testsSangamliterature, using the Index works, which are aafalié in
various institutions in the nation as well as tlenmentaries of the literature. Using the compst#tware such as POS
tagging,Sangamcorpus, searching engines, the data would bectetlefrom the Sangam texts and analyzed in theafiay
descriptive methods. The works of the eminent Tamguistics Scholars such as Prof. Nida, Prof. 8ubramoniam, Prof.
S. Agesthialingom, Prof. M. Israel, Prof. M. Elagamal, Prof. A. Kamatchi, Prof. Rm. Sundaram P®fN. Kandaswamy,
Ms. Eva Wilden and so on, would mostly be utiliZedthis study.

The proposed online corpus model would be as follow

SANGAM CORPUS AND CONCORDANCE

Dr, A, KAMATCHI
Assistant Professor
CAS in Linguistics, Annarmalal Univarsity
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Of course, the database also enables for progragnaiionline dictionary oSangam Tamil.There are a number of online
dictionaries — online dictionary kids, online dastary for students, medical online dictionary, legaline dictionary, etc. —
which are developed neatly in many languages imttridd. Even in Modern Tamil, many websites fotioa dictionary are
available but there is ndangam Classical Tamil-Engligtictionary although a number of indexes are avilabth lack of
head entries. The scholars in Tamil have prepareexes for individual literature but they have monsolidated in one
platform. In fact, such a dictionary is necessifafor translation from one language to another.

Organization of dictionaries

As we all know, accuracy is one of the unique fezgdor computer. The text of dictionary is orgai under head words,
which would be listed in alphabetical order. lesimated that there may be more than 10, 000 svavelilable irSangam
Tamil. All the words could be accommodated in the diwry. Compound words will also be given sepagateies in the
alphabetical order. Certain words may have theesapelling but different meanings and differentratjogies and such
words are, as we all know, called as homonyms; timyld be treated as separate head words, eventiveginave the same
parts of speech. Homonym would be added with thelsvto distinguish identical headwords. Therelistaof words which
is alphabetically arranged and provided in the #ake, from which the data would be retrieved lierdnline dictionary. A
few words from the&Sangam textare given as sample here.
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An Electronic Dictionary for
Pathinenkilkanakku Literature

Dr.K.Umaraj, Assistant Professor, Dept. of Linguiss, Madurai Kamaraj University, umarajk@gmail.com

Introduction:

Electronic dictionary is a machine readable diaiyn which provides search facilities to identifgaming and grammatical
information of a particular word. There are numbgElectronic dictionaries for Tamil have been welblished by different
Research Institute and Commercial organizations.example, PAL organization published an Englismgiish -Tamil
electronic dictionary.lt has 22, 000 heads wordd 88, 000 sub words, Tamil Lexicon and Muthu Shagenu pillai’'s
Tamil- Tamil e_dictionary was available in the TaMirtual University website. Winslow and Lifco cgranies published
online dictionaries. Cre-a’'s Tamil —Tamil —Englislictionary was web enabled recently. This dictignhas 21, 000
headwords, 38, 000 citation, 1700 Srilankan Tanoitds, 342 pictures and 1892 pages. Moli trust ghblil ‘Tarkalat Tamil
maraputtotar akarathi’ in electronic form on Segiem2009. An electronic dictionary for Scientifiedhnical Terms in
Tamil has also been developed by Chellapan Ratlhasldifferent kinds of retrieval and browsingiliac CoRpuaiyal is an
online dictionary contains 20, 000 root words. Eactiry in the dictionary includes the Tamil root rdipits English
Equivalent, different meaning of the word, and @issociated syntactic category.

At international Level, the Institute of Indologné Tamil studies, Colone, Germany has producedk&ntamil, Pahlavi
dictionary. This dictionary has 1, 66, 434 ersiiewas developed by Prof. Malton from Universitfy Colone. “Core
vocabulary for Tamil “ is an online searchabletidinary published by the department of South AsagiBnal Studies,
University of Pennsyvania. At National level, Vigand Paul (2004) developed an electronic dictioffar Tamil named
Multidimensional SMART dictionary, a project work €entral Institute of Indian Languages, Mysorewsdwger, Most of
these dictionaries are based on modern Tamil. Sexansive dictionary for Pathinenkilkanakku Litene is the need of the
hour and an Electronic dictionary exclusively fatfnenkilkanakku is yet to be developed. Whilealeping an electronic
dictionary for pathinenkilkanakku a number of limgfic problems arise. Those problems are discuigséeéitail in this paper.

Uses of Electronic dictionary for pathinenkilkanakku Literature
E-dictionary for pathinenkilkanakku Literature helfp strengthen the reference section of Clas$eatil studies.

The electronic data can be used as an e_Libraeptance the knowledge of Post Sangam Literaturetasdvill help to
know the archaic words.

The attempt would result for an updating of exigtiramil Lexicon.

The study would also assist in the preparationisfdfical Tamil Grammar.

The creation of dictionary would be of great usaltdhe research works from Post Sangam Tamil ¢al&in Tamil.
It is a supplement for updating the current Tanhéconic corpus.

It also helps to develop Thesaurus for Tamil Lagguand concordance tool for Tamil.

The entire lexical data base (e_text and e_dictigraan be used as a tool and that will serve thpgse for those who are
involving to develop further the NLP system in Tami

Methodology

The Methodology of the e_dictionary for Pathindkeémakku Literature was given below. Preparatibtegts activities will
be done with the help of special software. Aftee tiext preparation, most commonly occurring headdadrom the
Pathinenkilkanakku corpus should be selected. Titarsion, grammatical information and meaninghigitations are given
for each head word. Then the content will be ptd thata base and an advanced search engine wik\edoped. The data
will be encoded in Unicode notation.

Architecture
Preparation of texts

Selecting most commonly occurring head words froemRathinenkilkanakku Corpus
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Giving transliteration for each head word

Assigning grammatical information to the head word

|
Assigning meaning (English and Tamil) to the headdnalong with citation

Designing the data base

Put into the data base

Developing an e_dictionary

Issues while developing a dictionary for Pathinenkkanakku Literature

1.1dentifying what is a word? what is not a wortth Pathinenkilkankku Literature is a problem. atfer all the compound
words should be written as one word or not, whetifigrostpositions and clitics should be part & word or it should be a
separate word? There was no clear guildlines fgmsating the Pathinenkilkanakku texts.

2. Assigning grammatical information to the headrdvis another issue in Pathinenkilkanakku LiteraturThe Tamil
traditional grammarians classified the words irdarftypes.Asher (1982:101, 102) classified worde B types. Lehmann
(1989) classified words into 8 types and .Kothaadam.R (1989) classified the words into 10 typese o, different
approaches in classification of words by grammatigach dictionary follows their own way of assignthe grammatical
information to a particular word. The lexical entaktaanru’ is marked as adjective in Tamil Lexicamd it is marked as

verb in Maree’s Dictionary. Similarly the word 'af’ is marked as verb in Maree’s dictionary. Busian adjective.
3. Identification of meaning for a particular wardPathinenkilkanakku is another issue.

Consider the following sentences.

1.nilaiyaa ena uNarntaar (Nalatiyaar” 182-3)

2.tan makan caanRoon enak keeTTa taay (Thirukt®ak)
3.pagai, paavam, accam, pali ena naanku (Thirukka#6-1)
4.pon ena aangee puramveraar (Thirukural 487-1)
5.olleena ooTum malai naataan (kainilai 7-3)

In the above sentences, the particles ‘ena’ Héerelt senses based on the context of the tetihelisame way the word
‘aaga’ in Pathinenkilkanakku Literature has differeenses based on the context. For example fioltbeing sentence
“kanru aaga, iivaar aaga” (Nalatiyar 279-1), tlverd ‘aaka’ functions as a role (in the sense @f”) .But the following
sentence the word ‘aaka’ functions as an advephayntu aruvi aatinoomaka “ (ainthinai:15-3).

Conclusion:

An Electronic dictionary for Pathinenkilkanakku éiiaiture is yet to be developed. While developinglantronic dictionary
for Pathinenkilkanakku Literature a number of lirgjic problems arise. So we need to solve thesél@ms before
developing the e-dictionary for Pathinenkilkanaklkierature.

Bibiliography
» Lehmann, Thomas (1989) A grammar of Modern Tanghdicherry: Pondicherry Institute of Linguisticsdan
Culture.
» Ramakrishnan, S. (Ed.) (2008) Kriyavin Tarkalat Tlakkatati (Dictionary of contemporary Tamil) Cheain
Mozhi. Chennai: Cre-A.
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STS5FlL  Crllsg eweusgHs0sTaTemeITD. Hr8F (psiTeubhg PeweVFHaugSatlgsTor Mleyd GClFsumbigHemar
sTeTewiloll L(BHSSCeuanT(hd. SHeUsVBmaT HL L &&H GFiieush@Gl GemenTiwsslsr suflCw GumiusHGHh Sreysd
S6mSFl0 CFLSG eweuliLgN@GLD JHM BIFeVHeweT SWTT CFIIG weusbgidh GlaTsTer CeusTBL. THM SH6UDLEN6T
aflerall GuUMIMISHEGL, CUHD FHHauLBMET YL Loaumentli LUBSHUSDGW, eusnTliL(BhsgHusHEGHL  hHD
Blrsvgsener eflfleuresr wenpullsd S BB swrfliCGurCuwrearTTsd Hreyd SarssledhhsI S6IE SHewLulsTy]
SHHEUVSHET GBTL_(HID. QUHBISTVSED iqILHLIITET HHeUD CSTL LSBT WSS 198510 L 6D 6uigeudglev,
@ewewtd Gumrestm gG8HT @ suswevlilsiTawredley et Blawlr CurTHng eTHTLSTH HYbHS CBTHEVBIL LI
auerTTdfE@E FOOSTRSGL saumsulls) FeTewar  eusTidggHdb  OCamrerers sl swrgrs  Ceueddrig i

Brlupbsh &) sSma.
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Tamil is a classical language spoken by millionggbe all over the world, but it still lacks sigrufint researchers in the area

of Natural Language Processing.

Part-of-speech (POS) tagging is a technique foigiaisgy each word a text with an appropriate paftspeech tag. The
significance of parts-of- speech also known as P®@&(d classes, morphological classes or lexicas,tdgr language
processing is the large amount of information thaye about a word and its neighbour.

POS tagging can be used in text to speech, infeawmagtrieval, shallow parsing, information extiaat linguistic research
for corpora and (2) also as intermediate step fghdr level NLP tasks such as parsing, semantiaaslation and many
more (3) POS tagging, thus, is a necessary apiplictor advanced NLP application in Tamil or arthi@r languages.

POS varies language to language i.e. interlinguatlgl also within the language i.e. intralingualBach word in every
language belongs to a category. ‘naay’ is a noomTU’ is a verb, ‘azakaana’ is an adjective; ‘ai'a case marker, ‘meelee’
is a postposition and so on. A word such as ‘nahgws various properties with the word ‘maram’. Tiheral suffix —kaL
can be attached to each of these words to fornalpiuaaykal’ and ‘marankal’. The suffix attacheswords are classified
as nouns and produces plural nouns. There are tixegpfor example mass nouns ‘makkal’ cannot hegiized and the
word ‘ooTu’ cannot be pluralized in this fashiorhub, these morphological evidences exist for distishing nouns from
words belonging to other categories.

Morphological evidence also exists that differeteisathe other categories from one another. On th&sbof the

morphological evidences which are used to diffeat@teach word from other, English has eight pafitgpeech viz., Noun,
Pronoun, Verb, Adjective, Adverb, Preposition, Gorgtion and Interjection whereas in Tamil therefare parts of speech
Noun, Verb, Uriccol and lItaiccol according to Ti@mtial Grammar. There are five parts of speech, Woun, Verb,

Adjective, Adverb and Particles according to Mod&heories. It also varies from five to ten.

Verbs in Tamil take the tense markers kiRu, kinR®iesent tense, t, T, R in Past tense and pFutimre tense. A verb also

inflects for Person, Number and Gender markers.

Adjectives can usually take the suffixes: -aanasorde adjectives occur without any suffix
Azakaana - Alli oru azakaanap puu
Arumaiyaana - Avan arumaiyaana kaRcilaiyaic ceytaan
Nalla - Avan nalla paiyan
niRaiya - avan niRaiya puttakangal paTittaan

Adverbs in Tamil inflect for the suffix —aaka.
Veekamaaka - Avan veekamaaka vaacittaan

Postpositions are invariants No affixes can bechéd to them.
Meelee - Puunai meelee niRkinRatu.
Kiizee - Avan kiizee vizuntaan

Particles in Tamil are functors which are not ioféel any affixes.
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The question now arises that all these categorg$oand in all languages or just in a few langgagée answer is by no
means simple. However, linguists generally assumaedertain ‘major’ categories in particular noansl verbs exist in most
if not all languages.

The grammatical properties of a given parts-of-epeelass are quite specific to a given languagesmall group of
languages. For example, the property of nouns gad@se markers, which defines Tamil nouns obviocahnot be used as a
general defining property for nouns across langsiage

Though it may be true that most, if not all langesghare the categories noun and verb, it is #so that other categories
are found in some languages but not others. Taasilehclass of bound morphemes known as particléshvare attached to
noun or verb phrases to indicate grammatical fonsti

Whether or not all languages share pat of speetdgades, one can expect to find groups of wordhiwiany given
language that share significant grammatical progeerfThe words sharing significant properties alobg to the same
category. Such categories traditionally labeles@sn, verb, adjective, adverb and so on. But onst mamain open to the
possibility that a given language may have a graticalecategory not found in other languages. Thisterce of parts-of-
speech categories shows that the lexicon of a Egeyis not simply a long, random list; rathersistructured into special
subgroup of words.

IlIT-tagset

Tagset is the set of tags from which the taggersed to choose and attach tag to the relevant vikmdachieving POS
tagging, deciding and creation of tagset is vergadrtant. There are several POS tagsets for Tamil.

Sankaran Baskaran et al., 2008 proposed a Commus-dfeBpeech Tagset Framework for Indian Languagbsy have
identified partial 12 tagsets as universal categofor any tagset. The following tagsets are

1. [N] Nouns

2. [V] Verbs

3. [PR] Pronouns

4. [3J] Adjectives

5. [RB] Adverbs

6. [PL] Participles

7. [PP] Postpositions
8. [DM] Demonstratives
9. [QT] Quantifiers
10. [RP] Particles

11. [PU] Punctuations

12. [RD] Residual
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The tagsets also varies within a language. LDC@SPTagset has 14 tags,

LDC-IL-TAMIL POS TAGSET
S No. CATEGORY TYPE
C o (T
1 NOUN Eroper (IVF )
Verbal (NV)
Pronommal (FPE)
Eeflexive (FREF)
2 PRONGITN Reciprocal (PRC)
Wih-pronmm (FY H)
Absolutive (DAE)
3 DEMONSTRATIVE Wh-demonstrative (LW H)
Addjective (T
+ NOMINAL MODIFIER Quantifier (JQ)
Intensifier (JINT)
] VERB
L3 Manner (AN
ALTEERE Location (A1)
Relative (LEL)
Verbal{LV3
7 FARTICTPLE Nommal (LI¥)
(Condit joma LILCY
8 FOSTF OSITION
b Co-ordmatmg (OO
Subordinating (CSE)
Interjection (CIIN)
FARTICLES (IHis)A g1 eement (CA GRR)
Confirmative (COM)
Delimiting (CDLIM)
Cithers (X))
10 Real (MUME)
. 5 ? rial (NUNIS)
Calendric (NURMC)
Ordinal (NUMO)
11 REDUFPLICATION
L2 ) Forewn Word (H1HE)
RESLINIAL
Svmbol(RDE)
13 UNKNOAWWN LUTTNTTTE T TR Rl
14 FUNCTUATION Punctuation (FT7)
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Dhanalakshmi et al., developed an Amrita POS T&gsé&tamil consists of 32 tags,

Amrita POS tagset

MM =
<NNC>
“MNMP=
<NNPC>
<ORD>
<CRD=

y <PRP=>
<PRIN>
<PRID=
<ADJ=
1 cADV>
<VNAI>

WNAV=

q. “NVMBG=
VFE>
16. NAYE
17 <VINT=

=(s

=

<CNJ=
<CVEB=
<OV
21. <COM>
<NNQ>
<QTF>
<PPO>
<DET=>
<INT=
27 <ECH>
<EMP>

<DOT>
1 QM=
<RDW?>

b

POS Label

<CONMM=

Description

NOUM
COMPOUND NOUN
PROFPEEMOUM
COMPOUMND PROPZRNOUN
ORDINALS

CARDINALS

PRONOUN

PRONOUN INTROGATIVE
PRONOUN INDEFINITE

ADIJECTIVE
ADVERB
VERE MON FINTE ADIECTIVE

VERB NON FIN'TE ADVERE

VERBAL GERUND
VERB FINITE
VERB AUXILARY
VERB INFINITE

COMNJUNCTION
CONDTIONAL VERB
QUESTION WORD
COMPLEMENTIZER

QUANTITYNOUN
QUANTIFIERS
POSTPOSITIONS
DETERMWMIMNERS
INTENSIFIER
ECHO WORDS
EMFPHASIS
COMMA

DOT
QUESTION MARKS
REDUPLICATION WORDS
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Kongu Pos Tag-Set (more than 500 tags)

POS & Others Forms Morphological
inflections
Noun Simple Noun Number
Proper Noun Singular
Participle Noun Plural
Adjective Noun Gender
Positive Tensed Verbal Male
Noun Female
Negative Tensed Verbal Neutral
Noun Common
Un-tensed Verbal Noun Oblique
Verb Simple Verb
Transitive Verb Person
Intransitive Verb First
Causative Verb Second
Infinitive Verb Third
Imperative Verb Number
Reportive Verb Singular
Plural
Gender
Male
Female
Neutral
Common

Kongu POS Tag set has more than 500 tags andaheher tag sets also.
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Tense

Present

Past

Future

Passive

Honorific

Negative

Interrogative

Suffix

Adverb Simple Adverb Tense

Adjective Simple Adjective Present

Participle  Adjective Past

Future

Negative

Preposition Simple Preposition Cases

Noun + cases Accusative

Dative

Instrumental

Sociative

Locative

Ablative

Benefacive

Genetive

Vocative

Clitics

Selective

Negative

Conjunction Simple Conjunction Wh-words

Coordinating What

conjunction Who

Whose

When

Participle

Where

Whom

Which

How

Verbal Participle Positive

Conditional participle Negative

Interjection Simple Interjection

Others Echo words Same

Different

Determiner

Quantifier

Complementizer

Ordinal

Optative
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Indian Languages — Indian Languages Machine Traosla

IL - ILMT Tagset

Noun NN

Pronouns PEP

Locative Nouns NST

Verbs Finite VBF

Verbs Auxiliary VAUX

Adjectives JJ

Conjunctions CC

Interjections INJ

Question Words QW

Echo Words ECH

Particles RP

Numbers Ordinals QO

Question Words QW

Symbols SYM

Noun NN

Pronouns PEP

Locative Nouns NST

Verbs Finite VBF

Verbs Auxaliary VAUX

Adjectives JJ

Conjunctions CC

Interjections INJ

Question Words QW

Echo Words ECH

Particles RP

Numbers Ordinals QO

Question Words QW

Symbols SYM
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TABLE I.

LIST OF TAGS FOR TAMIL AND THEIR DESCRIPTION
Tag Description

.N = Noun
. NP-=> Noun Phrase
. NN - Noun + noun

. NNP-> Noun + Noun Phrase

1

2

3

4

5. IN = Interrogative noun

6. INP - Interrogative noun phrase
7. PN-> Pronominal Noun
8. PNP-> Pronominal noun
9. VN - Verbal Noun

10. VNP-> Verbal Noun Phrase

11. Pn> Pronoun

12. PnP> Pronoun Phrase

13. Nn-> Nominal noun

14. NnP-> Nominal noun Phrase

15. V> Verb

16. VP~ Verbal phrase

17. Vinf > Verb Infinitive

18. Vvp-> Verb verbal participle

19. Vrp-> Verbal Relative participle

20. AV > Auxiliary verb

21. FV - Finite Verb

22. NFV - Negative Finite Verb

23. Adv-> Adverb

24. SP~> Sub-ordinate clause conjunction Phrase
25. SCC~> Sub-ordinate clause conjunction

26. Par> Particle

27. Adj~> Adjective

28. ladj=> Interrogative adjective

29. Dadj~> Demonstrative adjective

30. Inter-> Intersection

31. Int-> Intensifier

32. CNum~> Character number

33. Num-> Number

34. DT Date time

35. PO~> Post position
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A Comparison of various tagsets:

Category

Noun

Pronoun

Demonstrative

Nominal

modifiers

Verb

LDC-IL

Common,
Proper,

Verbal

Pronominal,
Reflexive,
Reciprocal
WH-Pronoun,

Absolutive

Wh-
demonstrative,

Adjective

Quantifiers,

Intensifier

Adverb:
Manner

Location

Participle:
Relative

Verbal

Amrita

Compound,
Proper,
Compound
Proper,

Quantity

Pronoun,
Pronoun
Interrogativ
e

Pronoun

Indefinite

Adjective

Quantifiers,
Intensifiers,
Determiners
Complemen
tizer

Non finite
Adjective,
Non finite
Adverb,
Verbal
Gerund,

Verb finite,

Kongu IL-ILMT

Simple, proper, Locative

Participle, Nouns

Adjective Noun,

Positive Tensed,

Verbal,

Negative Tensed

Verbal,

Un-tensed

VerbalNoun

Pronouns

Verb finite,
Verbs
Auxiliary

19

INT-
tagset

Nouns

Pronoun

Demonstr

ative

Verb

Description

Noun Phrase,
Noun +Noun,
Noun + Noun Phrase,
Interrogative Noun,
Interrogative Noun
Phrase,
Pronominal Noun,
Verbal Noun,
Verbal Noun Phrase
Nominal Noun,
Nominal Noun Phrase
Pronoun,

Pronoun Phrase

Adjectives

Verb, verbal phrase,
verb infinitive,

Verb verbal participle,
Verbal relative
participle, auxiliary
verb,

Finite verb



Nominal

Conditional

Postposition Postposition

Particles Coordinating,
Subordinating,
Interjection,
Agreement,
Confirmative,
Delimiting,
Others
Numeral Real,
Serial,
Calendric,
Ordinal

Adverb

Adjective

Reduplication Reduplication

Residual Foreign Word,
Symbol

Unknown Unknown

Punctuation Punctuation

Verb
auxiliary,
Verb
infinite,
Conditional
Verb

Postposition Postposition

Ordinals,

Cardinals

Adverb Simple Adverb

Adjective Simple Adjective,
Participle
Adjective

Question  ---

marks,

Comma,

Dot

20

Postposition

Particles

Numbers

Ordinals

Adverb

Adjective

Postpositi  Postposition
on
Particles  Particles
Number,
Character number,
Date, time
Adverb Adverb
Adjective  Adjective,
Interrogative
adjective,
Demonstrative
adjective
Residual

Punctuatio Punctuation
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Conjunction -- Conjunction  Simple Conjunction - Subordinate clause,
Conjunction, subordinate clause
Coordinating conjunction phrase

conjunction

Participle -- Verbal,
Conditional

Interjection Simple Interjection  -- Interjection
Interjection

Others Echo words,
Determiner,
Quantifier,

Complementizer,

Ordinal,

Optative
--- Quantifier ---

s
--- -—- Intensifiers
Echo words  --- Echo words  --- ---
Emphasis  --- Symbols
Question Question
word word

Though these tagsets are useful to categorize wagsminutely so as the machine can recognizesatdhe tag of the
particular word. There is a need to bring unifogndamong the tag sets. Single software is standeddiar English which
helps the user all over the world to work easilyt B Tamil various types of fonts are availablaffé@ent schools use
different type of fonts which make the retrievatiof message hard. To avoid this now Unicode isdintced for Tamil. That
makes more people to work with the computers atrieval of information is made easy. Likewise tregigus tagsets used
by different people gives trouble to the user. Birig uniformity among the tagsets make many petpleork in NLP.
Uniform tagset make the machine translation eagytlam performance level of that tagsets shouldige h
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Tamil Verb Conjugation Using
Data Driven Approach

Dr.V.Dhanalakshmi Dr.M.Anand Kumar Dr.K.P.Soman

HOD, Department of Tamil Assistant Professor BESEN

SRM University CEN, Amrita University Amrita Maisity

Kattankulathur-603 203 Coimbatore- 641 112 Coitobex 641 112
ABSTRACT:

This Paper presents a novel methodology adoptedeeeloping Tamil Verb Conjugation system. The Ve&dnjugation
system implemented here is a new data driven appredich is simple, efficient and does not requarey rules and
morpheme dictionary. There are two options avaglablthis verb conjugator. As a first option, thi®l will produce the
intended word form corresponding to the user’s infilne second option available will generate adl thord forms of a
particular word. If the user gives the root wordl@mma as an input this tool it will automaticaffgnerate all the possible
word forms (10, 000 verb forms for a single rodtis tool is also used for Sentence Generatorhocan be very useful
for teaching Tamil verb forms which is highly ricdgglutinative nature.

KEY WORDS:

Verb Conjugation, Tamil Morphology, Agglutinativeahguage, Word-forms, Morpho-lexical information, t®driven
Approach

INTRODUCTION:

Conjugation is the regular arrangement of the foaithe verb that shares a similar conjugationgpattVerb conjugator
conjugates a verb root and yields all the word fohthat particular verb root. Tamil is a momerstalassical Dravidian
language. It is a morphologically rich languagehwaigglutinative and disparate morphological stmectdTamil verbs are
highly inflected for tense, person, number, gendeod and voice. Even though the morphotactic oodlenorphemes are
fixed there is some flexibility to allow the insert of certain morphemes like A, E, O, thAn etcisThature of Tamil verb
increases the number of verb forms for each v&br proposed data driven approach based Tamila@nfugation system
could conjugate finite, infinitive, adjectival, aghbial and conditional forms of verbs along wittxiéiaries and clitics which
could yield more than 10, 000 forms for each verb.

A few attempts have been made to develop Tamilugmijon system. VERBIXon-line verb conjugator contains verb
conjugations for hundreds of languages, ranginmfrnational and international languages (includiagnil) to regional and
even extinct languages. Tamil verb pattern has Iséedied and conjugated by CREA Dr.V.S.Rajam has
proposed Conjugation by Verb-Stem Ending

The Verb Conjugation system implemented here iata driven approach which is simple, efficient aogs not require any
rules and morpheme dictionary. The system functiffisiently on the novel algorithm which is implemted using java
program. Morphological Generator have already dmed using this novel algorithm [Anand Kumar M k.t .
Morphological Generator is not an end-user toateithe user should know how to feed the morphotdgiformation. But
Verb Conjugation system is an end-user tool whmhid give all the verb forms with its Morpho-lexiégaformation. Three
different modules are developed to build this syst&he first module takes the verb root as input gives the verb’s
paradigm number. The second module gives the veteia (Stemming process) as output. The secondlmatso contains

! http://www.verbix.com
2 http://www.crea.in/verb-table-downloads/Tamil-VePattern.pdf
3 http://www.crea.in/verb-table-downloads/Tamil-VePattern.pdf
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all the morpho-lexical information. In third modudesuffix-table is used to conjugate the verb waiththe morpho-lexical

information. This tool is also used for generatimgple sentences which would be useful for pedagpgipose.

ARCHITECTURE OF THE SYSTEM:

Input Tamil verb

l

Paradigm Identificatio&
Stemming

l

Generating VERB-Forms |

l

Generating Sentences 1

Suffix

Databas

P
<

Fig:1 Architecture of the System

IMPLEMENTATION:

Tamil verb conjugation system is implemented bylding three modules. The first module takes théveot as input and
gives the verb’s paradigm numbdtafadigm Identification). The second module gives the verb’s stem (Stenjnasg
output.. The second module also contains all thephwlexical information. In third module a suffiable is used to

conjugate the verb with all the morpho-lexical mfation.

Paradigm Identification: The input verb root word is romanized using Tamitiddde to roman mapping file. This
romanized form is compared with end suffixes inapggm classification file. If an end suffix is mhed with the end
characters of the root word then the paradigm nunsbalentified. End suffixes are created basedtenparadigms and
sorted according to their character length. Therétlym for paradigm classification is given below.

Root word is Romanized

For all End Suffix

If End Suffix is matched with root word
Then, Paradigm number is identified
End if

End for



Stemming : Stemming is the process for reducing a wordsstatiem, base or root form. The stem need notdrichl to
the morphological root of the word. So for stemmimg have identified certain characters for eacly yaradigm, based on
this our system would reduce the root verb totgsnsform. For Example: the root word “pAdu” falls fiourth paradigm, in
stemming process the suffix “du” will be deletediahe stem “ pA” will be restored to join with tl¢her word forms in the
suffix table. In some cases no deletion would tpleee so that the root would be joining with theestmorpho-lexical
forms. For example: the root word “padi” falls inetfirst paradigm, here no stemming is done, sordloé word “padi”

would join with the other morpho-lexical forms peesin the suffix table.

Suffix table creation: The suffix table is the most essential resource for this verb amtjon algorithm. It is a simple two
dimensional (2D) table where row corresponds tontioepho-lexical information and column correspotaishe paradigm
number. Verb suffix table has two suffix tablessffitable is made without auxiliaries and the rigxtesigned with auxiliary
forms. First table contains 164 rows and the neat B7 rows. Both the tables contain 32 columnsal(totmber of
paradigms). Tablel: shows the number of paradignes raumber of conjugation for a single verb. Thebvetem is

conjugated with the all forms present in the suffilsle. Table:2 shows the model of the suffix table

VERB Paradigms Simple  Inflection | Auxiliary forms Total
forms
32 164 67 10988

Tablel:Paradigms & Inflections

ththAn | wAn

Table:2:Suffix Table
Conclusion:

An user friendly GUI is created to operate the veohjugation system. Separate columns are creatstidw the simple
finite verb forms, participle forms, primary auzity forms, secondary auxiliary forms, etc. The veohjugation system for
simple finite verb forms would conjugate along withe sentence. For example the verb “pAdu” wouldjegate as
“pAdukiRen” (“wAn pAdukiRen) for the morphologicébrm “1S” (Ist person singular). This is sentenceation is created
for all the verb simple forms. As it is used fom&8mnce Generator, this system could be very usefukaching Tamil verb

forms to the students in a non-conceptual method.



] |- ] ]

b wlleedd Pl T SE

Tamil Conjugatar

Figure :2 : GUI of the system
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Programming Like Language In Tamil

Yasasvi Sridharan
s.yasasvi@gmail.com

ABSTRACT

Most of the programming language use English asrbgium for instruction. Understanding the concaptnglish is
difficult for rural people, so to gain interest tards programming the programming must be taugtitem in their native
language.

Any concept when taught in their native languageaisy for a person to understand than that tangiry other language
which is known to him.

This new programming like language - medium in Tlaimian Open-Source, available to everyone andllicreate interest
in young minds towards programming. This Tamil lj@gramming language serves as a teaching guidgudents to
learn the concepts of Programming Language witlisi@am session and for better understanding thegoidil keyword list is
provided. This project called Pachondhi (pacch)been created using java-script.

Keywords: programming like language, javascriptigy, html, css, console environment
1. INTRODUCTION

Like Mathematics, computing is a concept, and @aintroduced through any native language. Our redsuo create
programming language which is easier for every@ree they are strong with their basic conceptsi@agidal thinking they
can implement their own ideas in programming.

Generally every person first starts to learn newgh in their native language only. So if things provided in the native
language they could learn it fast.

This project is designed like a dynamically typee. (Declaration free) procedural language. Anad #hst this project can
act as a teaching guide (i.e. tutorial) to helppgteainderstand the flow of a programming language.

The entire project revolves around the concepi@fcontrol flow of any procedural language, ss bést to use scripting
language. The project is based on java-script seritee the flow of any procedural language.. Theitdeabout how to use
java-script is given in this project to act asacténg module. For teaching purpose, we use theeptrof java-script.

This project is bilingual i.e. we can use both Tiaanid English code so as to make computing easg.Wéy we can easily
identify how code in one language is associatet thiat of other language. The variety of codesidgah these two
languages (i.e. English and Tamil) can be impleeateither way and helps to understand the concepts.

In this paper we will discuss the Tamil keywordsdistheir relationship with that of English keywsiid javascript, and how
it is implemented in the project.

2. PREVIOUS ATTEMPTS ON TAMIL PROGRAMING LANGUAGE
SWARAM & EZHIL
Many solutions to use Tamil as programming languse been suggested earlier.

A static-typed Tamil-language system called Swaveas introduced in 2003. A static-typed Tamil-langeigystem Ezhil,
introduced in 2008. Swaram is a full-fledged st&fjped programming language, with a feature seemdding C-
programming language. Swaram has inspired someeothoice of keywords in the Ezhil language. Taiedit Swaram is
the first programming language in Tamil, in theetsense with a JIT compiler from source and a afinmachine (VM). In
reporting Swaram, the authors justify the needaf@omplete language rather than plain pre-procgsaad other syntactic
sugar. At time of writing, Swaram is not publiclyadlable, which severely limits language developmeystem use,
community support and improvement. From experiasfd@ython one generally thinks that interpretedyleages are easier
for students to pick up and enjoy programming with.

Swaram is strongly typed, and allows mixed Engéishamil identifiers. This useful feature has berodrporated to provide
some form/type of access to allow external libanehich are (invariably) written in English. Nowighwill mean the
language has to accept identifiers & functionsrlades in a mix of English & Tamil. Keywords catillsbe Tamil-only.
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Swaram is the more complete of the previous atterapproviding a Tamil programming language. Egg#tem borrows
some of the better ideas freely from the Swarartegys

The Ezhil system incorporates most of the concipta Swaram. In the initial stage both Swaram aamtilEare not freely
available. But at a later stage Ezhil became lixensource.

3. Pachondhi KEYWORDS AND ITS MAPPINGS

Some of the keywords used in this project aredistelow. In order to make the keyword list more enstandable, their
corresponding English keyword which is used in gavipt are also mapped here.

BlredLmssib function Gsirey Case
QBTLTFd continue Qi Do
LOMTLILG U|LD repeat TGz eufleL While
&}, ITT6V if gl Print
@)svsmev else 13 Cuissflev Until
BISEI break ey End
Caihes® select STL_(H Show
U5 for Gaséir Prompt
ENAENC) return 6T630T Number

The keyword mapping in this project is made unifaeause there are no specific global keywords éonillanguage. The
keyword specified here are just samples. Therenare keywords specified in the teaching module.

4. THE PROGRAMMING LANGUAGE SYSTEM

The programming language system used in this pgrigepiite simple. The keywords and statementslasely chosen to
represent the computer programs, the same cha@asbning and logic followed in Tamil language. thaditional
statements liké- — ELSEIF — ELSEIF - ... - ELSEanN be represented in a similar way of replackhgrid ELSE with Tamil
keywords i.e. the statement would look like:

SYETTED - (F)6VMEV YTV - B)sVEM6V YTT6V - ... — (F)6VeMm6V
The normal syntax of javascript is being used windtudes the use of { } for a block, the use offor arrays and all the
similar syntax is being followed.

The program will look like this:

Tamil code with Tamil keywords

Tamil Code with English keywords

BlIrevLrah Gl mEse (3, 3p(

function@Quméssv (o), < (

{ {
STL® (9" <(; show (=" =4(;
} }

Cumsssev (2, 41);

Cumsssev (2, 41);

Example: Using loops

Blrevursd g @ ()
{
8=0;
& (F=1;m<=10F++)

functiong.”_@ ()

{
89=0;

for (m=1;m<=10jw++)

{ {
B=@tw; B)=@)+r,
} }
sT® (@) show (§);
} }
a L ( (); Fn (B ();

200




5. System Implementation

This project is implemented in an object orientashfon in the web page. For the web page the usembfand java-script
are of the foremost importance. The content tovaéable in Tamil needs Unicode keyboard.

Systems with windows 7 or higher has Tamil keyboardnicode format in the language bar. But forteyss with different
configuration, a virtual keyboard is a must foistproject to work.

In order to create a virtual keyboard we use theeept of Jquery which helps in mapping every Ehgiitphabet to that of
the Tamil alphabet. In Tamil we also have to keemind the combination of alphabet resulting ireavralphabet. For the
purpose of typing in Tamil we use the Unicode cbims in the project. The Unicode format which we is UTF-8. We can
create the virtual keyboard by assigning a unicalaesfor nearly all the keys of the keyboard byaehkhive can map Tamil
letters.

The ‘Esc’ key will be used to toggle between Largps(Tamil and English).

This project contains a console environment whe person can type a code and check for its flodvcarrectness. In
order to create this console environment the uselight weight java-script library likmochikitis used. This mocha kit acts
like a framework and helps in creating a java-sargnsole environment. In the right side of thesme environment we
type the code and in the left side we get the tesul

The future work is to implement the same concepalicthe available programming languages. Softthiatteaching site
would enable in creating interest for studentsrosgpamming.

6. Conclusion

The procedural language whose medium is Tamil,lvéla stepping stone that creates an interesbfarg/minds towards
programming. Tamil as a medium of instruction woludp in developing the programming knowledge foal people.
(This can also be used for helping the studengmtterstand the programming concepts in Tamil.)
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sLllewy g Plw Henflesfls @ TdHemar allglser Cousisr(Hd?

QU 9T 1BISHBTS6T

CussTAeLGoustflwmes LVBMVSSHLPSLD, Vasur@sas.upenn.edu

@)saslhemruilsy  safllafllsgsd sl yflbgiCararard GFiieugharer @  sraflw  euflepsmnm  LHY]
alleargsasLLBEDGI. 6Thd CThlub H6Tarss8s L Fossrar aldlsswerd: CsTaTHSTOTSTS @) (HdbEGLD 6T6TLS]
2 qewin. eormed Gomfluiledt S LewioliLy eTedTUGI @(h UMHTWMDSHGHLLL L FTEHS STl @) HdHEGLD eT6dTmID
@lsususwrwenpenwds Garast@) Gwryl CuraGeuri wWaseayb Asseors Gwrflevwll LweaTLBHSGSHID euflwipleui
sTeoTLIgl GuTgleuTer o asrenw. @)vswevGlweflsy wri CeussTHomerTad ettty CeusssTHomerTaid Gomlem i
S|WLD&EHEVTLD HMILD CUFEITLD 6TETD GlpsV eureVmD. &)bs (h GOV L euenTwenmeniL esTHlev GlsTasT(H p(h
ysw Gprsdled yGrmevrd sreitemd  sewfluGury  Gorflulleit sl Lewwiiy  ellFlsewerts  LweTUBSS
sirssaidlseaflsr (logic rules)@asriumiiger ojglitenLuiled senflasflls@s slfler pleweult sl G @ wwphd
[OETR @) G5 Hewrullsy Q&ET(HHSLILIL 1g (5 ELD T(HSSIHHTL_(HHemer vweTUBSHIL umriés
http://www.thetamillanguage.com/tamilnlp/tagit. htertsregi o suswevLiLIGHD 2 (HouToHSLILIL 19 HSSDGI.

@upens Gwry) steirenitd CUTEI BHLodhE, LTS auheuar spedlwisit HMID 2 HUeT ailFlssr, GsTL M allglser,
Curmeflwsd eiglasst wHMID 2 vHwed Cariurl (B ailFlssr srerTLIEsToUTELD. @)5CsT(H @) evdsFwalldser
ueTUTL_ B aflFlser orfwed wHmID wHD Friysrer allsst @ity usvalglseaflsr Hbsmomer LlsTersdlsvg e
wefls Fepsd Gurflepws vweaTLBSS @uBiGsngl. @sisusnsulley @ eusuenarsg alldsemearujn  GrLf
uflwrsgSsTer Bbrd GFwsOLBSSISICOTD. YSsmaw Heserer Gurflenwds senflelldse sThiseard C&T(Hdbs
@uspitb sTedTenID efledrT eTPVTD. @)BIG BT H 2 awrewwsni 2 Hm CursasGsusnriguilHsSngl. BT
CuphFreTasraurm Gomifl stedTLg! @ GDILILIL L suenTwenmdsGH6T SewLdHSLILL L 6 (h SL L eDLOLIL|ST6IT sTeTLIg]
upm) srevTenfllLITTeHsCauadT(Hd. sTeug Curflepws Qurmissausnruilsy eunpdlsir allgser spm @GmIli L
CTEUITEWsT 6 B GHETH TSI @) (HHGLD.  jeususwTwsHmenw HTid LsVeurn L Garenrmiseflsy s FHossvasGearT(h
vweTuBSSHID CUTH HH BWSHE WewLILTESES CHTeTmn. Y bs aldlsaflesr om GO L suswrwenpulled
jsuallFlaemers senflasflullsd o srafld HEHewTdslsd Brb sty Qurflepws LweaTUBSHSICHTCLT G
GuTeTD p(h GHYeWeVs Hewflesls@db CaT(HdEGHW suriitienu HUBSHVTLD 6TaTLCSH @)baL Renrulledt 2 L' & HdbgI.
@)b1@ Caribadd stedrenid Gumfluilwevreri g plw sHGews CHToHseVTD. @h GO L sTessTanstdben s ullevrssr
allglsemeard C&smTenT(h BT L FAdbHOTT uTHSIW YMLIL|SNT FDLI(HSSS%0lSTanTy HHSEDTID 6TdTm Sjeui
seorg Qurflullwed Casriur B mredlsv eflarsslusrermi (Chomsky1965).

@ sususns allgsewer wewmiiuilg sesflesflullsy o sraflll_(h Sjemeu GlamenTh wevflgesr Gmriflepwis LweTUHSSH UG
Guretim @@ GYmsv sanflalls@ghds CasTHSS ereTugl CFWDHens HIGTSIMeT YrTIFHseNe0 sPeTHTELD.
@)sueuflBlredlsv Lol 2 Husit wHMID GFTHEPTLTsefler CQgrflwsy UINLYL ugFlser Yemwssliul (hs SLlp
Qury) sursSlwnisemerd senflefluiley o uiibsnlujn eufluiley @@ CSTLITeT S Lenwliy sugeusbgis@ (list form)
wrpmid @@ weopulley ailldlasst 2 L LBSSLILL LG (HESSSTDT. @)sususmnsd SL L OLILSENETE Fnl L enLoLiL]
aflglsafler (Set theory) sgliuenLullsy senflesf] sllewy HPHHICETETEHLD M sl 2 SHeww aflerdGSng!
®)dsL_(Hewr. FlLssl L ugssrullyd  CeErpaemers OGasreadrL @ Wearearsrrduyd  @)susudlBlredlsv
2 L u@SSLUL 14 HESEDSI.

S1pF QFrpasemer uHyl Pluyb 2 wHLesr aflglser

@) ssentilssf] suflBlredlsy s0lipF GFrhaEemerd sHenflefl sufluilled YRHHICSTTERD ph suplpewm WPSHHL L LTS

SwwEsUUL(Herengl. BT "BBiser GFstenerdsgll Gurefisert?” ststtp @ Cssall  surdhdlwgemgi
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vweTuBhSSID CUTgl BLod @ @)FelFThsaflsy o srer ailGglssr, Hrevid WHedwer LHY! CsAE M. @sunHDlsv o sirear
allgglasemer Ufgg B ABSILiLFlvensy. earTed Crifls g misemer QY lihg CHTHGL &HDTSSHD @)dbFHemasi
UTSFWBISEhGSTT allGalsst WHMID U allardsasbisaners seaflssaf @ewpwrst Ufssplu  Ceusrigu

SjuAwd sHUBE DG Sjsuallenpsemard & PdhaHaTLuTm afleTdaHeVmLD.

YsHELL Gy
["nom", "ndii", "noun", "pl"], ['dat", "cennai", houn"], ['pa", "poo", "2pl", "inte"], ['q", "?",
['nom", ".", "period"]]

BTG PSHHLL @ewpulley stsvurd GFrhasswearyd Lflggs CeounhOerhasmerds savt@LiliysSs speubleur
allGFsGHh m uwi QsTBSH Iws sThs auflwssdlrwsggded GCslGLrCwr 8% auflewsFsdlrwgdls
CarhsasCousrB. @bs Gmpsrw algdsaflsr ugsspiss (morphological tagger)sterm gnmisuriser.
allgglseEnsE BT CQsrREGL Cuwer allgds gmmissr (tag Sets) erarmin g misurissr. @& GumrsTn
QYITFASET SOV BLHF  suewTewTd  @)(hESlSTHST.  Yermed  HBlpF  GFThEewer  BrD  eTUILIG
yfbg10asraralCmrCwr 985 Gursy seflefly yflhgh OGsrsrepd sumasullsy @  Jewwlienu  wWTHLD
ahuBSSwuglevenev. @bs  euswsullsy @Bs YITLES HBSHG G YPSTPWHF  eTaTECIETTETEVMLD.

sThSgISsTL LT ['pa’, "poo”, "2pl", "inte"] stetrenin QFrhLifleney CpréslesrTey spestmy eflenmi@g. @& "Gur”
TaTeId  @mhssTer  allwer. @5CsTH  (psreflemevs UL idens  allGHlud  elleTTeyssrer ol @slujb
B ewenTdsLiLL 1 (hESleTmeT  eteiTLg  GeMwh. @)liugdsrer mrd "GureTTiseart” eTerend GlFTMEILI
yfpgIQasratdGnrid. @)hs @ewpuilsd o ster aflFlser Smarsensujb HErmerd stetenih sewflesf] Glomifluflssr
sl Lenliy OgliuewLuiled uGs@h wewpullsv (list processing) senflesllE@s CaTHSS HSHCDTD.  @)hS
susmauiley Gy eursSlwgens HTid 2 _aref® GFiujb Gurg Brb sriiug YflhgGsrardlGnrGwr 9Gs suifluflsy
senflesflyd YfbgH6ETsiTar s euflepws BTD @)Bi@ THUBSSHISICOTD. @)HHS nl LU augaudbDler suFs
sTeTdTOleusiTDT6L Sewflesl] suflBlredlsd GFrmassmeartiuny] W steflgrs Gurflepws LGSSPlw suflpewmEHeners
Q& iwievmip. 6TOVEVTS:  HLHSHTLY UTHBWBISmend Clar@®  eTettCnr "Gur" ererenid  ailener  Glgmesor
TGS WBISHmars: Gar® starGnr CslLrsd @bwswpuiley Csllssiiul L sraledmhs B)Ssmaw CFiiglsemer
steiflBlev sapT(hLgEsevmd.  @bpempuilsrt wHEpT®H eusd @)dsl Rewrullsy aillerdasliL@n GFiig)ds6)s TesnTysd
yeopwrgh. Guwsed @ OCFTedllsdlBhs 2 Hysewer wenpwrsl Liflss Seupswp Gupuly Srigu
gewwliilev wrHm Lexical Phonologyrsitenis Gasmriurl o Qeugeurs @)susuflBlred LweTUBSSISIDG (HTevnrds
Renganathan997).

B)® auy) CQFTeL LEGEHGD allglaser

@ susuflBlredlev "LTiggiH6ETaTCL Ul HeSnSHeTTeL" 6TeiTenid GFTLsWeL 2 6iref (R GFiwd CUITgl FCFTVM6V

['pr_prog", "paar", "neut.sg",

985 QFrhsewst TR 2 (Heurdssayh sghuT@hser CFuwliul Rsterer. @)bseusnsullsd HLOPFCIFTVemaVLI

causalsferti u@GSsPE MG 9Cs CBradley @)suauens JewLLiLHM6nd 6laTenT(H

Uflssey Uflssems WasrHd CFrevevrs o HaurTdhssad @)susuflBlredlsy eldlsst G&THEHS UL (hsTeTest.
woFwwrs, GCuwhuy CFrevemsy  "QFTeVeIS6ETEITIY (FHSETHSSTEL"  sTeir  WTHMHCeusrBorermed  GopLilg

s L ewliL augailsd "neg_causalstsiranib GFrsvemsvuyid "Col" stesr "GlFmsv" etearm aflewesrd @i ['pr_prog”, "col”,

"neut.sg”, "neg_causal'fresr @)ememrsasCousir@id. 5Cs Gumsd "GlFTed" eTeireyid allewerd@l ugrs "CET®H"

sTaateild  eflewereww  wrHPlerTed  "OBTHSSISC BTG (HESTHHITTEL"  6THTEID  6ulgemeud BT (HdbGLD.
@ sususnsullsy @)hs aulgeud sesflest] Hiblewip eTaflFley LGSSBW BTLD WD G §p(h (F)HL_BlewsD 6uig6uLd By @ Lb.
aursdlwkisenert ubHy) yPlw 2 _geyb Gevdsenr allglssr

@)renTL_Tougl &SLLIOTE  uTHSIWSSlD 2 erer QErheprLiseners LNfSsBlwGeussT@Ib. BTG

CQuUWITSESTLT 61817 allwers6lsTL i 6151? stetLswsL LiflEECauadr®b. Guwis6lsrfled GCuwreLserub
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2 swLewd OCsTLisewaryd 2 L Li(hss Cousdrhid. allenarselsrLiflsd ailswaTwen_snw (3)ewesntdssGouesr(hLb.
@by ewwlevuw yGBrreord Qumrfluiler &L eowliy olfsens@hsT IewwsHsGaa®n. Fmws @6
@renTL_Tougl @)ewPwiTsds SHenfleaflsdg CaTHsoIaTEaTD. HpsbsTamid @)renrLrd UL @enypullsy ssubleur
QBT (HLD SH63fSH65f) gt L_eWIOLILIE 6T OlBTHSSHIETOTD B & TEBTEVMLD.

yGrrevrd Guomfluflesr &1 1_ewwiiy eflFlwenpd@er Qasr@ossiiu’ L @rewr mib &L @)enip

[[["nom", "ndii", "noun”, "pI"], [[['dat", "cennai”, "noun]], [[["pa", "poo", "2p!", “inte"]]], [[["q", "?"N], [['nom", ".",
"period"N[[["nom", "ndii", "noun", "pI"]]], [[[ "dat", "cennai”, "noun"]]], [[["pa", "poo", “2p!";inte"]]], [[["nul", "],
[["nom®", ™.", "period"]

@eupniled QuuwirenL GareTL &L L e»wis) GUwTenL_%End QLWL PSTHTHS GClaTHdHS LI 19 (HdELD.

THSSIGHTLLTE "Spsret 2 BigsehswLw of L Héa@" stettenih Ggrii Ulereumwrny ifl$sflwlinu@i.
[[[['adj", "azhakaana"], ['gen", "ndii", "noun", "y, ['dat", "viiTu", "noun"]]]

BTG 2 6Tafl(HID UTSENIBIGET HYWMOTSMBUILD (PSDBL L 10TSHG SHOlPleiT o (Huesflwisd jglitisnuilsd Llflgg
peublaurm ClFrevewsvwjd  eflgglaafler  9gliuewLuilsd allGHlsepssTar s Lewwlimuds CaTHSS MBI
@ sueuflBlred. @renTLmeugl S ors  Gsrigewwliler  SugliuenLulld  GQsriiseflsit  &LLewwlienL
THUBSSHIS DS @) susuiflBlredlsv CQuuire»L GCsTLT, gl Qeursslwmiser GCurearm Heo  Adbserer
aursSlwBsmerd uGSSPIw aufleusns OQFWiLL I BHEEDS. SWID B)VsEEaNT HWLIHL  (LPSHDIWITSH
allardsCouanrhirarmsd % sreflu surdsdl ewwliurer Quur-Cluwir oewwlil), S L enar surdslu ewiliL,
BlBDSHTL uThHSw  Yewwliy steorm OsTL B WEFfssorar aurdslw  ewwliureT GuwrenL s6lsr i
QUTEHFWBISHST WOHMID Fnl () UTHSIWBIGET 6T 6TAfleHOWITET 6uig6uSSH60(HHEI HlgTLOTERT UTEHEIW HjewLoLliLiled
9 auflenssSlrwsdley allerdserd. @susauamasuilsy alardsiiul L @evdssamrsens Renganathan2011) mredlsv

SHTEWTEVTLD.
sLLenwliL allSlsephd $mEs allFlsenh

wHmds senflesf] Guriflsswerd sTiigad LGrmevTd steitenih sewflest! Gl Hev uewTyseflsy gesfliiul L srs
B HEBGW. HHoHs alFlsemarts LWTLBSSID WewD WHMID SLLeLIL] PewDUiled STeysenert UGSSnW D pswm
gpalwer @ 6lwrfluilsr sefld AmLiL) stareord. @)eususnsuilsd @)bs B)TewT® WewmHeflad sl Cwrifls sremeu
augeumSSHIF CFinutiu@n WupHAGw @)bsds s Hewruilsd aflarssliiu@bd Sl Gwryl HPlssd wHmd ClFiig
Callsz60 LHMID GsTewTred uPBlw Y TTiFF TGO, S Lol WwHHID SHSeS pewmuilsh LwsTUBGSSLILIBILD
yGrrevrd Qurflwiiupm omlw sressrs Clocksin and Chris Mellish (1987 mmyio Gazdar and Chris Mellish. (1989).
T(hSSISSTL LTS "Breir Cppmi CFsTemerd@l GuTil sTaTeyenLw WwTTemeull LTTECSHer" 6T6TH GCHTL 6w

2 _gref () GFiiu Curg @)SCSTLswr GsTLTHeflsr &L L enwliilsy LlsTeumorn Sagl srails) (@) emantdssngi.

[[l"nom",  "ndaan", "noun"[]], [[["tm", "ndeeRRu"l}, [[['dat", ‘“"cennai", "noun"]]],
[[["nom", "pooy", "tr']], [["gen”, "ndaan"”, "nour], ["acc”, "maama"]]],
[I"pa’, "paar”, "1sg"ll, [[['nom", ".", "period"]]

Uesrerri semflesflullio "Cppmy” upPlGuir "sterewerrs upPlCuir”, "Curesrg uPPCuir", "CFsirewesr LHMHCwir"
CallL Ty g1 hs Caeraillssmeryyd @)Cs s Lewwliy weopulled wrHBlE6ETT®R (WpeirarCr Caufldain’ L
sTeysGarr® uUil@GEng.  uuy eulELCurg Gssralluilldr oewwliydseg 2 L ull ursslwkigsemer
Gleue s 6las Tewt (FS M.

T(HSSISSTL LTS "BTesr eTLIGLTISI WTTeney LTTS8H6T sTerenid afleorTemeu sTeplid Curg @)suaieTmensu

Uesteumormr @)susuiflBlrev flssmlangi.
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[[["nom", "ndiingkal", "noun"]]], [[["acc", "maama']], [[["qtime", "eppozhutu]],
[I'pa’, "paar”, “2pl']], [[['nom", *.", “period]]

@)EsLenwlienus SeTanswL i $reysGsTiiile) pearmesirUlsr parmrs @)emanmsgliumidsgn Curg Gumhan Plw
UTGSWSSHISHEG @)eusurdsslwn o Ul HUGUTeUSTY YsusuTsSlisens B)sCaheralls@d uFleTs "BHIs6T Fhmev

Tl gprid CHP) 2 BIGEHEHL W LTLOTENeU LITTSSETHET" eT6Tm CBTHHHE DS

@)gsr glinenLulled 2 wusit wHMIDd CsTLlwe alFlsCarT® wWoHSELILGBLLD TS WBISaT STECHT®H
@ty RUUILEL uris@gh sphayssrear ealslsend  @)suauflBlredlsy o draf( Gl i (hdheTDe.
@ susuflBlrensvd CETentlh) CFiFlsamearts LGSSTWD Snewerds sanilelsd afllds WSIDS.  TSHMEBIW
Fssevrar CFiglsemear @)eusuflBlrsd LGssPlun? sThs @)L kisafll6levsvevrid @)eusuflBlrensols LweTUHSHVTLD?
sTedrLgy GuTsdsTm LweTUTH GDVISS alleaTTdhsEnsE @) suauflBlredlsy CaTHsasiILL L arTHlulleT SeiTenwenuwiu|id,
Qar@sasiiul_@srer suUllp Gwryl GnlssTear aldlsst YySwstauperpud wousCs Fhlwrer el enwds
Q&ETHssWpIgub. Gwriflullsr GQurmst Bl U allFlsst uPPCwT 2w Carlur@sst upplw allgsenerGuir
upy) FHLTHS HeUmVLILIL TLO6D @FGLpBlemeD IjigLliLisnL uild HeDVTH UTHEI HeWLLIL|HHaTS6lETeTECL Flev

QFwevLITHHeMend Hewllesflenwids Gl&TessT(h GlFweLLIBEHSVTID 6TetTLICH @)BI@ suedwmiSSIILIBHSDIBI.

"SBIGT eVBTETLD" 6TTeNID Fleverrg Breuslledhhg FAsv eursSlwmisemer @susuflplred Lfssnleusmarest
T(HSGIHHTL_(Ha6T v @) ki@ CBTHGSILL (HeTarg).

I SsmeTenwu)d CxL (DS T (DS TET (&) (HHSTET LITdh ).

[[acc", "attanai", "noun", "conj"], ['avp_refl", Keel", “empt"], ['pa", ‘"iru", "3fem.sg"],

["nom", "paakiirati", "noun"], ["nom", ".", "periot]]

BTHHTOUI6L sp(h CuTFemesTu)b (F)V6VTLOED HeWMo@ CleuslICGuw o I HTTHS(HHS FHETSDH DS bHSF
F5510 sewevulled 914555 CuUTEL CHLL g

[["loc", "ndaaRkaali", "noun"], ["adj", "oru"], ['nom'™'yoocanai", "noun", "conj"], ['neg_avp", "il'],

['dat", "aRai", "noun], ["acc", "veLi", "noun"],'pa_ajp_perf", "uTkaar"], ['dat", "cundtaram", "na{, ["ad]",
"andta'], ['nom", "cattam", "noun"], ["loc", "tal&i "noun"], ["pa", "aTi", "neut.sg"],

['nom”, "pool”, "Ik"], ['"pa", "keeL", "neut.sg"], [Tnom", ".", "period"]]

S|6U6T BN & CLe) FWBIFSTTET. HBHDEG CLosd jeusir ClFTVVL CUTouenS jaueT 2_HMmid

CaL&H6VTRTT6IT. Hj6UsT HaTsHeTls) CFTHID HVHS 616D 2aTL_Tig UIG].

[["nom®, "avan®, "noun'], ["dat", "atu”, "noun"],"hom", "meel", "loc.part"], ['pa", "tayangku", "3rsasg"],
[*"nom", ".", "period"], ["dat", "atu", "noun"], ['@m", "meel", "loc.part"], ['nom", "avan”, "noun'T;inf", “colla"],
['nul”, "poovatai'], ['nom", "avaL", "noun"], ["adj "uRRu"], ['nul", "keeTkalaanaalL"], ['nom", "."period"],
['nom", "avalL", "noun'], ["loc", "kaN", "noun", "@l], ['nom", "cookam", "noun"], ["pa_ajp", "kala"],'nom",
"aaval", "noun"], ['pa", "uuTaaTu", "neut.sg"], [6Gm", ".", "period"]]

9&rTE aulfl QaTHEsILL 19 (HEHGD allFlser

@sueuflBlrad@d srrHullest ubi@ WE WhSWwTaTsTEGh. STTHluilsy o srer CFThHEemerts LweTLBEHH Cw

@sueuflBlred sursElwmbiseflsd o sirer CFrhoHmerts LGSSPWD. HsrTHulley 2 sref® CFinutiu’ L GClFTe

BvemeGuiefley gFGlFTVmeIL LGSSHW  Wrwrs Beweoullsv Nul eteiry  GMISH YPwF GCFTIMELW|D

sl Leowlyll uGglulled HmEDGI. @)eiousws  eursHEwBISmaTwd  (@susuflBlred HereewLw  HTEeur(H

CFidg&HCEHTTE MG THTHTAID @)SFWHW UGHSIULTEH CFTHEHST eurdhdSlwmisGerTh @) HHG0 & [HeNTSHSl60
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BT eTHTUTTEHGD LevsT Sewflefluledl(mbg HewLsargl. ysrrullsd Guwi, eiswer, QuwrenL. LHMID
Crriuwisst sefldseaflursds Gar®dhsLiuL g (HddaslsTmenr. Bsuauens  GUwisHeflsT  THSSHISSHTL (6T
FAevaupewm @) BICSH Gl THSSHI6TCTTLD.

OUW(BESSTET YBTTSS Srey

Quuwigssmer "NOUN"stsiTmy ST 14 HCHTH SH6iT LML LHMILD 6TewT ST il GHleww s sesflwimasds
Q&ETHSH (HBSCmmib. Gugh g HUICUWTSewer sTaflleni &P PSTDTHS ClsTBSSGIGTETTD. HewL_Fuiled
Q&THSSLILL 14 (hEGLW [] sTarenid LGH YBrmevTd SLLewwliyll uGSwrGLd. B)sl60 oybg ClLwi &mlds Test
Gaumy sHeusvEemer [animate, domestickesr wpm CFiiFsemersd CFisg s auflBlredlsd o srer ailglsGerr(®
BT 5156sTsiTaTeVTLD. @)sisusmnaullsy CluTharyLitien_ufled Griflemwis 4flbgICEsTeTEnD pwmHAenwF
Qi CGurg @)ULGH LWeIETTSTS @) [Hd G LD.
words ("kuLirkaalam”, "noun", "atu", [])
words ("kanakacapai", "noun”, "aar", [])

words ("aaciriyar", "noun", "aarkal", [])

@B CsTHGSLILL Iy HEBGLW atu, aar, aarkabBurerm ol @glssr sursSlisglev @)eueuend GLIWTSHET 6THEUTILTS
aumd Curgl aileweTuilsd @)ewentdssli LIWGTLHRUGIL 6T jemeau Y LIGLIWTHeNT DM & EWTBISGOTTET 2wt FlenesT,

SjooPlemenst GUTsTn GFiglssmerud HPluils LiwesTL B esTm6DT.
aflenardssTeT HETTSS Srey

allenarrsenar HeumnHBleT 67 aueNdHdh 6T 2 _arL_Ter ailewerliLiflalsr st Ganrm® jsunBleir ClFwIliL@6LIT®siT
TS G Hetremio uHPlw CFLHCuTHLD GETHESECDTL. CLWwismariiGureGeu @)BIELD g L (hallensrenw
RETDTHS CHT(HSHEDTID.
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Written to Spoken Tamil : Conversion Rules
(A Study in Speech Synthesis)

K. Karunakaran and R. Krishnan
University of Malaya, Kuala Lumpur

Abstract:

Tamil is a diglossic language for centuries. The twrieties which participate in the diglossic attan namely the written
and spoken varieties show considerable changeibddnguage structure and language use. Thesedvigties are taught at
different levels for different purposes. There @ ners interested in learning both the variegéber one of the varieties,
depending upon their needs.

When we try and used to introduce these two vaséti the teaching of Tamil as a second languagégio language, there
arises the need to convert one variety from therotbo, this paper focuses on written to spokewemsion by formulating a
set of rules called conversion rules. The convessstart right from the phonetic level itself andended up to the level of
discourse. There are phonetic and phonological @sions of which some are significant; morphologocamversions which
are conditioned in many environments; there arephmmgwhonemic rules which are exclusively found acte of these
varieties and there are phrase and sentence fomsafound to be little different in them. So, theitten to spoken
conversions as found in the above mentioned learelconsiderably ordered and systematically exalden Hence, the aim
paper is to demonstrate the way the conversiores pigdce along with occurrences as well as condiitgpfactors. Though
there are differences in the occurrences of thal fihones-phonemes-morphemes, their occurrences sholarities also.
The conversions show a pattern also, like wordHimacurrences (before #), when followed by a suffikonetic and
phonological significance, the phonetic realizat@md so on. The conversion rules include all spatterns in word
formation, inflectional, derivational processesevitersa process can also be explained, but needs.....

(Key words: diglossia, conversion, varieties, aasion rules)
1.0 Introduction

In the modern period dialectal words have foundr tivay into the vocabulary domain of standard Taaitiher by the virtue

of their intrinsic worth or by the authority of timmets who pressed them into service (Sethupll$3). The two distinct

varieties had parallel development and functiorgiicance since then and continue to be so esdayt The two varieties
not only have structural variation at differentgliristic levels but also functional variation in thee of language in different
socio cultural domains such as education, admatietr, mass media science and technology, homeidgyggand so on.
That is each variety has different sets of socialcfions in formal and informal levels. These v do not overlap or
merge much in the modern use, but for the movigdage and dialogues and conversations among charactnovels and

short stories in modern literature as well as sofrthe socio cultural usages in writings.

So, a study pertaining to the conversion of writterspoken and the vice versa is needed in ordenake appropriate
selection of usages for different purposes. Witlerence to the conversion written to spoken Tare#nss to be more
systematic based on rule formation.

2.0 Aims of the Study

The following are the aims of the present study:

2.1 To generalize the regular written to spoken conwarat the word level.
2.2 To explain the conditions in the form of conversriates at the word final and medial positions.
2.3 To identify and explain all those changes foundhi& morphological structures of Tamil in the forfn o

conversation rules.
3.0 Research Questions

The following questions are put forward:
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3.1
3.2
3.3

What are all the different word final and mediahgersions to be generalized at the word level?

What type of conditions are needed to explain thedvlevel conversions?

What are all the conversions found in the morphigkdgstructures and how to explain the conversions
the form of rules?

4.0 Methodology

Qualitative methodology is adapted in this studyiider to present the exact variations and prasgittie variations in the
form of conversion rules from written to spoken Tarthe rules are presented under two headingdMard Level
Conversion Rules and (ii) Grammatical Level ConverfRules.

The data for analysis includes words /lexical itdmsd in modern spoken Tamil in the Malaysian eats. However, those
distinct variations found in the Tamilnadu spokeamill also have been taken into account, as thiddvoelp to generalize
the conversion rules as far as possible. So, #Hradrwork has two segments the use of spoken Tandiifferent contexts
and their functional significance on the one hand that of making rules for systematic conversions.

5.0 Data Analysis

51
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Word Level Variation and Conversions

5.1.1  Variations at the word final positions
5.1.2  Variations at the word medial positions
5.1.3  Some of the explainable variations at word injiaition

Sample analysis

CR1 -ai# ” e

CR2 -am/-am/-an/-um/-o0:m ety nasalized vowels
followed by #

CR3 -C#— Cu# (phonetically

CR4 -y#— -yi# [-yyi# (the additiofi-ey or doubling of —yy has
to be explained by a morphophonemlie iuthe process of
conversion.

CR5 - this conversion rule takes care of wordliaeconversion

especially -r—p -tt- (spok&mil does not show use of R except in Kanyakurhamil but
in the case of words with -rr- they are pronounagdtt- with or without case suffix)

CR6 - this conversion rule takes care of wordlialeconversion

especially —arp  -nn /-n (condigaohby initial syllable CV /CV)

Conversions at the Grammatical Level

5.3.1. Conversions in the Noun Structures

The conversions include : (i) Number Suffixes (@Bender Number Suffixes (iii) Link
morphemes (iv) Case suffixes (v) Derivative Suffiseich as adjectival suffix, adverbial suffix,
common human noun suffixes and so on.

There are numeral forms both cardinal and ordirdtkv show variations and they have to be
explained in the form of conversion rules. The gatlbases also show variations especially
from 1-9.

So, at least there would be 15 conversion rulels kgiterence to noun structures.

5.3.2 Conversions in the Verb Structures
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The conversion rule includes all those variatiangfl in the finite and non-finite verb forms in kpn Tamil.
5.3.2.1 Finite Verb Conversions

There are at least three types of finite verb fonamely (i) with tense suffixes, (ii) without tensuffixes, (i) imperative
permissive, hortative type of finite forms.

5.3.2.2 Non Finite Verb Conversions
The following non finite verb forms have to be exipkd in the form of conversion rules.
0] Infinitive Forms
(ii) Verbal Participle Forms
(iii) Adjective Participle Forms
(iv)  Conditional Participle Forms
(V) Temporal Participle Forms
5.3.2.3 Person — Gender — Number Suffixes whicluoin
finite Verb Forms after the tense s«
5.3.2.4 Negative suffixes, Negative words andraféitive
Negative differences in spoken Tamil
5.3.2.5 Participial Nouns and Verbal Noun Formaio
5.3.2.6 Verbal Derivative Nouns (Verb based + Linrpheme + Derivative Suffix)

There are complex verb forms as well as compounmid feems in spoken Tamil which show distinctive iadions. So, there
is a need to explain all such variations in therff@f conversion rules.

Type 1 : Complex Verb Forms
There are two divisions under this namely aspedtarats and modal forms which show distinct convansi
Type 2 : Compound Verb Forms {erb form 1 + verb form 2 : Noun form + verb foritc

There are dependent parts of speech like adjectacherbs and particles which occur with noun foragsb forms, noun
and verb forms respectively. All these formatioaséto be explained in the form of conversion rufs all together there
would be around 30-35 rules needed. The speechesintstudy with reference to modern Tamil haveeenodernized by
explaining conversions which are needed when ores doom written to spoken Tamil. The NLP study dtotry to
formulate a series of ordered set of rules (conerssor correspondences).

This kind of standardization could be done with ltleép of data using modern methodology in NLP ssdi

65



A Three-level Genre Classification for Tamil Lyrics

Karthikeyan, Nandini Karky, Elanchezhiyan, Rajapaiah & Madhan Karky
Karky Research Foundation, Chennai, India.

Abstract

A song is a merging point of two art forms, musgid dyrics. Thousands of songs are created evenyigeBamil in various
forms. Presently, a song's genre is determinech&ygenre of the music. To the best of our knowledgedo not have a
genre classification for lyrics. In this paper, p@pose a three-level genre classification systamiramil lyrics. The first
level, which we call the base classification, dféss Tamil lyrics into 10 base categories that ldoabstract the theme of the
song. The second level classifies the song basetieomood of the song. The third level classifies $ong based on the
language style. Based on this three-level clasgifio, we have identified 240 buckets in which anifdyric can be placed.
In this paper, we describe each level in detail pre$ent genre classification statistics for aemtéld sample of 1200 Tamil
lyrics.

Keyword
Lyric Genre, classification, analysis
1. Introduction

A song is a culmination of two art forms, music dyrits. From lullabies to rhymes to jingles toginal sound tracks, songs
travel with us from birth. Tamil, a classical laage with rich literature, produces thousands ofs@very year in the form
of jingles, private albums and original sound teaok movies. All over the world, music has beenlstldied and classified
in various contexts. In today’s world, a genre @bag would denote the genre of the music andhattertaining to lyrics.
Jazz, blues, heavy metals, classical are a few geasnof music genres. To the best of our knowledgelassification of
songs based on lyric content does not exist. ighper, we propose a three-level genre classific&tr Tamil lyrics, which
we believe can be extended to other languages.

In our attempt to classify Tamil lyrics, we idergd that a single level classification was insuéfic. A lyric has multiple
dimensions such as the base concept of the soagnttod conveyed by lyrics and the language stylehis paper, we
propose ten base genres, six mood genres andtideirgenres. We have applied this classificatiom tollection of 1200
songs in Paadal[1], a lyric portal that facilitaszsarch and ranking of lyrics. We also presentistical analysis of genre
distributions.

This paper is organized into five sections. Thdofeing section presents a brief survey of literatuelevant to genre
classification in general. The third section ddsesithe three levels of genre classification iraileiVe present a statistical
analysis of genre distribution in section four. Timal section summarizes the paper and discubsework in progress and
further extension of this work.

2. Background

In this section, we review literature relevant istpaper. Most of the genre classification rededwappens in the area of
music.

In [1] the authors present a system to extract nfome hundred features from music files. The femtare used to classify
the songs. Features such as instrumentation, gextythm, etc are used to classify the music. abiguities in genres are
discussed in [2].

In [3] a hybrid classification system is proposext hierarchical, flat and round robin classificatioThis again is an
automated classification system that mimics huntassdication. In [4] authors take POS informatfoom lyrics to classify
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the music genre and mood. Interestingly in [5] reyf@ature from lyrics is used to classify the muBione of these works
attempt to classify lyrics.

The primary objective of this paper is to defingemre set for Tamil lyrics. The secondary objeciivto create a training set
for an automated classifier, by manually categogz set of lyrics using the proposed classificatio

3. Three-Level Genre Classification

In this section we define the three levels of gemramely Base, Mood and Style. Each of the levalsthe sub classes are
defined in this section.

3.1 Base

Every lyric has at least a base concept for whighlyric was created. A base genre would abstrecttieme of the song
based on the purpose. We have classified the lese @to the following ten classes.

3.1.1 Character

Character class comprises of songs created foptinpose of describing the character of a personsiPé features,

capabilities, strengths and weaknesses of a parsonsually described in this category.
3.1.2 Festival

Songs celebrating a common event such as new fgstiral of lights, holi, etc. come under this cpigy. Personal events
such as birthdays and weddings are not classifie@nthis category.

3.1.3 Nature

Songs on nature or on love for nature fall under lase genre. The purpose is to describe natlitésaand as a person’s
love or thoughts on natural elements such as kills, sky, moon, trees, flowers, etc.

3.1.4 Philosophy

Songs that focus on a deeper meaning in variousstamme under this category. Philosophical soraglly talk about
human relationships, emotions and God from a wpr@w.

3.1.5 Relationship

Songs on motherhood, fatherhood, relationship witilings and friends fall under this category. Soran romantic
relationship alone are excluded from this category.

3.1.6 Romance

Songs related to single and multi-sided romantiti@ships between two or more persons. Themds asidalling in love,
state of love and breaking up in love fall undés ttiass.

3.1.7 Occasion

Songs on birth, wedding, family events and deatmecander this category. This is not to be confusét festivals
category, which are celebrated by large communitésed on religion, language or country. Songhéndccasion category
are usually specific to a family or a person.

3.1.8 Spiritual

Songs on religious beliefs, religions and gods cander this category. Religious festivals are catizgd under festivals.
3.1.9 Patriotic

This category groups songs on a country, renderédpatriotic fervor.

3.1.10 Miscellaneous
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Songs that do not fall under any of the above nategories are grouped under this category. Sdragsate ambiguous can
also be categorized under miscellaneous.

3.2 Mood

Irrespective of the base genre, a song can bearéted based on its mood. In this section we presi@mood classes. The
classes have been based on the emotions desaripgd i

Figure 1. Six Basic Moods [4]

3.2.1 Happy

Lyrics that talk about fulfillment, satisfactionpretentment and optimistic thoughts fall under hapgiegory.
3.2.2. Excited

Songs with a bouncy, energetic and ecstatic feelirgcategorized under Excited.

3.2.3. Tender

Lyrics depicting intimate and soft feelings dirgetr indirectly as well as those portraying a kisgimpathetic or humane
nature fall under tender category.

3.2.4. Scared

Lyrics expressing nervousness, tension and jitteghtened feelings are classified as scared.

3.2.5. Angry

Irate feelings, fury or rage in a person, expresséygrics are categorized as angry.

3.2.6. Sad

Songs on the depressed state of a person, songseixyg dejection, grief or heartbroken feelindsuiader sad.

A lyric is classified into one of these categori¢s lyric expresses multiple moods, the predomimaood is tagged. A song
with romance as the base category may have aredxeihgry or sad mood associated to its mood.

3.3 Style

The third level of the classification is based anduage style. Tamil language has evolved over rttasysand years and is
characterized by innumerable style variations. thersake of simplicity, we categorize the langustyées into four simple
classes.
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3.3.1 Traditional

Lyrics with non-colloquial Tamil, without use of was from other languages, are classified as Tatitistyle.
3.3.2. Folk

Lyrics with conversational-style Tamil, specificszome dialects, are classified under folk style.

3.3.3. Contemporary

Lyrics that use words from other languages mixeth Wwiamil words or those that coin or introduce rieamil words or
sounds are classified as contemporary.

3.3.4. Mixed
A song may have a mix of traditional, folk and @mporary lyrics in it. Such songs are classifietflased.
4. Analysis

This lyric classification is part of a Paadal[7]lyaic portal. Around 1000 songs in Paadal portakevclassified manually
applying the three-level genre classification syste Ambiguities that arose in the manual clasdifica process were
resolved by assigning the most appropriate tag.ri&ance, if a song talks partly about nature ardly about a romantic
relationship, human judgment was used to clasdd@pending on which class the song tended more ttswar

tic

.
:
oo s -
g

Figure 2. Base Genre Distribution

Of the base genre category, romance takes a higgeo$ithe pie. 62% of the lyrics belonged to ttasegory. The sample of
1000 lyrics may be very small over 70 years, bubeieve the pie would not change drastically wirare songs are added.
Philosophical songs and songs on relationshipsttekeecond and third place respectively in thesridiution.

W Happy
MExcited
mTender
WScared
WAngry
mSad

Figure 3. Mood Genre Distribution
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Songs with tender feelings rule the mood distrifoutiOver 45% songs in the collection belong totémeler mood. Excited
and Happy songs together share almost the othieofithle pie.

Contemporary
8%

m Traditional
WFolk

Contemporary
W Mixed

Figure 4. Style Genre Distribution

Over 70% songs in the set belong to traditiondestyrics. Around 18% songs belong to the folk gaig. On the whole
‘Romance.Tender.Traditional’ is the most populang@ategory, out of 240 possible classes, in thisetlevel genre
classification.

5. Summary and Future of the work

In this paper, we proposed a three-level genresifieation scheme for Tamil lyrics. Each level azategory was explained.
The lyric distribution statistics over these gensese discussed. The manual classification appéienzer 1000 Tamil songs
can be used as training set for an automated fitassvhich is our work in progress. The base gastassification may not
be complete. Even though there is a Misc categofgw popular categories might be missing owinigati of samples. This
three level classification system is open to madifbns. New base genres can be added in the fifesrching for lyrics
and lyric suggestions based on this classificatidhalso be useful features in a lyric portal. $isystem also gives scope to
language research in lyrics where lyric stylesariaus lyricists can be analyzed.
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Lyric Objects & Spot Indices for Paadal,
a Tamil Lyric Search Engine
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Abstract

Tamil lyrics play a vital role in language literadye have estimated that over one lakh lyrics @rigtamil in the form of
original soundtracks of movies. The traditional vedyorganizing text, for search and ranking, widk e efficient for lyrics.
Structure of lyric, frequent use of compound woadsmetaphors, and the difference in user perspecfigearch makes the
existing indexing methods inefficient. In this pgpee propose LOB (Lyric Object), an object oriehtstructure for
representing lyric and spot indices for LOBs. Sgotstiny locator objects that pin-point the eXacation of a root word in
an LOB. In this paper, we explain in detail how ip®ts are stored in word objects and how inteimecif spots are used in
multi-word search to produce efficient results aaBal, a Tamil lyric search engine.

Keyword
Spot Indices, Lyrics, Indexing, LOB (Lyric Object)
1. Introduction

Lyrics play a vital role in carrying cultural elemis across time. They play a pivotal role in larggubiteracy. Many research
results in the field of education suggest that soag the best tools for effective teaching. In iTdamguage, we have
numerous words that are not used in day to dayeassation but can be found only in lyrics and paeitth the advent of

UNICODE, search engines now can index Tamil documeéh few search engines, such as Google, useia ftasnmer to

find the root words for indexing. In Tamil we estita over one lakh lyrics to exist in the form ofwiosound tracks,

television serial sound tracks, jingles and momchhiques employed in searching a web page neigeatbes not prove
efficient in searching lyrics, as lyrics have numes features such as similes, metaphors, compoondsvand they have a
different structure. Apart from this, the searchuieement of a user is totally different when it@s to lyrics. Stop words,
which make sense in traditional search, does n&ersanse here.

In this paper, we define Lyric Object (LOB), an etfjoriented structure to represent a lyric. Adys comprised of letters,
words, lines, stanzas, and markers for male or feperspective, in addition to meta-data such laisma) year etc.

We also propose Spot Indices for LOBs. We defirgsps locators of keywords in a lyric. Every keysvavould have one
or multiple spots associated with it. A spot wopidpoint the exact location of that keyword in &DR.

We have represented 1064 Tamil lyrics as LOBs. Keywobjects were created containing their corregpmnspots. The
size of the keyword objects vary based on the nurobspots contained within the object. This methofistoring spots
within objects, enables us to store the individkeyword objects in hard disk rather than having ehére lyric index in
memory.

We also show how multi-word search is simplifiecatointersection of spots contained in their respe&eyword object.

This paper is organized into five sections. Theoedcsection provides background study on indextrafegjies and object
representations. We present the LOB structurekélevord object and spot structures in the thitiea. The fourth section
presents implementation and results. The analyspat indices for lyric search in Paadal, a lyartal, is given in the fifth
section. The final section summarizes the paperdaulisses future directions of this research.

2. Background

Indexing of web articles has gone through a seagan the past few decades. In this section weewea few articles
relevant to this paper. In [1] a morphological gsat is presented. We use the stemmer module ®fathlyser for our
queries and keyword extraction. A concept basedximg) is proposed in [2] where a tree structureinid presented. This
indexing involves applying UNL concepts and relasidoetween words.
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In [3] authors discuss compaction strategies fdices. With number of indices growing rapidly asvrdocuments are added
for indexing, this provides means of making thesysbem memory efficient. In this paper we propasebject structure,
LOB, designed specifically for Tamil lyrics andriadluce spots, pre-computed locator informatioriridexing LOBs.

Nested indexing in an Object oriented system isudised in [4] whereas [5] discusses efficient keyMgearch in relational
database. Both these works consider structuredash@tanot a semi-structured data such as a lyrjdnf@stigates web page

importance ranking. The modeling of web page inguré discussed in this paper inspired us to designranking
described in section 4.

3. Methodology

In this section, we introduce Lyric Object (LOB)stucture to represent Tamil lyrics along with aadata. We also define
the structure of spots based on LOBs and descnilmetail, how spots are associated with keywords. Uk Atchayam
morphological analyser [6], for all our online anffline stemming process.

3.1 Lyric Object (LOB)

Lyric Object:

MetaData
Stanza|]

Stanza Object:

Scores( ) LineCount

Lines []

Line Object:

Scores () WordCount

Words|[]

Word Object:

Scores () LetterCount
Meanings

Letters []

Letter Object:

Scores () LetterType

Scores ()

Figure 1. Lyric Object Structure

The structure of lyric object (LOB) is depictedfigure 1. The natural hierarchy of a lyric is ugedrepresent a lyric as an
object. Each letter/alphabet in the language ek as a letter object. Collection of letter otgemnstitutes a Word object.
A word has associated meanings, synonyms and asstccores such as pleasantness and word popudatiine object is
built as an order of Word objects. A line has aiged scores and voice indicator such as male,l&earachorus. Similarly a
Stanza object is an order of lines. An LOB is ba#t an order of these stanzas. The primary purpbseis fine-grain
representation is to facilitate an effective seargthanism. Even a particular morphological ending selected word can
be located efficiently with the indexing mechanigroposed in the next section.

3.2 Keyword Object and Spots

Keyword:

Synonyms [ ]
Spots []

ComputeDistance(Spot)

Figure 2. Keyword Object & Spots

A Keyword object as depicted in Figure 2 holds pleinters to synonymous keyword objects and spotseyword object

would contain a minimum of one spot as the keywalngects are created from the LOBs by stemming figgnal words.
There is no upper limit on the number of spotsafé&eyword object.

A Spot is a locator object that connects a keywordll its locations. There exists a spot objectdeery occurrence of a
word. A Spot object comprises of an LOB ID, Staridae & Word position information.

4. Implementation and Analysis

An LOB Converter converts Tamil lyrics in UNICODHE™MX files to LOBs. As an offline process, the worbjexts are
retrieved and stemmed using a Morphological Analj8e The stemmed word is checked for existenciéegword objects.
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If such an object is not present, then a new keglvadoject is created with corresponding spot infdioma If not, the spot
information is added to the existing keyword ohject

4.1 Ranking
Ranking is divided into offline and online processe increase the search efficiency.
4.1.1 Offline Ranking:

With the kind of frame work setup for search, raugkihe lyrics for single keyword becomes effectiith offline ranking.
Let Searchbe S = {kwl, kw2, ...kwn} where kwi denotes keyward
Let Lyric objects be denoted by L ={I1, 12, ... Im} where |j denotas LOB j
Let Oc denote the occurrence of the keyword
Oc (kwl, 11) (1 Oc kwi (lj) be an integer.
Fp L First position of the keyword
Fp (kwi, lj) U fp kwi (lj) be an integer.

4.1.2 Online Ranking:

Online ranking is carried out for multi-word seapleries.
Let Ds [] Distance between two keywords.
Ds (kwi, kwj) J 0, if kwi and kwj are not in same Stanza.
(ABS (Oc kwi - Oc kwj)) / Swe, if kwi and kwjra in same Stanza.
Note: Swc | Stanza total word counts
POP (j) U Popularity of the lyric
Number of user views is used to compute popularity
RAT (lj) 0 Rating of the songs
Average of user ratings is used to compute Ratfrapng

4.1.3 Application

We employed spot indices for Paadal[7], a lyrictplocomprising of 1064 lyrics. The entire framewavks developed on
Java platform. Total number of keywords identifater stemming was 5533, total number of spotstified was 115304
and total number of spots unique words was 15068.

Corresponding keyword objects of Stemmed keywodgstified from user query were retrieved. The iseetion of the
spots of two keywords is identified. The rankingtiees described in section 4.1.1 is used withr thefresponding
weightage values to compute the rank of each LOB.

Figure 3 gives a snapshot of the search resuleslyflt title, album title and snippet containingykvord (s) are displayed in
result boxes. Clicking the result boxes would ditbe browser to the corresponding lyric page.

KAREFO
LABS

Al FSwLon 9‘

2
KOS

Gamair

Do oo
SR TS @S

5%

Figure 3 : Search Results in Paadal Lyric Portal
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5. Analysis

We compare the spot indices with regular tree basdides in this paper. The graph provided in Féiglicompares the
memory requirements for single word and multi wquetries. The maximum size of a keyword objectBKB, which
alone is needed in memory for single keyword sedfoh n-keyword search, a maximum of 225*n KB meyrapbne is
used. This in contrast to traditional tree basedictewhere 80 MB of memory will be used for a smallection of 1064

lyrics.

100000

80000

60000

O X-Axis-Indexing Method
@ Y-Axis Kilobytes

40000

20000

0
Spot Index Tree Index

Figure 4: Single word memory occupation

6. Future Work and Conclusions.

In this paper, we discussed the need for an effesgarch framework for lyrics as lyrics have spldfeiatures such as
rhyme, similes, metaphors and compound words. Apam that, requirements of users searching lhaiesdifferent from
that of users searching articles. We proposed ptibriented structure, LOBs for lyrics. Structsidf keyword objects and
Spot locators were discussed. With detailed detfenpf the implementation and setup for ranking,a@ncluded this paper
with analysis of spot based indices with traditidn@e based indices. Spot indices prove to be thaimory and time
efficient in the comparison.

Compacting spot indices by grouping multiple sgotssame keyword in one LOB, analyzing the seaeshlts to evaluate
ranking, personalizing ranking for lyrics can beenesting avenues of further research.
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ABSTRACT

Advancements in Internet Technology and World Wideb increase the usage of animated files in welegathis paved
way to overcome usage of video files which havemdacks such as blocking huge memory storage ardlatgncy time.
Therefore, the applications involving the use oftimedia elements tend to increase the usage ofi@ed files rather than
video files. Some of the applications that use atéu files are story visualization, e-learning agilons, mathematical
derivation etc. One such interesting applicatiothesusage of avatars for hand gesturing. Avatershee audiovisual bodies
that people use to communicate with each other @taverse. Avatar animation has a lot of advantagethey can be
designed according to the user requirement, theements can also be controlled correctly and pdyfestthey are given by
MEL scripts. The proposed work describes the metbfocendering hand gestures of an Avatar for giVemil pronoun.
This system is designed to render hand gesturegifen Tamil pronoun which will be useful for Tanfiearing impaired
community. The given pronoun undergoes pre-proegsssing Atcharam, a Morphological analyzer andléssified into
four types namely personal pronoun, object pronpossessive pronoun and demonstrative pronounh@he gestures are
already predefined in MEL script for a specifid lig pronouns in Tamil. This MEL script helps in tolaing the pronoun to
the defined hand gesture and this is rendered tashaan an avatar. This acts as a translator sy$erhearing impaired
people and also helps them in understanding thel Teord quickly since it uses Tamil variant sigm¢uage.

1. INTRODUCTION

The state-of —art technology is towards virtuabnalisation of things. All the natural scenes, nraeldesign, building model
are animated realistically, human figures are edsmlered naturally. These human visual bodiesaltedcthe Avatars. There
are lots of application where avatars are usednimation world one such application is breakihg tommunication
barriers between Hearing impaired community andalspg community. Even though online tools and safevare made
available for this process, all are pre-orderedeswes and videos for specific domain like weafoeecast, post office
automation system. The hearing impaired communigyjl dhe service by entering or selecting any & kisted query text.
Upon the query selection, corresponding recordeéos will be played. These systems are designedpfecific domain,
queries are standard and as the video files arsize the loading time is more. More over they cano® changed
dynamically as they are pre-recorded and very esipenThese videos also depend on individuals nt&sme of the person
who sign. The camera position and lightings alsyplan important role in recording the motion oftgees to capture the
minute details otherwise the sign interpretatiory ma wrong. To overcome the above mentioned drak#addeo files are
replaced by animated avatar. The avatars are drégtdaya Embedded Language (MEL) scripts. Theptxiare easier to
write and the rendering of sign gestures are astef. The system that has been developed acttoabwhich renders the
hand gestures for the Tamil pronouns. This toollmamised in translating Tamil pronoun to sign laggugestures and also
in teaching and learning sign language. This p@p@rganized as follows. Section 2 discusses teeature involved in
avatar generation and hand gesturing. Sectionk3 &thout system architecture and various modulestidh 4 gives the
performance of the developed system and sectiones the conclusion and future work.

2. LITERATURE SURVEY

There is lots of work carried out in translatingtt® sign language gestures but most of the wedtgdwith generating video
files as output and they are domain specific. Alivalkthe research paper that talk about can bssifiad as given in
figure 1.
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Text to Sign language Gesture

I
Output viewed as

I |
Pre recorded video files Animated avatar

[5][6]

I
Generated based on

Geometric  of sign in | pialects peculiarities Collaborative approach
signing space 3]

Methodology used

Inverse kinematics Gesture Markup
[2][7] Language[1]

Figure 1: Methods of translating text to sign gestu
J.A.Bangham et.al [1] proposed a system that tateskthe text to signing avatar using Gesture npalduguage.

M.Delorme et.al [2] proposed a new approach foregating animated sign sequence based on geomesuription of

signs. In this approach first the key postures #aadsition resolutions are found. Secondly the eskel postures are
computed using inverse kinematics and both are edetg render the final output. The main defecthis approach the
computation is done extensively for every sign gesseparately.

Mikhail G. Grif et.al [3] proposed a system forrtstating Russian language to Russian sign langudgework considers
peculiarities of the Russian sign language. Theesygoncentrates more on the Russian sign langhageon the animation.

Mohamed JEMNI et al. [4] proposed a collaboratippraach system in which the user can constructaaddthe sign to the
dictionary through an interface. Sliders are predidh the interface which is used to create tha aigd able to store in the
database. The system follows client server ardhitec

D.Narashiman et al. [5] [6] proposed a system fanglating English and Tamil text to sign languagieos. The systems
identify the words which convey the meaning of se@tence correctly and categorise them as rulelpapatial and finger
spelled. These are stored in a knowledge reposiiaged on this the final output sequence of text wideo ordering is
done.

Sam YEATES et al. [7] proposed a Real — time 3[plgies for human modelling and for teaching sigrglaage. The system
develops a static pose by kinematic joint anglesranders the animation by interpolating methods.

The proposed system generates the avatar animgtedesture sequences for the given Tamil text. dvetar creation is
specially done using MEL scripts which will be easto render on web. The next section gives detailew of the
developed system.
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3. SYSTEM DESCRIPTION

The system implemented renders hand gesture ofaargor Tamil pronoun word. The basic componefitsand gestures
are shape, location, orientation and movementehtnd and palm. These basic components are stoeedatabase which
is dynamically sequenced depending on the pronoord wend hand gestures of an avatar are rendergdreFR shows
system architecture of the proposed system.

Pronoun | SLOM | Gesture
classifier " "| sequencer
Pronoun % 'y Selected hand |
with tag gestures
Sequenced hand
gestures
Rule set Basic components of l
hand gestures
Avatar
generator
Aimated MEL
nimate :
l«——— script
Avatar O/P P

Figure 2: System Architecture

The classifier schemes the words based on diffengds of pronoun. Depending on this classificatite words are
rendered dynamically with their manual gesturesneef by the parameter like hand shape, hand logatidentation and
movement. The system is designed to generate #targe for the following pronouns possessive, xafle emphasizing,
demonstrative and personal.

The PRONOUN CLASSIFIER identifies the pronoun typel also tags the pronoun word with correspondimgagun tags.
The tagged pronoun words are then processed in Sh@Nule to generate the action sequence basedceanilthset. The
rules are defined as follows

Rule 1: If the tagged word is possessive pronbten two actions are performed one for prefix anotfzer for suffix. The
suffix sign will be common for all the possessivermuns. The wrist is closed and moved front. [Boation of the sign
will be varied either in abdomen level or in theshlevel.

Rule 2: If the pronoun type is reflexive or emphkasi pronoun then two different signs are donepttedix and suffix. In this
case the suffix sign is done by extending the irfiteyer and performing a curve motion from abdortechest along with
the prefix sign.

Rule 3: For singular demonstrative pronouns thation of the pointing signs is done in the abdotesel.

Rule 4: For plural demonstrative pronouns movemargxircular motion and done at the abdomen level.

Rule 5: For singular personal pronoun the actisgefgarated into two, first to mention the gendet tiee action.

Basic gesture components are stored in a databawevihere the basic hand gestures are selectedbdsie components
deal with the shape, orientation, location and muoaets of hand and finger. Table 1 lists the detdithe basic components.
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TABLE 1: Basic components of gestures

HAND RIGHT, LEFT

FINGER INDEX FINGER, MIDDLE FINGER, RING FINGER, TMUB FINGER, PINKY FINGER

SHAPE CLOSED, EXTENDED

ORIENTATION | INWARD, OUTWARD, DIAGONAL

LOCATION FACE, CHEST, ABDOMEN

MOVEMENT STATIC, RIGHT SHOULDER TO LEFT SHOULDER,IBCULAR MOTION — CLOCK WISE AND
ANTI CLOCK WISE DIRECTION.

TABLE 2: Finger representation

IF INDEX FINGER
MF | MIDDLE FINGER
RF | RING FINGER
PF | PINKY FINGER
TF | THUMB FINGER
E EXTENDED

| INWARD

O OUTWARD
CH | CHEST

S STATIC

CM | CURVED MOTION

The selected gesture is then sequenced in the GREETREQUENCER module. The time, location and movemérnhe
gestures arranged in this module and passed tavttar generator. Pronouns are gestured with hightl. In the sequence
the first parameter is shape of the finger, locatmrientation and motion. The finger representattoshown in table 2. For
the personal pronowiesr the sequenceisIF_E | CH_S,MF_C | CH_S,RF_ C | &EHPF C | CH_S, TF_C_| CH_S.
Each parameter corresponds to one finger posifibie. index finger us extended other fingers areetloand pointing
towards chest. Similarly for possessive pronoun

2 misephemLw IS shown by two gestures the orderis IF_E_O_CHMBS C_O_CH_S, RF_C_O_CH_S, PF_C_I_CH_S,
TF_C_O_CH_S followed by IF_C_O CH CM, MF_C O _CH_ CMRF_C O CH_CM, PF_C_| CH_CM,
TF_C_O_CH_CM. The first gesture index finger pantward and all other fingers are closed. The sgg@sture the index
finger is moved in a curved fashion. Similarly seguences for other pronouns are generated basthe oules. After this
the avatar are generated.

The final module is AVATAR GENERATOR. The first gas rendering avatar and the next part is rendetite hand
gestures. The first step in creating avatar is rhivogl@ human figure. Then skin, hairs and textuseapplied to the avatar.
Using Inverse kinematics techniques movements iaendo joint chains such as arms and legs canrdmad. The Inverse
Kinematics handle lets to pose and animate aneejaiint chain by moving a single manipulator andutomatically rotates
all the joints in the joint chain. For exampley@u move a hand to a out ward to the body, thergtiets in the arm rotate to
accommodate the hand’s new positioning. Maya isl tis&reate an avatar and render the hand gesiutiesf given element.
The avatar can be created using toolset for eagteagry action. Improvements to rigging tools, abdity to match Tracks
clips, enhancements to the Graph Editor and a neat lhap skinning method offer an enhanced the adinmaAfter
finishing the design of the avatar, scripting hadeé implemented for the action performance. Magwedded Language
(MEL) script, it is a powerful scripting languageused to automate many tasks within the AutodeayaMThe term MEL
script refers to the lines of commands typed areteted in the script editor or a series of commaaged in a text file that
uses the .mel extension. Expressions can be useshtoml the behavior of individual nParticles viittan nParticle object.
Depending on the condition and the gesture seqsesagn gestures are rendered. The following figuBefigure 4 and
figure 5 shows the hand gestures for the wodtdl 2_misenemLw, 95 respectively.
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RENDERING AN ANIMATED AVATAR FOR TAMIL SIGN LANGUAGE

2 MGEELI  YOURS 2LBBEHMLL YOURS LRBEHNLL

RENDERING AN ANIMATED AVATAR FOR TAMIL SIGN LANGUAGF

Figure 5 shows the hand gesture for weyg,
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4. PERFORMANCE ANALYSIS

The analysis is carried out by checking the acguod@nimated character playing the signs. Outpgutegated for the given
word are analyzed separately and comparison is feteeen the correct sign rendered and the indosige rendered for

the given Tamil pronoun word. Ten students are gskddentify the sign gesture shown by the avataen the ration is

calculated between the correctly identified wosatal no of words by each student. From thestes an average of them
is calculated. It is found that about 60 percerthefword are correctly recognized by the student.

5. CONCLUSION

In this paper we have designed a tool that enrithescommunication between Tamil speaking commuaitg Tamil
Hearing impaired community. The system is desigieedenerate animated avatar that render the gestorehe Tamil
pronouns words. The classifier identifies the prom®and tags them. The Slom generates the hanggge$br the pronouns
and it is sequenced by the gesture sequencer froemewthe final animation is generated. This work ba made more
perfect by enhancing the animation process andikipng into account other parts of speech. This atsobe extended to
generate a animation for a given story which walluseful for children.
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E-Content To Animation Conversion System (Etacs)
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Abstract This paper describes about the generation of auhsatic animations for the given e-content informatia for a
particular domain. E-Content to animation conversia system is an innovative idea in the field of Natal Language
Processing. It helps children to understand the eemtents more easily. It works by transforming e-cotent into an
easily understandable animations. In this model, ware going to take particular domain e-content asnput and we
generate simple animations as output for the givea-content information. It aims on developing an amnation for the
given input text file.

Keywords Text document classification, Linguistic Analysis Information Extraction, XML Script Generation,
Animation Creation.

1 INTRODUCTION

E-Content to animation conversion system is anvatige idea in the field of Natural Language Preaas. It aims on

developing an animation for the given input texe.fiThis project focuses on developing animationtfe given moral

instructions. This project is divided in to two gla. The first phase involves the content generatial creation of template.
Template is created using object identifier, spatiference, temporal inference and environmenttdrence. In E-Content
generation the given text files are trained accgydd their domain and their respective keywords displayed with the
frequency count. The second phase of the prajoives XML script generation from the created téate Then the XML

script is passed to openGL code . OpenGL code gwwer3D object generation, 3D spatial environngemteration and
object pose generation. Using OpenGL simple anonatcan be created. Then, using flash more sampigation objects

are created. Flash animations are stored in acptatidatabase. Using java particular flash aniomatiwill be executed for
the given input. OpenGL code generates 3D objecteation, 3D spatial environment generation angbobbpose

generation. Using OpenGL simple animations canrbated.

2 CONTENT GENERATION

Content generation has been performed to gendratgiven moral text files for the particular domaie objective of
content generation is to assign entries from abetrespecified categories to a document. Tradiigrthis categorization
task is performed manually by domain experts. Bacbming document is read and comprehended byxpereand then it
is assigned a number of categories chosen fronseéh®f prespecified categories. It is inevitablatth large amount of
manual effort is required. A promising way to dedth this problem is to learn a categorization snheautomatically from
training examples. The content generation taskbeadefined as assigning category labels to newrdents based on the
knowledge gained in a classification system attthiming stage. In the training phase we are gaveet of documents, each
document keywords is compared with the trained dorkeywords . Once the Content generation schenarned, it can
be used for classifying future documents. The aungeneration task can be defined as assigning@atdabels to new
documents based on the knowledge gained in a fitasigin system at the training stage. In the frajrphase we are given a
set of documents, each document keywords is comyeth the trained domain keywords .

3 LINGUISTIC ANALYSIS

In Linguistic analysis, the part-of-speech taggansed.POS tagger s grammatical category or word group in a language
which words may be assigned on the basis of howdheused in sentences. The traditional main pégpeech in tamil are
noun, verb, adjective, adverb, pronoun, preposittonjunction, and interjection.

4 ARCHITECTURE DIAGRAM

The overall system architecture explains the varidunctionalities required to perform the E-contéat animation
conversion System. E-Content generation involveproecessing and classification process.
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The moral instruction text documents are givemasiti to the preprocessing phase. In this phassttipewords are removed
from each and every text documents in that pagicdbmain. These documents were used as the gadeinto find the

unknown text document belongs to which categoryterAthe stop words are removed, stemming operatismperformed

then the keywords of that particular domain witk frequency counts were displayed. Then the keysvard stored in a
separate file. Similarly three to four domains wéraned. Then perform the linguistic analysis the given input

document.After the content generation process,rimdition should be extracted from those documentss b type of

information retrieval whose goal is to automatigadixtract structured or semi structured informatfoom unstructured

machine-readable documents. The extracted infoomathould fill the template of each document ofaatipular domain.

Thus the template was created using text categmnizand information extraction. Template was addbr the particular

domain. Gate tool was used to extract the inforomatiom the text document. After the stop wordsraraoved, stemming
operations is performed then the keywords of thaatiqular domain with the frequency counts werepldiged. Then the
keywords are stored in a separate file. Similanhgé to four domains were trained. Then performlitiguistic analysis for

the given input document. GATE is an architecturggests that the elements of software systemspttuaiess natural
language can usefully be broken down into varigyses of component, known as resources. Componeatseasable

software chunks with well-defined interfaces, anel @ popular architectural form, used in Sun's Beans and Microsoft's
.Net, for example.
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GATE components are specialized types of Java Beahcome in three flavours:
. Language Resources (LRs) represent entitiesasitgxicons, corpora or ontologies;

. Processing Resources (PRs) represent entiiesite primarily algorithmic, such as parsers, ggoes or ngram
modellers;

« Visual Resources (VRSs) represent visualisatimh editing components that participate in GUIs

When using GATE to develop language processingtimmality for an application, the developer usesT&Developer and
GATE Embedded to construct resources of the thygest This may involve programming, or the develeptof Language
Resources such as grammars that are used by gx¥itiitessing Resources, or a mixture of both.GAiides resources
for common LE data structures and algorithms, igiclg documents, corpora and various annotationstypeet of language
analysis components for Information Extraction anchnge of data visualisation and editing compaeBATE supports
documents in a variety of formats including XML, RTemail, HTML, SGML and plain text.

OpenGL (Open Graphics Library) is a software irgtegf to graphics hardware. The interface consists sdt of several

hundred procedures and functions that allow anaragier to specify the objects and operations ira@in producing high-

quality graphical images, specifically color imagdshree-dimensional objects. Most of OpenGL iezpithat the graphics
hardware contain a frame buffer. Many OpenGL gadigain to drawing objects such as points, linesygons, and bitmaps,
but the way that some of this drawing occurs (sashvhen antialiasing or texturing is enabled) setia the existence of a
frame buffer. Further, some of OpenGL is specificabncerned with frame buffer manipulation.

5 CONCLUSION AND FUTURE WORK

The unknown documents were categorized and thennafiton was extracted from those documents to erést template.
Before categorizing the text documents, it was megssed in order to reduce the process time. @htt generation was
done by using frequency counts. The content gaparatentifies the particular domain of the documeXfter the domain
was found, it undergoes for linguistic analysisqass. In Linguistic analysis it uses POS taggeratiuces the tagged output
for the given unknown text document. Then tempkatereated by extracting the information from tettdocuments. Future
work focuses on XML script generation for the givemplate and generate animations for the givendegument using
openGL code.
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A Three-level Genre Classification for Tamil Lyrics

Karthikeyan, Nandini Karky, Elanchezhiyan, Rajapaiah & Madhan Karky
Karky Research Foundation, Chennai, India.

Abstract

A song is a merging point of two art forms, musgid dyrics. Thousands of songs are created evenyigeBamil in various
forms. Presently, a song's genre is determinech&ygenre of the music. To the best of our knowledgedo not have a
genre classification for lyrics. In this paper, p@pose a three-level genre classification systamiramil lyrics. The first
level, which we call the base classification, dféss Tamil lyrics into 10 base categories that ldoabstract the theme of the
song. The second level classifies the song basetieomood of the song. The third level classifies $ong based on the
language style. Based on this three-level clasgifio, we have identified 240 buckets in which anifdyric can be placed.
In this paper, we describe each level in detail pre$ent genre classification statistics for aemtéld sample of 1200 Tamil
lyrics.

Keyword
Lyric Genre, classification, analysis
1. Introduction

A song is a culmination of two art forms, music dyrits. From lullabies to rhymes to jingles toginal sound tracks, songs
travel with us from birth. Tamil, a classical laage with rich literature, produces thousands ofs@very year in the form
of jingles, private albums and original sound teaok movies. All over the world, music has beenlstldied and classified
in various contexts. In today’s world, a genre @bag would denote the genre of the music andhattertaining to lyrics.
Jazz, blues, heavy metals, classical are a few geasnof music genres. To the best of our knowledgelassification of
songs based on lyric content does not exist. ighper, we propose a three-level genre classific&tr Tamil lyrics, which
we believe can be extended to other languages.

In our attempt to classify Tamil lyrics, we idergd that a single level classification was insuéfic. A lyric has multiple
dimensions such as the base concept of the soagnttod conveyed by lyrics and the language stylehis paper, we
propose ten base genres, six mood genres andtideirgenres. We have applied this classificatiom tollection of 1200
songs in Paadal[1], a lyric portal that facilitaszsarch and ranking of lyrics. We also presentistical analysis of genre
distributions.

This paper is organized into five sections. Thdofeing section presents a brief survey of literatuelevant to genre
classification in general. The third section ddsesithe three levels of genre classification iraileiVe present a statistical
analysis of genre distribution in section four. Timal section summarizes the paper and discubsework in progress and
further extension of this work.

2. Background

In this section, we review literature relevant istpaper. Most of the genre classification rededwappens in the area of
music.

In [1] the authors present a system to extract nfome hundred features from music files. The femtare used to classify
the songs. Features such as instrumentation, gextythm, etc are used to classify the music. abiguities in genres are
discussed in [2].

In [3] a hybrid classification system is proposext hierarchical, flat and round robin classificatioThis again is an
automated classification system that mimics huntassdication. In [4] authors take POS informatfoom lyrics to classify
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Abstract

Thousands of Tamil lyrics are being created evesgryas part of private albums, movie projects,l§ig@nd many more

forms. Lyrics play a vital role today in spreadilagguage literacy. Lyrics have exclusive featungshsas rhymes, similes,

metaphors, pleasantness, freshness, genre, mootha&tdifferentiate it from the prose form. Ingtpaper, we propose a
method to extract these features and visualizeia & a flower. The extracted features from aclytie used to generate a
flower. We propose a mapping between the featufes lgric to the features of a flower. We have ¢ésthe proposed

method over one thousand Tamil lyrics on Paadbfria portal. The visualized flower is used in sgaresults to enhance
the search experience of the user. Finding sinidcs by identifying similar flowers is the corelda behind this user

experience feature.

1. Introduction

Tamil is rich in literature. One of the populaeliary forms in modern times is lyrics. We have oaenillion lyrics in the
form of original soundtracks of motion picturesivate albums and jingles in Tamil. Quoting or pegticontext relevant
lyrics and favorite lyrics on short messages, bkgs micro blogs is one of the favorite activittdgeenagers. Lyrics happen
to be their favorite form of literature. Searchiiog lyrics from a huge database in the form of texinumber values is a
tedious task. Apart from keywords, lyrics have sangnother features that a person might be intetastesuch as rhyme
style, genre, fresh words, similes and many moearhing for these features in the form of plakt i® a daunting task.

Visualization is a popular technique used to regmesomplex data as simple readable visual reptatsens. Starting from
visualizing simple 2 dimensional data into linegrs, we have complex multi-dimensional data vigadibn techniques in
data warehousing applications.

In this paper, we propose to visualize a lyric dwaer by mapping the statistical features of lyréc to the features of the
parts of a flower. Just by looking at the flower fofew seconds, one should be able to determimdetitures of the lyric.
This is the primary objective of this paper.

This paper is organized into six sections. The s@&®ction reviews literature related to visual@aand lyric features. The
third section describes the lyric features and a@rpl the features with examples in detail. Thetfogection presents the
visualization scheme by describing the mapping. Tifte section talks about the implementation reljag feature
extraction. The final section summarizes the paperconcludes with ongoing research and futuretilines.

2. Background

Visualization by itself is a huge area in Compuieience. We restrict our literature to music artdvesualizations only. In
[1], authors propose to visualize text readabilisjng a few readability metrics. The technique jmles means for readers to
see which sections of text are hard to read withgizated words. Lyricon [2], an interesting prdjgeresents a method to
automatically select icons for different sectiofigumes. Apart from considering the musical feagytgricon considers text
features to select icon based on the concept.

‘See the music’ [3] is a meaningful project whictes to visualize music features and emotions Her hearing impaired.

Authors of [4] present a visualization of lyricsete they use lyric features to extract an eventcmpose an image from
the extracted concepts. The work in [5] presents@aalization technique with lyrics using musicehfures such as pitch to
assist and instruct karaoke singers.

In this paper, we propose visualization of a lypierely based on ten features of lyrics. The tenufea are mapped to
features of a flower. The following section expkathe ten features in detail.

3. Lyric Features

Independent of the language, a lyric is rich irtife@s not found in prose. Lyric is usually a snpédice of work compared to
blogs or news articles. The following are the teatfires that we identify lyrics and propose tofas¢he visualization in the
next section. All statistical details mentionedtiis section were obtained from a collected setGff0 Tamil lyrics, which

were created over a period of 70 years.
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3.1 Song Length

Song lyrics do not vary much in length. Averagegtbnof a Tamil lyric is 38.56 lines, which we cousi as the medium
length. In addition, 4 windows of 5 lines on boitkes classify songs as very short, short, longwamg long.

3.2 Base Genre

Songs are usually classified into genres basedusicmin this case, the base genre classifiesahgssinto 10 classes based
on lyrical theme. Character Description, RomandgloBophy, Festival, Occasion, Relationship, Nat&atriotic, Spiritual
or Miscellaneous are the 10 base genres.

3.3 Mood Genre

Irrespective of the base genre, a lyric can haeeddithe six moods from Happy, Excited, Tenderr&taAngry or Sad. The
mood genre classifies the lyric based on the wpedgining to the different emotions.

3.4 Style Genre

Tamil has various dialects. The style genre cless lyric based on the language style. Traditjdralk, Contemporary or
Mixed are the classes in the style genre.

3.5 Simile Count

Similes are one of the popular features of lyri8amiles are used to convey complex concepts usimgls or known
examples or the vice versa. The number of similes liyric can be extracted using simile keywordshsas@Gumsv (poala)
Gurrestp (poandRa).

3.6 Freshness

A lyric’s freshness can be computed in ways suchsage of words, similes, rhymes and many more vi&gsconsider just
the usage of words over a period of ten-year tirmelaws to compute the freshness of lyrics.

3.7 Pleasantness

Ignoring the music and meaning of lyrics, the saunsed in the words would determine the pleasaswidyrics. Usage of
nasals and long vowels increases the pleasantfiiessard and thereby a lyric. Pleasantness is coaaphy modeling the
place of articulation of phonemes and the consofaanity variations in Tamil.

3.8 Unrecognizable words

Words that do not exist in a dictionary and carmetanalyzed by a morphological analyser are cladsifs unrecognizable
words. We use atchayam [ref] morphological analysemanalyse Tamil words. Non-Tamil words also fafider this
category.

3.9 Rhyme Strength

Rhyme is a key feature of lyrics. Lyrics which aieh in rhymes are popular among kids. Tamil hagy unique rhyme
schemes and rhyme patterns in lyrics. First lettatch (monai), Second letter match (edhugai) ardl|&er match (lyaibu)
are considered to compute a rhyme score in a lyric.

3.10 Dominant Rhyme

In some lyrics, edhugai or monai may be dominarasMyrics have iyaibu as their dominant rhyme. @ibeninant rhyme is
identified by simple count of the rhyme schemesdisd in section 3.9.

4. Visualization and Mapping

Figure 1 presents a flower structure and the mappiryric features explained in the previous sattio visual features of a
lyric.
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Figure 1. Visualization Mapping

5. Implementation and Results

The visualization presented in this paper was impleted in Java for Paadal[ref] a lyric portal pobjel000+ lyrics were
analyzed for the 10 features and visualized. Thgpt was hosted on Linux server. The upper patti®flower was used in
search results to visually indicate the genre ggsown in the snapshot in figure 2. The full flowisualization is presented
in the lyric page of the portal as shown in fig8re
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Figure 3. Flower visualization in Paadal portaf][re
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6. Conclusion and Future Work

In this paper, we proposed a visualization techaitipat extracts ten features from a lyric and nijosthe visual features of
a flower. We implemented the visualization in adyportal, Paadal. With this technique, users Wwél able to find their
favorite type of song just by looking at the flovierthe search results, rather than reading theaérescriptions.

In the future, we plan to find similarities andtdisce between two flowers in order to group sinfilawvers. Suggestions to
users can be made using these distance metrics wiink can be extended to other languages alsdéyging the feature
extractors to suit the language. Extracting a fesvarfeatures such as metaphors and abstractiontheandompacting the
same into similar flower visualization would be Bbiaging research problems for the future.
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Scoring Models for Tamil Lyrics
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Abstract

Lyrics are rich in features such as rhyme, pleamas, similes, metaphors and more. Many of thegarfes are exclusive to
lyrics. We have estimated that more than two thodseamil lyrics are being created every year iriows forms. Modeling

the lyric-specific features becomes an essent&{ B organizing the lyrics for retrieval and arsdy In this paper, we
propose three scoring models for analyzing the gypleasantness and freshness of a lyric. The pégeexplains in detail
on how the weights were selected for individual eledScores were computed for 1200 Tamil lyricetdamn these models.
Discussing the score distribution in detail, thpgraconcludes with open questions for further netea

Keywords
Rhyme, Pleasantness, Freshness, Lyrics, Scoringlmod

1. Introduction

Can art be quantified? We like a painting, we Hésla piece of music, and we find a certain seotiba story, good. Is it
possible to quantify an art form for comparing qiece of work with another? On the whole, the amsw@o. But we can
certainly take a few quantifiable features from #neform and compare those features. In a paintimg number of colors
used is quantifiable. In music, the pitch and nundfénstruments are quantifiable features.

Tamil language is rich in literature. We have numuerpoetic forms in Tamil. Lyrics, composed withgiay are one of the
most popular forms of literature. Lyrics from popausongs are being searched and quoted on many, lslegjal networking
platforms. A few thousands of lyrics are being tedaevery year in form of popular music, motiontyie soundtracks,
private albums and more. Lyrics have unique featimghem such as rhyme, similes, metaphors ang mame that are not
present in a prose or a news article.

In this paper, we aim to identify those specifiattees that can be quantified. We try to modelrthene, pleasantness and
freshness of a lyric in order to compute a scoreefach of these features. Algorithms for computingse scores are
presented. The scores are analyzed by comparingdgainst human judgment for correlation.

This paper is organized into five sections. Théofeing section presents a brief survey of literattelevant to relevant lyric
feature extraction and genre classification basedydc feature. The third section describes therisg model for Tamil
lyrics. We analyze this scoring model by deterngrtine correlation coefficient between scoring maae human judgment
in the fourth section. The final section summaritrespaper and discusses the future extensionsofvirk.

2. Background

In Tamil, rhyme refers to the way in which succesdines are strung in a poem or lyric. The ocaureeof similar syllables
and words in successive lines correspond to atiten (monai), rhyme (edhugai) and end-rhyme (iyaib

Lyric Freshness in this paper refers to the woegHness in lyrics. A song with words that were naixsed before are
considered fresher.

Pleasantness of a lyric is a combined pleasanties®rds used in the lyric. Pleasantness of a wawds not take into
account the meaning of word or the music in thegsdme syllables in a word, the presence or absehéeng vowels,
consonant family the characters belong to and pé&eeticulation determines the pleasantness obaw

“Poetic Features for Poem Recognition: A ComparaBuedy [1] describes the poetic features and how it helps
distinguish and extract poetic feature with whidem can be classified from other type of text.

“Rhyme and style features for musical genre clasgibn by song lyric” [2] proposes genre classifion using features like
rhyme and part-of-speech.

“LaalLalaa - A Tamil Lyric Analysis and Generatioramework” [3] generates meaningful Tamil lyricsa@iven tune and
domain based on the lyric features such as rhyreaning and flow. The Rhyme finder is used to chaesels that match
one or more of the three Rhyme properties (edhuganai, iyaibu).
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“Special indices for LaalLalLaa Lyric Analysis andrn@eation Framework” [4] proposes a framework tostorct the indices
for efficient lyric generation, based on Tamil rhgyracheme such as Rhyme, Meter match and PartsesfcSdor fast
retrieval.

Hirjee and Brown [5] present a sophisticated tawl éxtracting rhymes from lyrics based on phoneraguencies, with a
focus on hip-hop styles. This work uses the basjene to study the quality of lyric. A large corpoBlyrics is used for
studying rhyme.

In this paper, we propose a scoring model by whidiric is scored based on rhyming patterns, rhgeteemes (edhugai,
monai, iyaibu, Ati EMI, Murru EMI, Inai EMI, Polipp EMI, Oruu EMI, Kulai EMI, Kilkkatuvay EMI, Merkatvay EMI),
Freshness (Timeline and word uniqueness) and Pleess (Vowel, consonants classifications & platarticulation) of
lyric that are specific to Tamil language to evadulgrics.

3. Scoring Models for Tamil Lyric

Modeling the lyric-specific features is an esséntiak in organizing the lyrics for retrieval andadysis. In Rhyme scoring
model based rhyme schemes and rhyme patterns iil. Rimgmes schemes are further classified intoEMI, Murru EMI,
Inai EMI, Polippu EMI, Oruu EMI, Kulai EMI, Kilkkatvay EMI, Merkatuvay EMI and Rhyme patterns aretHer
classified into Equal Family, Consonant Family, \@wamily, Consonant Hardness Family, and MetercWafThe
following sub section explains the rhyme schemeEaimil.

3.1 Rhyme Schemes and Rhyme Patterns in Tamil

In Tamil, the grapheme and phoneme are bound strahgn in English. There are 3 characteristic fagthemes in Tamil
— Monai, Edhugai and lyaibu .

Two words are said to rhyme in monai if their filestters are the same, in edhugai if their secettdrs are the same and in
iyaibu if their last letters are the same.

Examples:

umeweu (paRavai)and ugsens (pachai) rhyme in monai as they start with the same lettgjgead (Aruvi) andeflgiiy
(viruppu) rhyme in edhugai as they share the same secded letrésnas (yaaklai) and surpgens (vaazhkhi) rhyme in
iyaibu as they share the same last letter.

3.1.1 Rhyme Schemes

Further, rhyme can be sub-categorized accordintpaoposition of the letters which are involved e tprocess. Monai
between words across lines have different namehgifirst letter of a word matches with the filstter of a word in the
subsequent line, then it is classifiedaismonai.

Example:

2 WEHGMS LMHEHET 2 NESESNSG LoMHEH60T
2_6ITENIL 63T HT6IT sp63TM H6VHBH65T

ulagathai maRandhaen uRakkathai maRandhaen
unnudan naan ondRu kalandhaen

Monai between different words within a line alse fdifferent names. The one existing between tisedind second words
within a line isinai monai

Examples:

Bleveyds @ Blevey HaEb Qum Blewesrd g6t
nilavukku_niavu sugam peRa ninaithaen

Monai between the first and third wordgslippu monai

Examples:

2 WEHGMS LMHEHET 2_NEHSMS LoMHEH60T
ulagathai maRandhaerRakkathai maRandhaen
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OtRu monais the one which exists between the first andtfoword.

Examples:

Bleveyds @ Blevey HE6ILD BlewesrsGgheor
nilavukku nilavu sugampeRanaithaen

Thekulai monaiis the one between the first, second and thirddsor
Examples:

2 ullGr 2_ullGr 2_L b1Nev APBHBHGI 6781 Cleusitmy Hailss)HHEH 6T
uyirae wyirae wambil siRandhadhu edhu vendRu thavithirundhaen

Monai between the first, second and fourth wordslikatuvay monai

Examples:

Blevayd @ Blevey &&6ILIM BlewestdEser
nilavukku_rilavu sugampeRaimaithaen

A merkatuvay monds that which occurs between the first, third &math words.

Examples:

DL @) esflemwud osereurfl oewfl6ls Temd
arumpum inimaiyum @hanvazhj alikoLum

If all the four words within a line match, thenstamutRu monai
Examples:

LDGITEUTEUT LDEITEIT6UIT LOGITEUTT ] LOGITSITEIT B)6V6V6U T

mannavaa manavaa manaadhi manan allavaa

The positional categorization discussed above eppli edhugai and iyaibu also by consideringstfomnd and last letter of
words in each line accordingly. Here, we also réfes kind of categorization as internal rhyme.

The rhyme can be further sub-categorised basedeonature of the letters. If the monai is due tly tire consonants and not
the vowels, then it is @arukka monai

Examples:

Y sddleTp ailewgu)id wpunHACSTeTL_T6d Tt Wliyid gnl_ ST MG LD
pudhaikkindRa vidhaiyum muyaRsigoNdaal thaan
poamiyum kooda thaazh thiRakkum

If the monai exists only due to vowels, not thesmmant in the initial position, then it isugir monai
Examples:

ufleuTer BedTLST Sibd

sesflouresr GHreiTassir oevrGL_65T

parivaana naNban thandha
kanivaana thoalLgal kaNdaen

Monai between long vowels is calledratil monai

suredlLIGF)6D LO6ITLOG 65T

S emev&afl6V LDEITEIT6U T

vadipaththil manmadhan
ledaikaLil mannavan
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The monai due to the three classes of consonamallesd anina monai Since there are hard class (vall-inam), softsclas
(mell- inam) and middle class (itai-inam), theréséxalina monai, Melina monainditai-ina monai.

Example for valina monai
BlBIS6T 6TedTLIZG) OLIsTITERTT S
QFsusumiit GoHremeu LILPLOTSH
thinggal enbadhu peNNaaga
sevvaay koavai pazhamaaga
Example for Melina monai
WIS G QeTs] STESBhHSTeT
suasstawt ailfluflesr eurFedlsv sTedr GgHeusit G medTmewrmesT
yaarukku jaanagi kaathirundhaal
vaNNa vizhiyin vaasalil en thaevan thoandRinaan
QBEpFL 7CHT TCHT BlewesrsCgedr
Wwa1d HleTenTdhems )6t Brest QG wr GL_ebr
nenjjil aedhoa aedhoa ninaithaen
madhuk kiNNathai ini naan thoda maattaen

The nature of letter sub-categorization discusdeea applies to edhugai and iyaibu also by consigehe second and last
letter of words in each line accordingly. Here, al&o refer this kind of categorization as an impetrfhyme.

3.1.2 Rhyme Patterns

When a lyric is input to the system, rhyme scotiegins by extracting rhyme patterns. Rhyme pafi@reach scheme is a
string, which reflects the letter occurrences it tthyming spot of each line in the lyric.

Separate patterns for monai, edhugai and iyaibuesiracted from the input lyric by considering thegming scheme as
shown below.

Pattern Rhyme Scheme
Rhyme-AA Ati EMI

Rhyme- AAAA Murru EMI
Rhyme-AABB Inai EMI
Rhyme-ABAB Polippu EMI
Rhyme-ABBA Oruu EMI
Rhyme-AAAB Kulai EMI
Rhyme-AABA Kilkkatuvay EMI
Rhyme-ABAA Merkatuvay EMI

Table 1: Rhyme patterns for lyric analysis
Here EMI represents edhugai or monai or iyaibu sehdt is categorized according to the positiothef letter involved and
we try to extract all high-level rhyme features $opring the lyric.

In order to extract the rhyme patterns for eactes®) we need to identify the occurrence of sinsldiables and words in
successive lines. It need not be identical alortealso based on the nature of letters (where dgllsbunds belongs to same
category).

Based on the nature of letters, we classify thenthg patterns as

Rhyme Pattern Description
Equal Family Identical letters
Consonant Family Varukka EMI
Vowel Family Uyir EMI
Consonant Hardness Family Valina, Melina, Idaifal
Meter Match Netil EMI
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Table 2: Classification of imperfect rhyme patterns

Given a line or stanza (of any size), we match eadtlsequent letter to pattern based on the categmspecified in table (ii).
The rhyme patterns are extracted for the three imyischemes (monai, edhugai, iyaibu) separatelgdgh line or stanza.

Example:

Consider a segment of a sample lyric given below.
BlewesrGou BlewesrGou GBEHCFT(h HevBSHIAN (B
BlevGeu BlovGeu alaisTClewsTT (B HEVBGHIN B
ninaivae ninaivae nenjjoadu kalandhuvidu
nilavae nilavae viNNodu ka

Extract every first, second and last letter of eaohd. The first letters of first line arg, ni, ne, kamapping to string under:

Equal Family — AABC

Consonant Family — AAAB

Vowel Family — AABC

Consonant Hardness Family — AABC
Meter Match — AABC

Here we can observe that first two letter belormgedual family category, while when comparing tbgetwith third letter
there exists a match in the consonant family.

The second letters of first line amai, nai, nj, lamapping to string under:

Equal Family — AABC

Consonant Family — AABC

Vowel Family — AABC

Consonant Hardness Family — AAAB
Meter Match — AABC

The last letters of letters of first line arg, VE, tu, tumapping to string under:

Equal Family — AABB

Consonant Family — AABB

Vowel Family — AABB

Consonant Hardness Family — AABB
Meter Match — AABB

Here, we extract the rhyme patterns (EMI) for efachily within a line, likewise we have to extrabetpatterns across the
lines (ati) also in the same manner.

3.1.3 Rhyme Scoring Model

The pattern string found out as described abowe Ise scored by the rhyme scorer. We propose angcarodel which
handles high level rhyme features such as impeafedtinternal rhyme.

The boundary conditions for our model are listelble

Let,

t°be the Number of letters to be compared;

t™ be the Number of letters matched in equal family;

t™. be the Number of letters matched in consonantyami

t™, be the Number of letters matched in vowel family;

t", be the Number of letters matched in consonantriess family;
t™, be the Number of letters matched in meter match;
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w be the Weight assigned for each category (family)
EScore be the Score of the Equal family category;

CScore be the Score of the Consonant family cayegor
VScore be the Score of the Vowel family category;

HScore be the Score of the Consonant hardnessyfaatitgory;
MScore be the Score of the Meter match category;

The number of letters matched represents the dearfmind to be equal in the pattern string. Wegassveight to each
category, thus the letters matched under equalyasili have a higher score than the letters uno®rsonant family and so
on.
Compute score based on the pattern string
EScore = (t/t% * w®
CScore = (. - t"/A°-) *w°
VScore = ((f, - t" /%) * w"
HScore = (T}, - "/t * w"
MScore = ((f', - t" /1% * w™
Score =Y (EScore, CScore, VScore, HScore, MScore)
Where,
w’= 0.5, w= 0.2, W = 0.2, W' = 0.05, W' = 0.05.

Let w®, wf, w', W', w" be the weight assigned for equal, consonant, voesisonant hardness and meter match family
respectively.

Let’s see how it works for the previous given exémp
ninaivE ninaivE nenjQt kalandhuvitu
We consider first letter of each wonai,(ni, ne, ka to calculate the score for monai as below:

EScore (AABB)=0.5
CScore (AAAB)=0.225
VScore (AABB)=0
HScore (AABB)=0
MScore (AABB)=0
Score=0.725

Edhugai and lyaibu score will also be computechendame manner as shown above by considering¢badand last letter
of a word respectively. The average score of allttiiee rhyming schemes is the overall rhyme score.

3.2 Pleasantness Scoring Model

The classification of consonant family into hardft & mid consonants along with the place of aftion is considered for
pleasantness scoring. Pleasantness is computeppbyirg weights to the different classes of chaextTable 1, presents
the weights for pleasantness computing.

Vowels
Characters Score
Short Vowels 9la, @)fi, 2 /u, ele, elo 0.25
Long Vowels <y /aa,r/ee,2a1/00, s7/€a,g/ai, gp/0a, sperr/au 0.50
Consonants
Soft Consonants ®1/Ng, e5/Nj, svsr/N, /N, (b/m, sr/n 0.5
Medium Consonants wily, ilr, 6o/l sulv, p/zh, eir/L 0.4
Transformations #/ga, s/dha,_/da,i/ba 0.3
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Rough &/k, &/ch, g/th, 1i/p 0.2
Greater Rough L/t m/R 0.1
Table 1: Weights for Pleasantness Score

As we can see, long vowels and nasals have higheeswhere as hard consonants have a lower score.

Pleasantness of every word is computed using theesgrovided in the table. The average pleasasitokall words in a
song would determine the pleasantness of the lyric.

3.3 Freshness Scoring Model

The word fresh has a temporal aspect associatéd [tois not possible to reason about the freshnafsa lyric without
knowing its time of creation. We divide the entiiraeline of lyrics into small windows of 10 yeatst E1, E2, ...En denote
the time windows.

For each era, we find the words from lyrics tharevesed for the first time in that era. We assecthbse words to the
corresponding era. E1 words are words that werd umsa lyric for the first time in E1. Stopwordsaiemoved from all the
lists.

The freshness score for a new lyric is determingethe following algorithm.

Let,
| be the input lyric.
n be the number words In
W be the set of words in
E; be thei™ time window.
E (w) be the time window of the word w.
E (I) denote the time window of the song.
FS, be Freshness score of a word i in the lyric.
Fs (I) be the Freshness score of a lyric |

Freshness Score :
begin
initialize ScoreSum := 0;
for each win W
FSy = E (Wi)/E())
ScoreSum := ScoreSum +5,F
end for
Fs- ScoreSum/ n;
end
The basic idea behind the algorithm is that if adnis created in that era and used in the sameétédras the maximum score
of 1. If it is used in the next era, the score lnees half.

4. Results and Evaluation

The Rhyme, Pleasantness and freshness models vesented to a group of linguists, lyricists andglasmge experts who
were asked to judge the rhyming, pleasantnessrasdrfess style of a list of lyrics. It is obsertieat the rhyme score gets a
positive correlation between the manual judgmedtraachine judgment.

98



Rhyme Score Comparision

Rhyme Score

Ok N W B U O N ®

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Lyric Number

=¢=Manual Score  =fll=Computer Score

Figure 1: Rhyme Score Comparison

In the Figure 1 the x axis represents the songstlad axis the Rhyme score yielded by the sconmglel and human
judgment. The correlation coefficient between swgprodel and human judgment is 0.00914.

Pleasantness Score Comparision

Pleasantness Score

Ok N WA U N OO

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
LyricNumber

—e—ManualScore  —i—Computer Score

Figure 2: Pleasantness Score Comparison

In the Figure 2 the x axis represents the songghang axis the Pleasantness score yielded byctming model and that by
human judgment. The correlation coefficient betwseoring model and human judgment is -0.1317. Rlgasss does not
have a strong correlation between human judgmehtamputer score. The reason could be that the ijudges consider
songs they are familiar with to be more pleasaithout regarding the pleasantness of individualdsor

Freshness Score
12

Freshness Score
o

i1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Lyric Number

=—¢=—NanualScore  =fll=Computer Score

Figure 3: Freshness Score Comparison

In the Figure 3 the x axis represents the songstleng axis the freshness score yielded by theirsganodel and human
judgment. The correlation coefficient between sugprimodel and human judgment is 0.99374. Freshnassahstrong
correlation between human and machine scores.

5. Conclusions and Future Work

In this paper, we proposed three scoring modelshgme, pleasantness and freshness of a lyric.cbhguted scores are
being used by Paadal [6] a lyric portal, for viszialy the lyrics and in advanced searches. Studtlregpleasantness of
words from human perspective is one area we planuvestigate. Though the proposed rhyme scoringahbdndles the
case of internal and imperfect rhyme featuresgagsj different weights to different categorieglmyme styles may vary the
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score. An analysis of what could be a better weddjiocation would make an interesting study in fieeire. Adjusting the
weights of rhyme score components and reducingtithe window size in freshness scores will open wiysfurther
research in this area.
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Modeling basic emotions for Tamil speech synthesis

A G Ramakrishnan and Lakshmi Chithambar&n
Department of Electrical Engineering, Indiarstitute of Science, Bangalore
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Abstract: This paper explores the modeling of prosody pararadbr improving naturalness of Tamil speech sysith by
studying recorded utterances of speech with andowit explicit emotions. To begin with, we look atdrrogative and
exclamatory Tamil sentences. Prosody parameterglgapitch contour, energy and duration of eachdiiarthe sentences
were observed, analyzed and generalized from thatanated and intonated, interrogative and exctamyghuman speech.
Differences in energy level were also analyzed betwthe two sets of utterances in three diffenafuiency bands. Pitch is
by modified in the LP residual domain using DCTeHyy is modified by multiplying the signal by thggothesized factor
and duration is modified as per the duration mégedluplicating or removing integer number of pifgriods as necessary.
The model was implemented on speech synthesized Tifurukkural TTS, developed by MILE LAB, and thesults were
found to be satisfactory.

Keywords: TTS, interrogative, exclamatory, pitch, energyrations, LP, DCT, pitch synchronous, pitch modifica, pitch
contour, Gaussian modeling.

Introduction

It is known that a listener gets fatigued by listgnto synthesized speech for a length of time J2iis is fundamentally
because text to speech conversion systems use t@nspeech from a native speaker to obtain thasidunits for
concatenation. Thus, it lacks variations in pitdbration and energy level, which together are knawrmprosody [2, 3, and
4]. Further, a human being, even when she/he repleatsame sentence twice, the utterances arderttdal, and there are
always minute variations in stress levels and laogplitudes and duration. This lack of natural atoins in speech attributes
makes synthesized speech monotonous [3].

This triggers the need for modeling prosody in bgsized speech. Modeling prosody in languagesHikaech, Spanish and
English has a wide research literature. Modelingspdy in Indian languages like Tamil is not a trexicpath. Here,
interrogative and exclamatory intonations are abergd. Prosody parameters are generalized for efathe above and
appropriately modeled and implemented to speecthsgized by Thirukkural TTS, developed by MILE LAB.

Modeling interrogative intonation

Pitch contour: Figure 1 shows sample utterances of an interrogatntence, both with and without intonation alwuitt
their pitch contourdlt is noticed that the pitch contours of specifiterrogation loaded words form a curve, with a esd
fall of pitch relative to the basal value. The meatio of maximum to basal pitch is 1.4. The quesindicative word may
fall in any position of the sentence: starting, sahere in the middle or last. When the interrogatiord (IW) is in the start
or middle, it forms the rising part of the curvadahe next word forms the falling part. Whereashéd IW is the last word of
the sentence, then it forms the falling part ane pinevious word forms the rising part of the cur¥dere are also
interrogative sentences in Tamil, which do not hawpecific IW; rather they end with the long voviad/. In this case, the
pitch significantly rises during the /aa/ sound.

Un-intonated interrogative speech Intonated interrogative speech and its
and its pitch contour pitch centour

Figure 1: Un-intonated and intonated interrogatisigeech and their respective pitch contours.
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Energy: The energy and duration of the intonated interiggatitterance are higher by an average of 17.5%1&n#%,
respectively, than those of the un-intonated one.

Duration: The durations of the words that fall within theeriand fall region of the pitch contour also follewdistinct
pattern. On the average, the duration of the faatd in the region is 31.5% less than the un-intedavord, whereas that of
the second word is 32% more.

Pitch modification is carried out pitch synchroniguly interpolation of LPC residues of each pitabripd in the DCT
domain. Energy modification is accomplished by iiplitng the signal by the hypothesized factor. Diataal is modified by
duplicating or removing integral number of perio@lables 1 and 2 compare the mean opinion scorégeohatives on un-
intonated human speech and TTS speech, respedbefdye and after the prosodic modifications.

Figure 2: Block diagram implemented for pitch magdifion as per hypothesis.

Table 1: Comparison of MOS (on a scale of 5) ofntanated human speech after modification.

Type of speech MOS|
Sentence recorded without intonation 2
Un-intonated recording modified by our algorithm 83.
Sentence recorded from a human with intonation b

Table 2: Comparison of MOS of TTS speech aftergatpsodification.

Start
Load speech file

Load pitch marks Calculate length of the
Iperiod
|

Exiract each pitch
period
[

Addiremove frames

\ |
[LPC reverse filtering Interpolate pitch
contour

Pitch contour

DCT

get modified length

Pad zeros/remove

points

DCT LPC forward filtering iﬁfﬂiﬁiﬁ::iims
Type of speech MOS
TTS output 1
TTS output modified by new algorithm 2.8
Sentence recorded with intonation 5

Contour Analysis: It is noticed that noise in the modified speecllug to the random pitch contour present in the TTS
speech. To nullify this effect, pitch contour ofetiTS speech is analyzed and if the contour byf itsisfies the
hypothesized values within an error of + 5%, thiee TTS is not processed at all; else, the TTS $peeprocessed as
discussed.
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Table 3: Comparison of MOS of TTS speeches asgméour analysis

Type of speech MOS|
TTS output 1
TTS output modified by our new algorithm 3.5
Sentence uttered with intonation 5

Energy Distributions: The fractions of energy in the bands, 0-500 Hz (fequency band), 500-2000 Hz (mid band) and
2000-8000 Hz (high band) of un-intonated and inted&peech are analyzed. For the first word tHkt féthin the curve,
the fractions of energy in low and mid bands obiratted speech are higher on an average by a fafc®®2 than their un-
intonated counterparts. For the second word, tleeggnin mid frequency band of intonated speechighdr by a factor of
5.43 than their un-intonated counterpart. Therisignificant change in the high frequency bandefther word. Therefore,
by scaling the energies in the respective frequdranyds only, we obtain better intonation and glaot words in the

modified speech.
Table 4: Comparison of MOS of TTS speeches asneeg distribution analysis.

Type of speech MOS (emotion) MOS (clarity)
TTS output only with pitch modification (TOPM) 3 3.3
TOPM and increase of energy of the signal 3.6 3.6
TOPM and scaling of energy only in specific bands 3.5 3.8

Modeling exclamatory intonation:

It is noticed that the pitch contour of the lasbtwords in the sentence takes a rise and fall ppatithe mean ratio of

maximum to basal pitch is 1.8.
Figure 3: Un-intonated and intonated exclamatogesp and their respective pitch contours.

The energy and duration of the intonated exclargagentence are higher by an average of 19.3% adddlthan those of
un-intonated one, respectively. The pitch, energy@uration are modified in the same way as theriagative case. Table 5
shows the evaluation of the results of the modifices.

——— - N

i
(T T

| = = | Tarwins
Un-mntonated exclamatory sentnces and its pitch Intonated exclamatory sentnces and its pitch
contour. contour
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Table 5: Comparison of MOS of un-intonated exclamyaspeeches.

Type of speech MOS

Sentence recorded without intonation

Un-intonated recording modified by our algorithm 4

Sentence recorded with intonation

Energy in specific bands:As discussed for the interrogative case, energglifierent frequency bands are analyzed for
exclamatory intonation as well. For the first aedand words within the pitch curve, the energiemid band of intonated
speech are 6.25 and 5.4 times those of un-intorspieelch, respectively. Change in high frequency ignot significant for
both words. Improvement in the quality of processgelech is evaluated and listed in Table 6.

Table 6: Comparison of MOS of TTS speeches asneeg distribution analysis.

Type of speech MOS (emotion) MOS (clarity)
TTS output only with pitch modification (TOPM) 3.75 3.5
TOPM and increase of energy of the signal 4.25 3.75
TOPM and scaling of energy in specific bands 4.2 4

Results and Discussion

Prosody of interrogative and exclamatory sentehese been modeled. Modification of the pith, eneagg duration of the
TTS generated speech gives interrogative or exdctamantonation, as evaluated by the native listenEnergy modification
in certain frequency bands gives better quality iatehded intonation closer to expected naturalnation.

Acknowledgment: The authors thank Mr. Shiva Kumar HR for creating MILE TTS web demo, used for the experiments
reported in this paper.
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ABSTRACT

Currently Internet provides information in sevelaguages. In order to process information acrasguage and retrieve
that information in their own language becomes rtsale In order to retrieve information available different languages
cross language information retrieval (CLIR) is tieed of the hour, and there is a need to develstersg that can access
information from different languages. This papestdisses the design of a Conceptual based searicte é6BSE) for Tamil
and English languages. Our system focus on diatyobased approaches and some strategies to hambiguaties at the
different levels of our system. Initially our selarsystem was designed as a Concept based seatem $gs Tamil language
and in this paper we have adopted the same appfoaEmglish language in which it retrieves docutsen both Tamil and
English based on the query entered. Our proposektinmovolves query expansion, enconversion and eginigased indexing
and searching and ranking. In this work we have afsalyzed the pros and cons involved in adoptingiform approaches
for both a morphologically rich languages like Themd also fixed order structured languages likgli&h. We have tested
our results for Tourism domain with 50, 690 docutearpus (25, 690 Tamil documents+ 25, 000 Englisbuments) and
achieved 0.51 of precision for both Tamil and Estglijueries (20 queries in Tamil and 20 querieigligh) .

Keywords: Concept-Based search engine, Concept-Based Ingjekirconversion, Query expansion, Universal Netwark
Language.

1. INTRODUCTION

In recent years, the growth of Web contents inedéfifit languages increases drastically. User pradessarch in their native
languages and different languages require diffen@mtslation mechanism to provide multilingual sbafacility. Though
there exist many machine translation systems, tleegiot consider the semantic of the document argdsitiitable only for
specific languages. Hence there is a need forralseagine which can tackle both multilingual amt@eptual. Conceptual
search engine can tackle both semantics and cootéixe word in the document which provides meghihresults to the
user. Keyword based search engine[10][11][12] iee#rs results based on the keywords present iddbhement. Similarly
ontology based search engine[13][18] uses hypeyfforponomy based ontological relation to know thereunding
context of the word. But considering only hieraoahirelation may not be suitable for applicatiomtsas tourism, news
mining system, e-learning, question-Answering eltt.prder to overcome the restrictions presenthia iKeyword based
search engine and other semantic based searcheentfitse Conceptual search engine plays an importde in handling
large amount of unstructured data and this seangine deals with the conceptual meaning of a quétly the help of
semantic representation called Universal Networkiagguage (UNL).

The UNL representation provides common semanticesgmtation for any languages and does not antaliite meaning of
the document. It can provide both word level seicanand sentence level and also document level rs@&ea Hence
compared to other machine transliteration basedguidl search and rank[16], our approach providstebresults without
degrading the efficiency of the ranked documents.

Previous multilingual search engine called agroBsesl [2] uses concept only match and it does noisicer the link
between the concepts. For example for a given diMapabalipuram Temple”

it will consider only the concepts “Mahabalipuram” “Temple”.Our search system will provide resudtsed on the CRC
“Mahabalipuram Temple” and also for the concept@ahabalipuram” or “Temple”. Moreover they are ndilizing query

expansion which can retrieve conceptually similacuiments. Hence ranking approach uses concept raatthveight the
documents based on document specific propertiesn(Teequency, Position weight, Inlink and outlinl.is applied for

English, Hindi, Marathi and Spanish.
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The UNL semantic representation helps us to aduptsame search and ranking mechanism [7] for méogloally rich
languages like Tamil and structured languages Ekglish. The resources required for our bilinguehrsh are UW
(Universal Word) dictionary, Index based query engians with semantic representation, Machine Tediosi
(Enconversion), Conceptual search and Rank antlyfimammary generation for both Tamil and Engligicuments. Here it
uses a rule based method for UNL based machinslation system for both Tamil and English, Howetrez dictionary
representation is same for Tamil and English docusmiéVe have changed the Morpho-Semantic ruleadddrding to the
parse tree structure built for the English document

The following sections talk about the related warld its methodology in detail. Section 2 compamevipus approaches
with the proposed approach and Section 3 elaboeatels modules of our bilingual search system areiction 4 we have
shown the accuracy of the search results for bathilland English documents.

2. RELATED WORK

AgroExplorer[2] recommends to use parser becausdliprovide lexical information and useful to neck noisy content.
The SQL database[2] is not suitable to processhgbased structures like UNL compared to lucenexradal We have also
tested to store in SQL database but it requireempace and Time complexity is high. When the sfzthe document or
corpus gets increased it is very difficult to penfothe process of the indexing[5]. Our system comtboth conceptual
features and document specific features to knovintipertance of the concepts in the document, thiei@ficy of the ranked
documents is improved compared to previous UNL ephdased search and Rank[7]. We have shown thigdalt
evaluation section 4. The UNL representation presidommon semantic representation for any languageésdoes not
annihilate the meaning of the document. It can ig@both word level semantics and sentence leveldotument level
semantics. Hence compared to transliteration bdskagual search and rank[16], uses transliteratfor bilingual
documents and identifies overlapping between twguages. Since transliteration does not coverhallvtords and the
number of overlapping between two documents willdmdy named entities hence our approach providéterheesults
without degrading the efficiency of the ranked doeats . Query expansion[20] uses only dictionasebaguery expansion
and uses transliteration to provide multilinguattee which will lead disambiguation problem. Oppebach uses index
based query expansion which is retrieved basederiniportant domain specific concepts which ocaurghe top of the
documents and more frequently and it uses varieedd of filters in order to filter the requiredalmnents.

3. METHODOLOGY

As discussed in section 1, our system composes &hitbnversion document processing, UW dictionaryf&h language
independent representation, Index based query sikpdf] to aid conceptual search and rank[7], donsgecific template
based summary generation[8] for output generatimh@onceptual indexing[14] to aid search and rank.

3.1 System Architecture

Online process Offline process

Documents (Tamil &

English)
Gen | |

Preprocessing
Query translation F |
> Enconversion

!

Search and rank

Indexing

Result with
Summary

N

Figure 1: Architecture of Conceptual based searcgystems for Tamil and English

Dictionarv

Inverted index

|
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Our proposed system consists of two segment nawmw@ipe process and offline process. The offlinet mamsists of
preprocessing, enconversion, indexing which isck@r@und process and the online part consists afcBerg and Ranking,
Query translation and query expansion and thig igciive process because it is occurring currently.

The natural language text document which consissgtences is passed to the enconversion prodesh 8 transformed
as a UNL graph. The information present in our Uddhph is stored in the Lucene index. When the gisgiven to the
search process, the query gets enconverted usngnitonversion process and it searches with tretedl index created.
This inverted index consists of two indices CRCded and C indices which are used for searchinggss

The tourism specific documents are finely tuned amgrocessed and this outcome is given to thenecsion process.
3.2 Document Processing

Manning and Schutze[17] discusses four approachethd Machine translation Technology. They are \Aforelword
approach, Syntactic transfer, Semantic transferogmh and Interlingua approach. In our work we asag Semantic
transfer approach and Interlingua approach. Imgui approach is known as a Knowledge representatddel in which
several techniques available to represent this ledge such as lists, trees, Semantic networks,nszhetc., In this our
proposed model follows the Semantic networks wha handle any languages irrespective of its stract

UNL is a Universal networking language, follows tlmerlingua approach which is modeled to represemhantic data
extracted from natural language and plays a viti in the information retrieval applications whidquires both semantic
and context.

This proposed method can handle both structuregukeges like English and morphologically rich langes like Tamil.
Structured language follows the order of “subjecterb + object” and in morphologically rich langealike Tamil the
Subject and Object can occur in any order. Foaimst one example sentence in English as Saranytaaveinennai and the
same sentence in Tamil can be written as charamMynnaikku chenRaalsfesriir GaFsrenend@ GFsaTmTsir),
chennaikku charanNyaa chenRaélsGrenesrs @ Frewrwmr Gesstpmsir). Hence in Tamil the order of Subject+Verb+Object
does not follow any order and gives same meanimgaliothis sentences. But the semantic represemtdtr all Tamil
sentences and English sentences are same whisteisig example 1.

o~ . - -
/ 1 T H\‘ ﬂ._L / T | \L\
{ charantyaa T chel ‘}
o (lufpersom) o ¢ (agt=thing) /
e * T [ N -
T /——?//
</ chennai
(iof=city)
\«.__ _ _,__/
_‘__.-'—"'_'_'___‘_‘_"‘—\-\_,_\ yor —f‘_.—l—'-.___‘_‘—\—‘_\-\_\-\
l/ saratrya \)‘ 2t g0
\_ (of=person) - {(agt=thing)
¥
( chennai \\>
(iof>city)
"n._____'_'_'__‘-"

Figure 2: UNL graph representation for Tamil and English sentences

The above example depicts Tamil and English seetembiich have same meaning. Universal words reprréise concepts
and links represents the relation between the qisce
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In the above example saranya, go, chennai aredheepts. agt, plt are the links associated with tohcepts. This UNL
representation is our background knowledge basetemsyto identify the semantic context of the woptesent in the
document.

There is a separate dictionary for both Tamil andligh with same format. Universal Word dictionagnsists of the word,
headword, constraint, concept id, term id. Multirdiictionary consists of following fields such a®rd, First word,
Constraint, number of the term present in the nvoltil, term id, concept id.

Word sense disambiguation problem arises due tdifznbiguity in the sense of meaning if a paréicwvord has multiple
meaning. For examples in tamil “aaru” represeney rand number based on the context it is idedtifis either it represents
river or number. Rule based word sense disambigudias been introduced to tackle this type of mmwbfor both Tamil
[20] and English. Pronoun resolution are also hesh@br Tamil language.

There are 58 rules for Tamil languages and 43 rfoleEnglish languages.

Initially rule based enconversion process for foeger language like Tamil was developed by Balbjale [1] were taken
into contemplation and new rules have been devdldpefixed structured language like English. Basedthe rules the
UNL graph has been constructed.

The following parameters are present in the UNLpgra

Parameters Descriptions
Term word The word present in a document.
Head word Root word of the Term word present imeudnent.
Constraints UW constraint of a term word associatitd the head word.

Part of speech | Lexical information of a Term word.

Termid ta_1,ta_2....ta_n represents Tamil term word
en_1, en_2...en_n represents English term word.

Concept id 1, 2... nrepresent Concept which is uséak searching process.

Term number This number is based on the sentences.
Table 1: Parameter of the Enconversion

The above set of parameters helps in identifyirg ithportance of concepts in the document inordeaitbin ranking
process. Here term id and concept id used to diftéate concept and term based results. Part efchpis used to provide
domain level importance for the concepts. Constisaine used to find the context of a word. Term Inenis used to identify
the direction of the concepts associated with othacepts.

3.3 Indexing

This concept based index [14], is an inverted indéxch maps from concepts to the documents. Usuallgrted index
contains terms and documents, In our search systecontains two separate indices such as ConcefatiBn-Concept
indices (CRC Indices) and Concept indices (C Ing)icERC indices have entire relation between thecepts. C indices
represent only the concepts.

For example Chennai maRRum madurai. In this che(@2) and madurai (C1) are the concepts and reldeween the
concepts is “and”. Chennai maRRum madurai will pné$n the CRC indices.

madurai
(iof=city)

chennai
(iof=city)

Figure 3: Example for Concept-Relation-Concept (CR) present in the CRC index

The inverted CRC indices will contain relation (Rjpnceptl (C1), Concept2 (C2), term id, concepPalt of speech tag.
chennai and madurai were present in C indices.ifiVerted C indices consist of concept, Part of speEag, concept id,
term id.
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Each UNL index in the UNL indexer maintains a tabfeproperties such as Language identifier, docunigentifier,
Sentence identifier, Concept Name, Concept ID, tRelaName, term, term frequency, concept frequeasgt position
weight of the concepts and terms. All the abovd peoperties and its associated concepts and tarenstored in Lucene
index structure.

The field description is given in Table 2.

Fields Descriptions
Concept-relation-concept The relationship betwéenGoncept (C1)-Relation (R)-Concept (C2) belongthé document
set D.
Concept The list of concepts (Cs) occurred in theudhent set D.
Language identifier It uses “ta”, “en” which is ds® identify Tamil and English languages of theutoent set D.
Document Identifier di, d2,ds3, ....... dn corregpmto list of documents which contains both CRC i

dices and C indices

Sentence ldentifier S1, S2, S35, ... Sn cormedpdo list of sentence identifier which contairmghbCRC indices
and C indices.
This is used to know the position of the term/cqude the document.

Position weight Concept Position weight

Frequency count Frequency of occurrence of theeqmsdn the document

Part Of Speech Tagging It is used to know the ingmme of the concepts with respect to the domathefinterest. Far
example for tourism domain “Named Entities” are enwnportant than other nouns.

Term words It represents term words present irdtdaaiment
Table 2: Fields of the indexing

Lucene index is used to capture the above saidntion present in the document represented in (ghiph. This UNL
graph consists of information such as Conceptsaf@) Concepts-Relation-Concepts (CRC). UNL Indexesgs the UNL
graphs and builds an inverted list on the indiceblater this is used in the Search process. Tihegees are categorized into
three different types such as C-R-C (Concept -RelaConcept) Indices and C (Concept Only) indices,

In order to provide competent searching and stosinigformation, the lucene index is separatedilCtR-C, and C index.
Inside this we also separate the index with resfgeconcept id which helps us to reduce search.tihese indices are used
by both query expansion and search and ranking laathich is described in section 3.3 and in 3.4.

3.4 Query Processing
This module consists of both query expansion aenastation/enconversion.
Query Translation/ Enconversion

For a given Tamil or English query UNL based selcangfpresentation is given by using light weightlUdhconversion and
it also performs light weight Word Sense Disambtgura The representation of query UNL graph is gibelow.

For example if the user entered the query “GuindgkPthe query gets enconverted using the encoimrepocess. Based
on the results generated it was given to the gengpgnsion process.

Query Expansion

Our approach uses index based query expansiontighvis retrieved from the CRC indices and C Indiddere we are not
searching all the expanded concepts, instead impiodiomain specific concepts which occur frequeatigl also on the top
of the documents are given more importance comparéue other. We additionally weight the expantkrdhs based on its
POS tags such as both the concepts in the CRCNeawed Entity as Part of speech tag, Number o§linkod/pos relations
and frequency of occurrence of the concept/coneaation-concept with and also across the documiedording to the
above said features, this proposed approach taitgshe top 10 expanded terms.

For example the query gets expanded based on tlhep@#ent in the inverted index.
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3.5 Search and Rank

Previous approach on bilingual search and rank {58k transliteration for bilingual documents asehtifies overlapping
between two languages. Since transliteration dagscaver all the words and the number of overlagpietween two
documents will be only named entities.

In this approach we are ranking the documentsraetlevels, such as Degree of match between quaphg with index

graph, concept association based match and Indsedlraatch [14]. Previous approach [7] has beemdgte according to
the language preference of the user. If the userea query in Tamil, Tamil documents will be givaore preference than
English. Hence Tamil documents is ranked firshéyt enter Tamil query else English document is ednkhe snapshot for
both Tamil and English query is given below.

Language can be selected based on the user isterest
3.6 Summary

The summary[8] is generated using the tourism §pdeimplates. Subalalitha et.al., (2011)[8] gitke details of summary
generation framework. Summary is generated for Batinil and English. For a given Tamil document il enerate both
Tamil summary and English summary and same forigimglocuments.

4. ULT EVALUATION AND CONCLUSION

This search system has been evaluated for tourisnaith with 50, 690 documents for 20 Tamil queried or 20 English
queries. We have achieved 0.51 of precision foh ltbe languages. For some of the queries we hardifiéd semantic
constraint mismatch between the Tamil and EnglidV dictionary. As discussed earlier we maintain safga UW
dictionary for both Tamil and English. The conceptsich are similar in both the dictionary shouldvéasame semantic
constraint and head word, in order to identify aptaally similar results for both Tamil and Engli®ut due to ambiguous
entries in any one of the UW dictionary (Both inmiirand English) may lead to retrieval of differasfdcuments for the
same concept. This needs to be rectified by annaatton tool to identify the similar concepts witffferent constraints.
Spelling variations needs to be tackled to get ephuaally similar documents for both Tamil and Eslgli
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Abstract

This paper describes the works to build a MorphicldgAnalyzer for Classical Tamil texts using Riulased approach. The
rule-based approach has successfully been useglvelahing many natural language processing syst8gstems that use
rule-based transformations are based on a coreliof linguistic knowledge. The linguistic knowledgequired for one
natural language processing system may be reusbdilth knowledge required for a similar task in #rer system. The
advantage of the rule-based approach over the sdogsed approach is clear for: 1) less-resourasguages, for which
large corpora, possibly parallel or bilingual, witbpresentative structures and entities are neilailable nor easily
affordable, and 2) for morphologically rich langeag which even with the availability of corpora feuffrom data
sparseness. Morphology is the study of internaicstire of the word. Morphological analysis is agass of segmenting
words into morphemes and a process of analyzingmbrel formation. Morphological analyzer is a took fany type of
Natural Language Processing work. It is a compptegram which takes words as input and producegrasnmatical
structure as output. It identifies and segments weds and assigns the grammatical information. pt@ag the
agglutinative structure of Tamil words by an auttimaystem is a challenging job. This paper is gdmreveal a rule-based
approach for classical Tamil texts

Introduction

Natural Language Processing (NLP) is a computerggutoach to analyze the text based on a set ofiéfseand set of
technologies. And, being a very active area of aede and development, the basic objective oftuldh Language
Processing is to facilitate human-machine adton through the means of natural human language.

Morphological analysis of a word is the processsefimenting the word into component morphemes asigrasg the

correct morphosyntactic information to the morphefa a given word, a morphological analyzer (MA)lanalyze and

return the word and the word class along with tteiogrammatical information depending upon itsdvoass. MA returns
all possible parse for a given word, without corsinlg the context. MA is a very essential tool lmmguages having rich
inflectional and derivational morphology such aspmologically rich languages like Dravidian langaag

Morphological Analyzer is a vital tool in NLP apgditions. In morphological rich languages, as tlageemultiple affixation,
the finer grammatical information which helps inilbing efficient NLP applications, can be obtainedly from
Morphological Analyzer. Morphological Analyzer isquired in most of the applications such as infdiznaextraction, QA
system, machine translation and spell checker. €Tlage several approaches attempted for MorphologyTamil. We
present a methodology for morphological analysigail, a morphologically rich language, in thisppa We present a
rule-based method for Morphology for Classical Tiapuarticularly plural marker.

Tamil morphology

Tamil belongs to the Dravidian family of languagkss one of the Classical Languages. It is a sferél language and has a
relatively free word order; it is an inflectionalniguage. Agglutination is another feature of timglege. Tamil morphology
is characterized as agglutinative or concatenatige,Words are formed by successively adding»asfto the root word in
series. When suffixes attach to the root severaphmphonemic changes take place. The orders inhwghitfixes attach to a
root form determine the morphosyntax of the languagd the various changes that take place wheffia attaches to the
root word are called the morphophonemics.
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Rule based approach

The rule-based approach has successfully beenimskieloping many natural language processingeryst Systems that
use rule-based transformations are based on ao€eid linguistic knowledge. The linguistic knawdge acquired for one
natural language processing system may be reusbdilth knowledge required for a similar task in #rey system. The
advantage of the rule-based approach over the sdrased approach is clear for: 1) less-resouragguéges, for which
large corpora, possibly parallel or bilingual, witepresentative structures and entities are neilailable nor easily
affordable, and 2) for morphologically rich langeag which even with the availability of corpora feaffrom data

sparseness. These have motivated many researohieityy tor partially follow the rule-based approachdeveloping their

natural language processing tools and systemshignplaper we address our successful efforts thathiad rule-based
approach for Morphological Analyzer for Classicalrniil texts.

Challenges in Morphological Analyzer for Classicallamil

Tamil is a classical language which belongs to Bhnavidian language family. Tamil literature hasstad for over two-

thousand years. The morphological structure of sitas Tamil is quite complex since it inflects terpon, gender, and
number markings and also combines with inflectithrad indicate aspect, mood, causation, attitudéeterbs. A single verb
root can inflect for more than two-thousand wordnrfe. Noun root inflects with plural, oblique, cag®stpositions and
clitics. A single noun root can inflect for moreath five hundred word forms including postpositiofifie root and

morphemes have to be identified and tagged fohéutanguage processing at word level. The straatéiverbal complex is
unique and capturing this complexity in a machinalyzable and generatable format is a challengibg The formation of

the verbal complex involves arrangement of the afeuinits and the interpretation of their combingtoreaning. Phonology
also plays its part in the formation of verbal cdempin terms of morphophonemic eandhi rules which account for the
morphophonemic changes due to inflection.

Methodology
Finite State Automata (FSA)

FSA is a model of behavior composed of a finite hamof states and transitions between these st8.is an abstract
device used for recognizing simple syntactic strresg or patterns. An automata is normally depidigdirected graph,
called State Diagram and it is also represented tabular form as State Table. An FSA, as a stpirigessing device,
accepts strings as input and decides if the strecisl correct, that is, it either accepts or rejettte string. From a
mathematical perspective it is regarded as a foncthapping a set of string to the set {AccepteRBj

Plural markers

Considering the limitation of space available, Théper deals mainly with nouns with plural markeffigses in Classical
Tamil texts.

The form of a noun that typically denotes more tbaa person, thing, or instance. Contrast withidarg

Plural markers

The different forms of plural markers ard kad nar

The kd forms may be summarized as following

1) Theka/forms should not hibernate in the following calsesause some of the caséay be in the root words

Makad, Tinkal, Makkd
In such cased, the MA will return a result basetl oo the Rules of the FSA but on the corpus of mwotds
provided in the M.A. in such cases the corpus-bag®mfoach comes into play and has to be integiatedthe
M.A.
Ex.

min en paratavar mda makd (nar 101:8)

permmai yautta makaen kiaviyum (Tol-col 650:2)

mafavare nal ayar makkanerunai (kali 102:30)

2) To be remove th&a/forms in the following cases, after removing theral maker the remaining word gives the
meaning full root word. In such cases the M.A.dual$ the rules- based approach

Kalavaikd, Kilaikal
Kalavai+ kd, Kilai + kd
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EX.
ke/ivatu undu kiaikao tuiicupa (Nlafyar191;2)
kalavaika unfu kadppar valavaikd (Nalafyar268)

3) To remove thekal forms in the following cases after removing therals add m in the root word and remavin
the suffix word

Itankal -> lta +nkal -> ltam (+m) + (A) nkal -> Itam + k&
kunanka ->kuna +nka -> kwnam (+m) + () nkal -> kupam + ka
EX.

anna ifarka/alvad ellam (Tol 1154:2)

kunarika/ip paraffum t/an vantyan kol (Kali 71:18)

4) To remove theka forms in the following cases after removing thergls add | in the root word and remaven
the suffix word

corkal -> co +rka -> col (+l) + (1) rkal -> col + kd
Ex.
tiruntupu 1 kavra carka/yam kefpa (Kali 81:13)

5) To remove thdkal forms in the following cases after removing therpls add in the root word and remowen
the suffix word

natkal -> ra + tkal -> nal (+]) + (4) tkal -> ral + ka

Ex.
onu ifatiu varunelnin va/naka/ (Ainti 70-56:3)
maynna/ vente nin va/naka/ (Cilampu 28:125)
Flow diagram

Word / Noun+
Pl Markers

Identif. Plural
markers (-
kall)

Testing of Morphological Analyzer

The morphological analysis of words identifies raod suffixes of a word. Generally, rule-based appnes are used for
morphological analysis which are based on a séRuwés and Dictionary that contains root words araphemes. For
testing the M.A. rules two thousand Classical Tanmdt word corpus was chosen. The words were imdrainative case
and had only plural markers and no other case msrkewas found that the M.A. methodology was ukéi morpheme

analysis.

Conclusion

This paper has described the Morphological AnalyiperClassical Tamil rule-based approach; in thépgr rule-based
approach is applied for Plural marker. These ralsell approaches for Plural markers produce thé el accuracy. In
future, using this approach we can develop a raked approach for the analyzing not only of Plaratkers but also of
other markers and grammatical variations.
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Abstract

In this paper we propose a method to generate Taentkences yielding to paragraph generation. Topgsed method uses
Tamil words as the input. Parts of Speech tagginewords are done by using a Morphological Araty The system is
based on the assumption that the input hints aadasle in Subject-Object-Verb pattern that is daled by most of the
sentences in Tamil language. The hints developmlgatrithm will generate Tamil sentences for allteee patterns that
start with a subject. Proper addition of Vetrun@ahmisnwo 2 ) suffixes are done to the entities by the ruleFarhil
grammar. Gender of the subject is determined bynsmeé a Look-up and based on the Tense preferemea by the user,
the verb form of the root word is modified to tharect form. This sentence generation uses thedexresources fed to the
system. The efficiency of the system is assessé@ (65%, considering the accuracy of the outpuat pfocessing time and
the algorithm used.

1. Introduction

Development of hints into apprehensive text usirggTechniques of Natural Language Generation iffieltewhich has not
been researched upon much [1]. While there are rselnglarly articles for the summarization of volaous text in English
and other languages, there seem to be very fealesron the expansion of hints into a completeggessBut such a system,
which when developed, will prove beneficial to thasho use shorthand and hints to record informagiodh later wish to
develop that into a complete passage. Furtherm@@ropose to develop the system for one of therablanguages, Tamil.
This paper is organized as follows: Section 2 taliksut the related work in this field and Sectiaial8s about our proposed
system which is the Development of Hints in Tansing the techniques of Natural Language Generatidrere we
introduce the algorithm used, the rules defined thirdcomplete flow of working of our system, Sewt discusses on the
assumptions and constraints of the existing sysgaution 5 talks about the results and Sectionn@lades the paper with
possible future extensions.

2. Related work

Many scholarly articles have been published for phatogical Generation and Morphological AnalysisTemmil. We try to
focus this work as a sentence generation proceigshwbuld subsequently lead to paragraph generatiaorrect POS will
identify the correct suffixes that need to be adttedhe root word. In order to POS tag the inpuitd)i we used the
Morphological Analyzer developed by Anna Universitfamil Computing Laboratory (TACOLA) [2]. In thework [2],
Morphological analysis and POS is done for the inpards wherein the words are tagged as noun, \@1t, entity. In
addition, for verbs, the root word and the suffixest specify the tense and gender of the worcdk@retrieved by the tool.
Now, the words should be put into sentences. Henik referred to the work of S. Lakshmana Pandiah T.V. Geetha [1]
in which they have done sentence generation bytifgieny the role of each word in the sentence asnagco-agent etc.,
Using the case suffixes mentioned by P.AnandanjaRarfParthasarathy and T.V.Geetha [3] and by rigfgrto Tamil
grammar rules for adding vetrumai, we determinesiliifixes to be added. We referred to the work dkdan et al [4], to
know what modifications need to be done when twods@ccur together in a sentence in Tamil. In thaper, they discuss
about the changes like addition, deletion, alteragtc., when two or more morphemes or words otagether. With these
as basis, we modified each work and added moreeteldp the given hints into a paragraph which &udsed in the
following section.

3. Proposed Algorithm
Our Algorithm follows the steps outlined in Figure

The block diagram describes the proposed methogdimggenerating completed, meaningful and grameadi$i correct
sentences from the given hints (from an input fild)e whole methodology is carried out in 2 phases.
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R
N

its suffix
Information

Input file containing hints
delimited by spaces

/

/

POS tagging of the input using
MORPHOLOGICAL ANALYZER

\

\

Determination of the suffixes of various entiti
using Tamil grammar rules

Genderand [€*>

N
Gender determination of the subject of the input
using Look-up

Tamil
Grammar
rules

~N_

\

Completion of the verbs given in root-form in tiput
with the tense chosen by the user using
MORPHOLOGICAL GENERATOR

/

/

Completed sentence witeatisuffixes and completed root-verb

PHASE 1

Input file is a text document containing the himtsere the words are in root-form. This file is givas an input to the
morphological analyzer tool [2] which does the P@gging and distinguishes noun, verb, entity, €agged words which

Figure 1 Block diagram of the Sentence generatymtesn

are the output of this phase are given as the itoptie next phase.

PHASE 2

Now, using Tamil Grammar rules, suffixes for theittes are determined and added. Gender of thgéstilis determined
using Look-up. Tense information is received frdme tiser which is used to convert the verbs whiehimroot-form by

using a morphological generator. At the end, thapleted sentences are obtained.

The algorithm is explained in the following sub-teas.

3.1 Parts Of Speech Tagging

The first step in the hints development work isB@S tagging. Using Morphological Analyzer took thput is tagged as

either entity, Noun or Verb. For instance the fofiog is the input and output of the Morphologicalalyzer.

Input ' @) rTiweir HTTESE HewL G\FeL LSSHLD uTBIE;
Output : @rrwer (Raman) +Entity
srigdls (Karthik) +Entity
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sewL_ (Kadai) +Entity

Qe (Sel) +Verb

yssasio (Puthagam) +Noun
eurmi@g (Vaangu) +Verb

3.2 Partition of Input into Phrases

After POS tagging, the input is partitioned intagdes. The challenge in partitioning is to decidéh@ phrase boundary. As
a constraint, our project assumes the first worthefinput as subject and divides the input intalfen phrases of the form
Subject-Object-Verb. If there are multiple verbsthie input, the algorithm considers the first vérht occurs after each
object for the addition of suffixes. Considering tibove example, the phrases are taken in theviatjoorder:

1) @urweir srigsls QFsd (Raman Karthik Sel)
2) @urweir semL GlFev (Raman Kadai Sel)
3) @mwesr ysssH surmiEg (Raman Puthagam Vaangu)

3.3 Addition of Geupmuswio (Vetrumai) Suffixes

After phrasing, now suffixes are to be added bysatering the POS. The following are some of theguhat have been
formulated by referring to Tamil grammar rules:

1) If the type of the verb can be classified asegidy 5560, 9LflG56), LGV, B5H6D, PSSV, 2_swLeww, then the
suffix ‘gz’ will be added to the object.

2) If the verb cannot be classified as any ondefabove, Named Entity Recognition of the objedise. i.e, The object is
classified as name, place, animal or thing. And thassification was done using Look-up.

i) If the object is a place or a thing a@hd verb is one ok sirerg)’, ' @ pbssI’ Or ' @) msslsirmg’ then the  suffix
‘@)ev’ is added.

i) If the object is a place and the vertwst is eithersur’, ‘ Q#sv’, or ‘Gun’, then the suffix (' is added.

iii) If the verb is eithersimmg’, ‘sshmeusir’ or 'ermpeust’, then the suffix (' is added.

iv) If none of the above cases are satisfiee Named-Entity-Recognition of the subjectis® gerformed.

v) If the Subject is either a name, aniora thing and so is the object, then the sugfi®" is added with the object.

3.4 Morphological Generation using Punarchi Vithiga (yewriéd eflgssir)

After determining the sequence of words and thairasponding suffixes the following Tamil Punar¥fithigal are used to
construct the words based on suffixes.

1) “®), 7 g0 suLfl wekeLb syemedr
o _ullireufl eusiieyid 61 (psdt @)sua(HewLouid
2 _ullieufler 2 L bu@Gwit GweTmmELd”

(i.e.) if the object ends with a‘ufli’, character and the suffix starts witf); =, g2’, then it becomes Object i +suffix,
else if the suffix starts withe" uili’ other than @), =, ', then it becomes Object +."+suffix and if the suffix starts with
‘e, then it can either be Object #u'+suffix or Object + iiy’'+suffix and joins using rule 2.

Example :Glgsiremerr + §)sL = GlFsirement + it +(3)6v =GlFsiTemevruiled
2) “2_ 1 60 Goev 2 _ufli eubg spetTmioug @usd>Gu”

(i.e.) if the object ends with &ioui, ' and the suffix starts with @' ufli’ character, then these two fuses together andsorm
a ‘o_uliGwur’
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Example ;@) rmwesr + ® = @) rmoGesrm(h
3) “sefla@mlev weit spmi 2 _ufli euflesr @) Hi”

(i.e.) if the object consists only glsv’ and ends with a@lwui, * and the suffix starts with @ uili’, then that G’
doubles and joins using the standard rules merntiabeve.

Example s6v + g = &60 + 60 + 20 = H6Lew6V
4) “2_wir eufleir 2_&@mer it afl CLr@”

(i.e.) if the object ends with @’ and the suffix starts with @' ufli’, then ‘2’ gets eliminated fromg’ and joins using
rule 2.

Example @ip@ + 22 = allnsg + 2 = allpens
5) “war FHM dPlewests QUWITSEET ' dg1 sTeiTeyid Frflenw QuHm CeubHmienio 2 (HLHeweT 67H G L”

(i.e.) if the object is a named entity for noniig things and ends withio® then it becomes Object 344’ +suffix and
joins using the standard rules mentioned above.

Example worib + @ =wr + § +& +to_ +&@ = wWISSI6G

6) Adding suffix ‘&’

*If there is a &_ullr@uwus’ at the end of the object, it becomes Objeck '

Example :Qestrenesr + @ = QFsiremerd

* If the object ends with ansy,’ it becomes - Object +ad @’

Example : 9@Qufésr + @ = 9Cwféssreydd

* If the object ends with &\wir’, it becomes - Object +2' &’ and joins using the standard rules mentioned abov
Example Gsruflev + @ = Caruilass

4. Assumptions and Constraints

1) The project will work for select male and femabames only since the Morphological Analyzer Toalttwe used for POS
Tagging is programmed to accept only a finite $groper nouns.

2) While converting the root verb into completebyesnly the gender and tense are taken into accthenhumber
(singular/plural) is not considered and is by d&faingular.

3) The algorithm adds one of the four suffix@(bmisww 2_wL) - &, 2, @, @ev for the generation of complete
sentences.

4) The project will work under the assumption ttat first word of the input is always the subject.
Sample input:
@)rmrwer 9B < Aflwi seui (Tense specified as present tense)

Output of the Morph-Analyzer:
@)rrwesr +Entity
<,®H Verb
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g, Aflwi +Noun
seuir +Verb

Output of Sentence Generator:

@)rmwest O FE et o Fflwen T Heuidmmresr
5. Results and Analysis

Around 50 sentences as hints were given as inpotitesystem and it developed syntactically corsecitences in 36 of the
cases which is 72%. The sentences that could nieabéled by our system was due to the constraimiesed by the limited
words in look-up and the first word not being thiject of a few sentences. In addition the ernorglorphological analyzer
percolated and affected the sentence generation.

6. Conclusion and Future work

Presently the system developed by us caters tadévelopment of hints in Tamil, albeit with a fewnstraints and
assumptions. We intend to extend our work in thar gture with no constraints imposed, and develdplly functioning
Hints Developer in Tamil, by extending the Morphgitml analyzer tool to identify words in wide rangfedomains and also
try to handle any sentence form (by identifying thébject of the sentence instead of assuming tke iord to be the
subject). We also intend to make use of Unsupahisarning methods for Morphological Analysis o thiven input. The
context of the given input could be understoodetermine the semantics to be used for generatingsees.
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Abstract

Finding new and unique names for newborns as watleav terms in science, technology or any domaancisallenge in any
language. The sounds that constitute a name, tagptimarily identify an object. In this paper, weopose an algorithm,
Paeri that uses character-level statistics fromilTdittionary words and traditional Tamil male afeinale names to create
pronounceable phonetic combinations that can be tsename any object. Paeri algorithm learns tleguencies of
beginning and end characters of male and femaleesadnom a traditional name list. It also learns tleeoccurrence
frequency of characters from one lakh Tamil wortlse name list and word database are discarded theckarning is
completed. Starting letter, name length, uniquefexdsr & sex preference are optional inputs fa Braeri algorithm. Paeri
can generate infinite number of names if we dolingt the number of letters. If we limit the numbef letters in a name to
five, Paeri can generate approximately 86 crore asafmased on Tamil phonetics. In this paper we aaathie Paeri
algorithm and how it learns preferred and non-pretenames, based on user feedback.

1. Introduction

Naming a new born or a newly discovered objectamcept is unique to every society. Some culturesenaewborns after
Gods and religious beliefs whereas other cultugmsenchildren out of sounds they hear out of randbfacts. A nhame
serves as an identity to a person. It is not uniduemost cultures names have an associated meémitigem. A lot of
research has been conducted in every culture riegatde roots of names. In an alternate view panhame is a mere
combination of sounds in a particular order. Wendbresearch the meaning associated with namesasuBddha, Gandhi,
Mandela or Theresa. In a foreign land, a persoateeimay be nothing but a series of sounds stitagether. Most of us
would have an interesting story with the way oumeais pronounced in a different culture/country.wdeer if we dig
deeper and deeper into the meaning of a name, wilwod up with meaningless sounds.

With the growing population and modern day pareeeking unique names for their newborns, we idedtthe need for an
automated name generator based on Tamil phonkgtitisis paper, we propose Paeri, an algorithm teeggte names based
on analysis of how Tamil words have been formed lama proper nouns have been created using combimafi sounds.
Paeri is an evolving algorithm that learns good bad names based on user feedback and updatégatsebate better
names.

This paper is organized into five sections. Théofeing section lists some popular name generatiofepts relevant to this
paper. The third section describes the Paeri dlgorin detail. The implementation and results deewksed in the fourth
section. The fifth section concludes with summanrg &uture work.

2. Background

Many existing name generators take first nameslastchames from a database and generate diffeoamtinations of first

and last names. Tamil baby name lists are proviethany sites [2], [3], [4], [5] are a few of thosies. In [1], authors
analyze the frequencies of characters in Tamiliahiery words. The interesting aspects of this paperthe statistics on
most frequent characters and the list of 17 chara¢hat are never used in any of the dictionargde/oThe work presented
in [6] uses simple 2 and 3 level markov chainsaiomf English names from regular words with simplangmar. Similar

markov chain based name generation is also presen{&]. A consonant vowel pattern based algoriierpresented in [8]

again for English names.

Paeri algorithm presented in this paper unlike riflethods mentioned above, applies statistical kndydeacquired from
existing names and dictionary words to generataqaroceable names.

3. Paeri: Algorithm

In this section we present the Paeri algorithmriRdgorithm works in two phases. The first phashich works offline, is
where words obtained from Tamil dictionaries ananTanames databases such as [2], [3] & [4] areyaeal. The offline
process is explained in the following steps.
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3.1 Paeri: Offline
Step 1: For each character in Tamil, create a detmt stores the following statistics:
% of words in dictionary and name lists that hawedharacter in starting position
% of words in names list that have the charactenals ending.
% of words in names list that have the charactéerasle ending.
Step 2: For every combination of two charactergamil, build a two dimensional matrix to record fleowing statistics
from names lists and word database.
Frequency of the first letter followed by the seddetter.
Frequency of the second letter followed by the fetter
Step 3: Discard the name list and word databasiéd Bo index based on Tamil characters that hdidsstatistics obtained
from Step 1 & 2.
3.2 Paeri: Online

Inputs:
Len -> length of the Name
FirstLetter -> is the starting letter of th@me (optional)
gender -> gender
u -> uniqueness factor
Initialise i = 0;
Let N be the string that holds the name.
Initialise N= null;
If FirstLetter '= NULL
N = FirstLetter;
Else
N = generateRandomFirstLetter (u);
End If
Fori=1to (Len-2)
Let pLetter: = generateNextLetter (N{i);
N: = N + pLetter;
i=i+1;
End for

Let endLetter = generateRandomLastLetter (gender, u
Let penultimateLetter = generatePenultimatelLetieefter, endLetter, u);

N: = N + penultimateLetter + endLetter;

Return N;

3.3 Algorithm Analysis

The basic idea behind the offline part is to acgthie knowledge of what letters are used to startisvand names, how male
and female names end and what letters come bafdrafter which letters. Once learnt, the databasename lists are
discarded as they are not needed for the nameaj&meanymore.

The online part has four inputs: length of the namlee generated, starting letter of the name, greadd uniqueness factor.
The uniqueness factor is a value between 0 ancélleg closer to 0 would generate unique nameslegtsg low frequent
first letters, middle letters and penultimate lettd/alue closer to 1 would generate names th&tveoy simple and

common.

The method generateRandomFirstLetter (u) picksidam first letter from the recorded statistics loase the uniqueness
factor u.

The method generateNextLetter (char, u) picks daanletter from a set of letters that are possifftler character char based
on the uniqueness factor u.
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Method generateRandomLastLetter (gender, u) piasdom last letter from the set of characters.

Selecting the penultimate letter is different freatecting other letters. The primary reason bebéiécting the last letter
before selecting the penultimate letter is to emsusmooth bridge to the finish.

The method generatePenultimateLetter (pLetter, ettdt, u) works by selecting a letter from theliséetion of set of
possible next letters of pLetter and set of possilbevious letters to the end letter. This inteisaavould ensure that
selecting the penultimate letter would not leadraunpronounceable sound leading to the end |&ités.is ensured as we
have only very few options for end letters for bothle and female names.

The block depicted in Figure 1 shows online antineffphases. The database mentioned in the offlameis a statistical
database of all characters. None of the namestiodary words are stored in the database.

The algorithm evolves by learning good names amdnaanes based on user selection. The offline psatep 1 - 3 is
repeated with the user selected names as the gniEhke frequency information is updated to thistaxg statistic in the
database.

Online Part

Results
Browser Input
Length Starting Letter uniqueness Gender | User Selected Names
—>| First Letter Selector ]
/—>| Middle Letter Selector ]
Gender Based
Lastletter selecter < » Penultimate ]7*
I

Machine Learning

Offline Part

B
S DB i
©o occurrence
I
[ Wards Splitter ]—> frequency calculator
WMale Ending
Character List
Name Distribution
Statistics
Female Endin,
Existing Baby Character Lisy
Name List

Figure 1 : Paeri Tool - Snapshot

Agarathi
Dict List

—>|

5. Implementation and Results

Paeri - online name generator tool [ref] was dgvetbbased on the Paeri algorithm described ince8til and 3.2. The tool
was developed in Java and hosted on Linux ser@erery was used for the interface. A snapshot ofuiking tool is given
in figure 2. The tool provides means to selectistadetter and to fix the name length between @ @nThe uniqueness
factor can be given a value between 1 and 10. €hdey can be selected by clicking on the gender. ico

Cif D s
»oEr BB o Laks
B o [3] >
SR
umed '

Figure 2 : Paeri Tool — Snapshot
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If we do not limit the length of the name, Paem cgenerate infinite number of names. By limiting thame length to 5, we
can generate a maximum of 86 crore unique pron@loed amil names.

KAREFO
LABS

Names

pana

-

B

Farrans

Emo
-

Aun

Figure 2 : Paeri Tool Results Snapshot

For a name starting witlf, with length 3, uniqueness factor 5 and gendefeamle some of the names generated were
B, Fleos, FAip, FAaf & Fpmr

The tool is now being used widely by parents to edneir children and entrepreneurs to name thgaraezations. The name
Paeri was generated using the very same algorithiir (saman) &wedlmisns (malingai) were the first boy & girl names
selected using Paeri online tool for naming newborn

6. Conclusion and Future work

In this paper, we discussed the need for a namergem based on Tamil phonetics. We presented ,Raemlgorithm to
generate names based on statistics obtained frotiortiry words and traditional name lists. The ewg nature of the
algorithm was also discussed. Implementation of dlgorithm as the Paeri online tool was discussed the results
analyzed. Around 86 crore names can be generairgl Raeri tool by limiting the maximum length ofhame to 5.

Generating an associated meaning from the souradsctbated the name will be an interesting topicféother research.
Similarly generating a name from a given meaningxganation is a possible area for research.
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ABSTRACT

Measuring the effectiveness of information retrldwam the World Wide Web search engines is chajieg and expensive
because of human relevance decisions involved. Menyveboth for developers and users, it is import@nknow the
effectiveness of web search engines. Developessarth engines need to evaluate the search risudtgery change that is
carried out in the query processing process orstgach and rank process or when new filtering nusthere applied.
Typically this evaluation has to be done for a digant number of queries. Users of search engimay also want to
compare the results of different search engineshieir queries. Hence, there is a need to autothatprocess of relevance
judgment. This paper proposes a semi-automaticftwaklevance judgment, which requires a humaruatar to evaluate
the relevance of a document to a query only oncéhé development framework, many versions of gech engine would
be developed, each of which needs to be evaluaittdtiae help of this tool, this process is simglfi The tester or the
human evaluator rates the URL's depending on tie@rance to the given query the first time thas iencountered. This
information is stored in a database. The subsedti@et when the different version of the search eegs tested, the
retrieved URL’s are first compared with the ressttered in the database. If there is a match, Wifdt need not be judged
again. Only the new set of URL's retrieved havéegudged thus saving considerable human efforttenel An overall
precision score such as MAP or P@N is automaticallgulated by the tool. This tool has been usdtierdevelopment of a
concept-based search engine, and it has helpettitice the testing time by about 50% to 75% depegnalinthe novelty of
the results obtained. A generic user can also hisetdol, to evaluate different search enginesfiliyg the same set of
queries to the different search engines, and saneeih evaluating the results obtained.

1. Itroduction

Search engines are designed to help users toydidluseful information on the Web. The growthtlo¢ World Wide Web
is an exotic phenomenon. In 2008 the number of pafpes at about one trillion unique URLs, annountted Google
Search. The performance of search engines can dleaged using various measurements, such as mnecisbverage,
response time, recall, and interface. In this papefocus on automatically calculating the precisid search engine [10],
using previous evaluation reports. Precision is roomly defined as the ratio of relevant documentsnfithe retrieved
documents. Precision of Web search engines is itapbbecause [1] users are attracted by gettimyaat documents, and
[2] the precision results are useful in identifymich ranking and indexing method is more usedulififormation retrieval.
In previous studies, precision of search enginesbiean fully manually evaluated based on genelgésuqueries and some
specific query domains. The major benefit of mamrakision evaluation is its accuracy. The drawbadkat it is biased,
time-consuming, and cannot adjust well to the ehanging search engines and other concept baseth8eisearch engines
[6][10]. Here, we present an automatic precisioal@ation method for concept based search engifidrilgeneral, Search
engines are evaluated based on a small set of eaqupties by computing relevance scores basedmmre‘relevant’, ‘less
relevant’, ‘irrelevant’, ‘partial relevant’ and tei cannot be accessed'. Since our search systdns[h@sed on the concepts
rather than terms, the relevance judgment is asdigvith the linguistic experts. Concept based $eaystem cannot be
tested as normal search engines. In Tamil, the tgater falls (English) can be written in differaways like “Aruvi’
“Neervizhchi”. If the search term is “Aruvi”, if 8ndocuments containing only “Neervzhchi”, the ndrteam search engine
[6] cannot be able to retrieve results for bothuit and “Neervzhi”. But our search engine caniste both the results
which is more relevant. Hence automatic relevancgment requires term level match between the gaedydocument
which is not possible for conceptual search enfl®® In order to evaluate search engines concéiptamnual efforts are
required. Hence we use linguistic experts to assiggvance rating for each retrieved documents. ileeision score is
automatically calculated with the help of relevarating.

This paper is organized as follows. Section 2 gtesicomparative study of related work for this psgn methods. In
Section 3, describes the methodology used to auwéoth& relevance metric for a given query. In $ec# discusses
accuracy of query automation tools for precisicect®n 5, discusses conclusions and future work.
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2. Related Work

The study of Abdur Chowdhury and Soboroff (2002) y#ork, which measures the performance of searafines

automatically. In this study, initial query—docurhgrairs are constructed randomly. Then, for eadrcbeengine, mean
reciprocal rank is computed for over-all query—dueunt pairs. If query—document pairs are reasoriabdech a way that it
should match with the query term, then this metbmald be useful. Fazli Can, Rabia Nuray and AyiBigSevdik (2003) [1]

proposed a method to measure the performancegbf search engines through its precision and reaatl binary user
relevance judgments is needed for finding the comlecuments. There is also the Yi Shang _and Lmunayag Li (2002)[4]

study, which involves a general approach for dtatily evaluating precision of search engines loa ¥Web, using three
relevance scoring methods from popular IR (InfororatRetrieval) similarity measures and one commamimmanual

evaluation approaches are used. Another approagoged by Liwen Vaughan (2003) [2] evaluates thasueements of
Web search engine. In this approach [2], a geragnatoach is used to evaluate the precision andl.refeae, an experiment
was conducted to test the performance comparistiir@é common search engines.

3. Methodology

Conceptual search engines [10] are used for evafutte search capabilities in terms of conceptsratations, rather than
terms. Before giving input to this automatic evéla system, different relevance rating tag is gesi. This is explained
below

« If the content of the web page document closelyched the subject matter of the search query, thevas
categorized as ‘more relevant’ and it was assigrsea parameter ‘Y’ value is 1.

« If the content of the web page document is notetjomatched the subject matter of the search quleey, it was
categorized as ‘partial relevant’ and it was assipas a parameter ‘P’ value is 0.5.

e If the content of the web page document containseslinks related to the subject matter of the dearery, then
it was categorized as ‘less relevant’ and it watgagd as a parameter ‘L’ value is 0.5.

e If the content of the web page document is nottedlao the subject matter of the search query, thevas
categorized as ‘not relevant’ and it was assigrsed parameter ‘N’ value is 0.

« If the site can’t be accessed due to the followgraplems: page cannot be find, page under conginjand some
other technical faults, then it was categorizedsiis cannot be accessed’ and it was assignedpasaameter ‘X’
value is 0.

Using the above relevance judgments, we can cadctia precision score [7].

This proposed method calculates precision scoteatevels. In the first level it assigns ratindues 1, 0.5, 0 based on its
relevance and computes precision. In the secorad Veven different version of the same search engigaires to be tested,
it compares the previous test report and assigaptavious score for the same set of resulted UBL$he same set of
queries. It is not required to assign human juddrifehe results are unique in both the versiortisTconsiderably reduces
human effort in assigning the relevance score.

4. Evaluation

As described earlier, we evaluate search engiresgiwn using five relevance score rating methdtie experiments were
based on short queries containing 2, 3 or 4 teilihs. queries were derived from tourism domain. Weehased existing
conceptual based search engine [10] which is dpeeldor Tamil language in our experiments. Thiomatic evaluation
tool can also be adopted for any term/concept beamgine which requires testing for different vensi. Here top 10 results
are considered for relevance judgment.

In the case of human-based evaluation, the lingutsiperts decide the relevance of the top 10 pafd®e search engine in
a concept relevance rating method. The linguistjgertes were given sufficient guidance to assigndegree of relevance
among the five rating method.

The average precision is computed in the followiray. First the results are retrieved from the cpheal search engine, and
then the average of the precisions for each quB@H and p@10) is computed by this method aftegmisgj relevance tags.
This report is stored for future reference. If avneersion requires to be tested, query-document i retrieved and
compared with the previous test reports. If it irgimilar queries and documents, it assigns theique relevance score,
instead of checking again. Hence the relevancenpedy is calculated only once. Fig. 1 and Fig. 2nskiee snapshot of the
automated test system.
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Fig: 2 Semi-automatic

5. Conclusions

In this paper, we present a semi-automatic metiod¥aluating precision of a concept based seangine by applying
conceptual relevance feedback given by the linguistperts. The five scale rating scheme is usejddge relevant, less
relevant, partial relevant and irrelevant resuitsch is obtained from the search engine. In thisatically changing
environment method, there is a need to changephmaches according to the user preferences andutiman relevance
judgment is inconsistent and it may vary persompécson. Hence automating the human judgments foastc search
engines require machine learning methods to knawntsighboring context of the query. It is a chajieg task to adopt
fully automatic test tool for semantic search eegiwhich is our future work.
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Abstract— This work attempts to extract traditional medicine related information from tamil siddha documents
generally published as ‘health tips’ in websites, Ibgs and magazines. Sometimes a sub-section ofsitalso popularly
known as ‘Paatti Vaithiyam’. It extracts names of he traditional medicines that are mentioned in theunstructured
documents. The idea is to record the name of theems as well as the cure in connection with the peess of preparing
the home remedy. The output is obtained in a struated format that is easily understandable.

Keywords— Information extraction, tamil siddha documents, traditional medicine, Paatti Vaithiyam
|l. INTRODUCTION

One of the most ancient medical systems known,tiddedicines originated in the southern part ofanflom Tamil nadu.
It is a part of the trio Indian medicines — AyuraedSiddha, Unani. ‘Siddhargal’ or ‘Siddhars’ werelieved to be the
founders of this oldest system of medication. Theusands of texts produced by them laid the foumddbor Siddha
Medicine. The word ‘Siddha medicine’ means medic¢het is perfect. Based on the mode of applicatioey are classified
into 32 categories dfternal medicinesnd 32 categories efkternal medicines

Traditional Knowledge Digital Library is an Indiaraditional knowledge repository containing maiiyormation about

medicinal plants and formulations used in the Indmedical system. The main objective of the libranto protect the

knowledge about traditional and ancient medicatfizas from bio-piracy and unethical patents. Tragealso various text
documents written on Siddha medicines based oimtbemation gather from the ancient manuscriptsaoted. Few books
that are known aréPogar-7000that deals with almost all subjects of Siddha roieé especially metals and minerals aAd *
Scientific Journal from national Institute of Siddltontaining the scientific research oriented ari@de Siddha medicines.
Thus there are many sources of traditional medigif@mation. Hence it is essential to create aioration Extraction

(IE) system to efficiently utilise these resouraesl provide effective usage of the information oted.

Tamil medical documents are mainly comprised oftuesured text and automatic processing of thesestis still a
challenging task in the field of Natural Languagedessing (NLP). This is mainly due to the migmataf interest of the
people from traditional medicines to allopathicnoodern medicines. Also high quality studies arewsal to compare and
evaluate the value of traditional Indian drugs. ®ystem tries to retrieve these unstructured dontsyend process them to
obtain necessary and valuable information.

This paper is organized as follows: Section Il gie® overview on the Information Extraction systdorsthe Biomedical
domain in various other languages. Section Il les details about the approach suggested. Seltiateals with the
experiment results and evaluation while Sectiorivégjthe conclusion and some discussions for fukunmx.

Il. RELATED WORK

Information Extraction is considered a successdnglage processing technology to obtain informafiiom unstructured
text. The basic technique of IE paradigm is to aottentities by shallow analysis, recognize itemefices, update database
and fill templates [6]. The shallow analysis usy@livolves pattern matching in regular expressions.

Though there are no actual works on traditionaliltamdicine, a number of information extraction w®have been carried
out for Biomedical documents [10][7] and Clinicalcords[15][8][16] by string matching or rule basedthods. One such
information extraction system is MedEx [16], whidentifies the name of the medicines and also sigeanformation such
as strength, route and frequency from dischargensmas. One important challenge in these clini@ords is the
heterogeneity of data (nharrative or coded).
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IE finds its application in many prototypes whidle ased in the extraction process:
A. Concept Extraction

MetaMap[3], a effective mapping procedure, makes af knowledge intensive approach and computatidinguistic
techniques to map biomedical text to the UMLS Megaburus. The biomedical texts contain classifiedcepts and
hierarchical relationships. The two main problemsefl by this system are detection of idiosyncrat¢ and resolution of
ambiguity. Clashing concepts can also be resolyeddssification based on semantic types.

B. Named Entity Recognitiof{NER)

The concept extraction process is supported byeraeNamed Entity Recognition (NER) systems. Viasiapproaches for
NER include Hidden Markovian Model (HMM) [14][4][17and Support Vector Machine (SVM)[9][5]. POSBIOTM-
NER[13] is a Biomedical NER extraction system thaes SVM machine learning approach to build andaespa NER
Dictionary by SVM training. This NER system adoptiit-distance measure, an additional input to wesepelling variant
problem.

C. Word Sense DisambiguatioWSD)

Word Sense Disambiguation (WSD) is the task ofcéiglg the appropriate sense for words in the g@mtext. A number of
graph-based approaches have been identified ttifidére intended meaning of words in a contex{] [ttt investigates the
connectivity measures of the graph and identif@s this method performs comparably to the statarbfOne such method
that makes use of UMLS MetaThesaurus and PersedaPageRank, a state-of-the-art algorithm is empthiin [1].
Disambiguation here is done by converting the &blem the thesaurus into graphs and applying lgarithm to select best
sense for each ambiguous word.

I1l. MATERIALS AND METHODS
A. Medical Documents

The medical documents are the text documents eongathe remedial instructions for a particularodéier. The documents
contain the following tags:

1) <Gmmis>: This tag contains the name of the disordemfisich the cure is suggested. The contents of #igjsriay be
more than one.

2) <wmbgy>: This tag provides the remedial measures to kentéor the given disorder. The instruction is cosife
from which various other informations such as idgeats used, special notes, medicine preparatiooegure and
dosages instructions can be obtained.

B. Methods
a) Document Retrieval:

Document retrieval is the process of retrievingvaht documents for a given query. The query mag bet of
keywords and the relevant documents are text doctemghose contents contain these keywords or telate
words [11].

For a given query (sayjeSrewrin), the relevant documents are obtained by matckiilegelements in the
<@pmis> tag. Eg. If Sprii>sefrenrido</Crmii> is present for the query, the document is retdev

b) Morphological Analysis:

Morphological analysis is the process by which vidlial words are analysed into their components raort
token words such as punctuations are separatedtfrerwords. The process assigns syntactic categtriell
the words in a sentence.

For tamil, morphological analysis can be done usigool called ‘Atcharam’ [2]. Eg. For a word
<geuenfiflev>, the analysed words will be

sewrewt T < Noun & 100 >
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3)ev < Locative Case & 504 >
Heregewrewt i is the morpheme obtained by morphological analysis

c) Category Tagging:

Categorizing a set of text into predefined classeslled text categorization. Text categorizatiam be done by many
machine learning techniques. However we employ mlamechanism to tag keywords into name of disdagegdient
or other.

Eg. In the sentencevriugiiprom Curdssayw sevsarit Ambhe wmbg', suriigirsrhmi falls into the category
of disease andsvsamii falls into category of ingredient. Rest are nopierds hence are tagged as other.

C. Assumptions
Few assumptions to be considered in this system are

i Biomedical documents are manually tagged and stoasdd on the name of the disease and name obthe ¢

medicinal ingredient.
ii. NE Dictionary contains list of named entities tmtiude name of the disorders and also names afiaty of

medicinal elements.
iii. Anaphoric pronouns are avoided in the instructionavoid co-reference ambiguities.

D. Algorithm:
The algorithm for the proposed system is as follows
STEP 1: Retrieve the relevant tagged documentsagiving a query.
STEP 2: For each document retrieved,
2a: Do Morphological Analysis using an Analyseptiain morphemes.
2b: Do Category Tagging using the NE Dictionary.
STEP 3: From the category tagged document, Assign
3a: the element in tag <DD> to name of the disorder
3b: the elements in tag <MM> to the list of ingietis required
3c: the contents of tagstppbg> from original document to the procedure.
STEP 4: Feed the Information to the template. Quitpabtained in a structured format.

Fig.1 gives the overall working procedure for tlgstem.

Fig. 1 Traditional Medicine Information Extraction
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IV. RESULTS AND DISCUSSION

A. Dataset
The information extraction routine was carried doit nearly 160 documents covering over 30 differeatmmon

disorders ranging from simple disorders like hi®gglsasev) or dry coughdupi’ B @)@sv) to diabetessisgseny or
pilfley Gpmi).

B. Sample Query:
The information extracted for a given query is dégd in the following snapshots.

For a given querysyefrenrip, the relevant tagged document is retrieved (Fig.2)

d9 - Notepad = Ech ===
File Edit Format View Help
<doc><Ghmit-u@remmb < GHmit-
n(hhssagdrenn sfluns @ Liben) seansmiifle s Caifsnen
868 (Ginger) fpswn (Cumin)
Sbeparammh Cum_(@s Qandlés aauss augslly GgsEs
ReufHSUTGSD <DHbE-<doc>

Fig. 2 Retrieve relevant document for the givenrgue

The instructions in the document are set as inpuhé Morphological Analyser. Fig.3 shows the asialyoutput and the
morphemes obtained.

| all_output - Motepad

File Edit Format View Help

CWV < =ysBremmih-

gdyemond < Noun & 100 >

CA <aFfluns=

=FFlms:

Fflwurs < Adverb & 400 > count=0

CA g2 (=
=62 (=
s2up = charNumbers & 98 > count=0

CA =L 1hemf-

<L LD&Ty=:
Liberg = Noun & 100 > count=0

e e
aeusuniy < Noun & 100 > @sb < Locative Case & 504 > count=0
CA «&HECeulILTenews:

=& G T a0

SECeunNsnon = Noun & 100 > count=0

CA ~Biepdl=:

<Z €5 F=

SgedA = Noun & 100 > count=0

<=
Fig 3. Morphological Analysis

The keywords are now extracted and tagged into tagegories (Fig 4 & Fig.5).

mjall_Noun_ou‘tput—Notepad EI@
File Edit Format Wiew Help

2 e -
L Lhermy
Sevorsmty

& (5 Geulflsnen
Qg

FysLb

fulg &L g

m

Fig 4. List of Morphemes
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Mj all_Category_output - No... El@
File Edit Feormat View Help
KDD>aiggsmmb<DD> T
<pthers>_ihemy«others>

<M > & sttty </ MM >

<MM>&(m CouliNsnan <M=

<MM >G5 @< MM>

<MM >y &b MM
<pthers>eaug s 1g«others>

Fig 5. Category Tagging

The remedial instruction from the original documiotn the tag ©w®ba> is obtained (Fig).

~lin - Notepad =-|[-=

File Edit Format View Help

ugrestid FHIIWNS €206 L LDen & eu6essiifled
S@HECeutiNenew Sesd ( Ginger) s ( Cumin )
SbecwpsitTenmDuitb GuTL (3& Qamdl&Hs cneudh sl
UGS IG BSlnHsS HeufshsSNumESLD

Fig 6. Remedial Instructions

The information about the ingredients used andrémeedy preparation instruction are fed to the teweplThe output is
displayed in a structured format (Fig.7).

GrmuTledt QUi - T TeEuTLE
LO(BhG -
& (5EGaunNemen
BiesH
C& emeuUITEoT CILITIHETTSH 6T - Fgmih
S eiuTewTy

iggrenmld FHLNTS (b L Lhemy
Femmsmifled &S(HGeuiTlener @ier &
{ Ginger )} FPSWD ( Cumin )
. . . EnbepsiTsmmub Gum’_(HS
L bIh%l Q& Iu|LDh (L6emm : Qanhléss sneubhmH g iy
G5 HleufshHumsLb

Prev Next
Fig 7. Output in structured form
C. Evaluation of Results and discussion

The arduous part in the given framework is taggifighe keywords into their respective categoriest Experimental

purpose, the whole process was run for 40 filesh €@ntaining a remedial instruction for a partecudisorder. The f-score
was found to be 0.782. The fall in the value o€dr® is mainly due to the lower recall (0.72). Trecision however was
found to be quite high as manual category taggirigvolved (0.858).

TABLE 1
Incorrectly tagged words by the Morphological Arsay
Type of word Example Tagged format
Compound noun [noun + noun] GaryribgTmis <@aryribgrmid>
Gamryrip < Noun & 100 >srmig < Noun & 100 >
<@sryribt+sThis>
count=2
Partly tagged words sTeflgFD st Ll FFiD>!
&b < Noun & 100 >
Noun tagged as blended word BT FiHSH <HETL_15G N>
sewrL < Adjective & 300 >mi <sandhi>sgglifl <
Noun & 100 >
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Compound words S|HSIDLIEV FTM) <9 HSLOL6V>

[proper noun + common noun] <Oy BBIDLD>:

9masbLsv < Noun & 100 > count=0
CA <grmi>:

<grmi>:

#rmi < Noun & 100 > count=0
Noun tagged as particle ) <LITeL>:

umev < Particle & 305 > count=0
Ambiguous noun LITemeV <UTEnEV>:

urensv < Noun & 100 > count=0
Untagged word Fh ML L Not tagged

Entities FrEHHDT <FTEHHMT>.
Fissemr < Entity & 50 > count=0

Compound noun [adjective + nour] Qeusiremer Ly STEDL
Noun tagged as pronoun B <>

wir < Pronoun & 104 > count=0

Unknown words QLoausTer] <gLeusrafl>:

<unknown>

Element tagged as different elemenbﬁgusmb <LomgamTip>:

wr < Noun & 100 >3 < Sandhi & 1401 > erp <
Noun & 100 >

<wTtg+o_eTin>

count=2

The fall in recall value is due to various reasofable 1 shows the types of words that were taggedrrectly by the
Analyser. The main reason for fall in f-score igrid to be the absence of the medicinal terms iratiadyzer dictionary. For
eg.Csupplewsv (Betel leaves), a common word is tagged <unknobthe morphological analyser.

Another reason for incorrect extraction is duehi® $plitting of a sing word into two words. For egglwgro (Liquorice)
is split into two separate noungys and wgriv by the analyser. Hence a single ingredient ist $pto two, thereby
preventing it from being tagged. These kinds obmrrcan be rectified by adding the unknown wordd e compound
nouns to the analyser dictionary.

Since the keyword extraction involved extractindyoproper nouns, certain ingredient elements thaetewiagged as entity
were not retrieved. Egigassnr (sugar) was placed in the category of entitiesiddeto overcome this error, words tagged
as <Entity> are also considered as a keyword am@arjected to category tagging.

A very common difficulty that was observed in mosthe text is two words denoting the same item. &g upio (Fig)
has two words but denotes the same fruit. Howeveermanalysing, they are tagged as two separatesndtougheysgl
denotes the fruit figuo here is a common noun. Hence it gives an ambigaatmut. Similar error can be found desor

o reps and@gma it etewremennt. This factor can be resolved by considering commauns and the adjacent proper noun
and tagging them as a single word. This however medye successful in all cases.

Another difficulty that was observed was to identifie correct sense of certain words in the giventext. For eggi
(Water) and@msus (ghee) are proper nouns denoting elements thatisee to prepare the remedy. But they are tagged as
pronoun and verb respectively.

V. CONCLUSION AND FUTURE WORK

Thus the given system can extract traditional miedimformation from tamil health tip documents afisplay the essential
output in a structured format. Traditional medicteems are extracted and tagged. The system maxtbaded to support
disease based or ingredient based queries or Totavoid the errors due to missing terms in thegaty tagged data, the
NE dictionary can be built using machine-learningodathms. Also to avoid the incorrect understamgdif terms in the
context, the Word Sense Disambiguation (WSD) caaduressed.
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Kavin waited for the train, but the train was laterssrLisng, sailer rullsy HTSS (BHHSTT. Y ESTTL BTLOSHLOTS @) HHBH!
(Google) stettmy QT NELIWTESGL. SHaller @) ruilsssTsds STHS(HHSTET. YaTTEL TUild STOGLOTS eUbDHdH —
steiTLI@g Fflwrer QumHCLWITlLTS )@ L.
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