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The Tamil Wikipedia: Criteria for Evaluation and Enrichment

N.Murugaiyan
Chief Resource Person, Central Institute of Classical Tamil

‘Wikipedia’, according to the founder Jimmy Donal Wales, an American financial-trader -turned internet-entrepreneur ‘is
a freely licensed encyclopedia written by thousands of volunteers on the Internet in over a hundred languages and it’s
one of the fastest growing Web sites’. Wikipedia had a predecessor in Nupedia, launched in March 2000 as the free
encyclopedia, a peer-reviewed open-content encyclopedia, that lasted for only three years before it became defunct in
September 2003. The Hawaiian word ‘wiki’ means ‘quick’ and the Wikipedia, founded in a collaboratively edited,
multilingual free encyclopedia supported by the non-profit Wikimedia Foundation, established in Florida, USA and
Headquartered in Sanfrancisco, California, USA, with more than 23 million articles in 285 languages, launched in 2001 has
grown so rapidly that the English Wiki alone has more than 4.1million articles and most of the wikis such as Malalyalam
wiki, Urdu wiki, Arabic wiki etc have more than 1000 articles in each of them. The Wikipedia in its various versions has
become the largest and the most popular general reference work on the Internet, having as many as 365 million readers
approximately.

The Tamil Wikipedia

The Tamil Wikipedia is a free online encyclopedia like its counterparts such as English, Telugu, Hindi, Gujarati, Kannada,
Malayalam etc encyclopedias run by the Wikimedia foundation. The Tamil Wikipedia established in September 2003 has
more than 48000 articles by the second week of October 2012. This is the 59" Wikipedia of the world by article count.
English wiki with its 4077000 articles is the largest Wikipedia of the world. Among the Indian languages Tamil ranks third,
having Hindi and Telugu above it by article count.

Poor Turnout of Articles from Tamil Nadu

Even though the Govt. of Tamil Nadu in the year 2010 conducted a contest, being the first of its kind, for promoting
among college students the habit of contributing to the Tamil Wikipedia, the number of articles produced by students and
others remaining nothing but meager. In spite of the fact that the general awareness of and the interest in Tamil Studies
is on the rise, the number of Wikipedia articles produced ever since the inception of the Tamil edition of the Wikipedia is
deplorably low. The contribution of scholars from Tamil Nadu where Tamil is predominantly spoken and used widely in all
walks of life is far from satisfactory. The scholars and professionals from Tamil Nadu rarely come forward to make entries
to the Tamil Wikipedia while most of the development of Tamil wiki comes from Tamil Diaspora spread over a number of
countries such as Malaysia, Singapore, south Africa, France, Germany, Australia, UAE, Switzerland, Canada, the USA, Fiji
etc. The percentage of entries received from the former is only 7% while those received from Tamil Diaspora is 93%.

Reasons for the Meager Participation by Mainland Tamils

It has been seen that there is a poor turnout of articles that suffer not only quantitatively but also qualitatively. Besides
the participation of the Tamil community in Tamil Nadu in this world class Tamil Wiki project is meager to say the least.
The number of contributors from Tamil Nadu where Tamil is predominantly spoken, where Tamil is the official language
of the state, where Tamil is used as a language of administration, education, culture etc. in a world class project of this
kind is nothing but minimal. Even among those who contribute only a handful among them are either active or very active
contributors while the vast majority among the contributors being desultory.

There is a disconnect or mismatch between computing skills needed for potential contributors and the subject knowledge
or specialization required for giving a comprehensive account in an encyclopedia. Those who have subject knowledge or
specialization may lack in computing skills such as technical ability required for serving either as a contributor or as a
collaborative editor. There are many who have technical skills but they lack in knowledge relating to the field chosen for
making a presentation in the form of an encyclopedic entry. With scanty or inadequate knowledge in the area chosen for
an entry, the articles produced by them tend to become a stub lacking in details and citations. Rarely do we come across a
situation in the Tamil mainland i.e., Tamil Nadu where these two skills go together.



Single-authorship and Multiple-authorship

Some of the contributors may be happy as a single-author contributor. They may be uncomfortable with collaborative
editing or writing since While involved in collaborative writing or editing, one is expected to ensure the use of stylistic
equivalences at various levels of language use. To preserve uniformity in style is a stupendous task with which some of
the potential contributors may not be familiar with. This may be a possible reason for many not coming forward to make
contributions to the Tamil Wikipedia.

Physical Facilities

One can identify other reasons connected with physical facilities such as non-availability of computer with internet
connectivity in urban or semi-urban or rural areas on occasions in which they would like to spend time engaging
themselves either in collaborative editing or in writing to the Tamil Wiki. This sort of situation prevails more often in
remote or rural areas of Tamil Nadu than in its urban or semi-urban areas. This is particularly true in the case of Tamil
Nadu which was in the forefront in getting classical language status to Tamil fighting for this privilege over a period of one
hundred years and more.

Two Specimen Entries

Following are two versions of specimen entries relating to the classical Tamil work presrienflssigema (The salver of Four
Gems as translated by G.U. Pope) . A careful evaluation of these two entries will focus on problems connected with
making a satisfactory entry suitable for the Tamil Wikipedia.

Specimen 1
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Criteria for Evaluation

A careful comparison of entries 1 and 2 given above relating to Nanmanikkatikai, a classical Tamil book, one of the
eighteen minor works will bring out facts connected with how far entry 2 is an improvement over version 1 cited above.
Listing of parts of the entry, an omission in 1 above is presented in 2. There is no information on Vilambi Naganar while a
sub-section of 2 deals with it. There is a quatrain, though two different verses, quoted from the original work in both
versions, the latter contains paraphrase of the quatrain as well as a stylistic interpretation of the verse while the former
comprises only the paraphrase and no attempt at criticism is made in version 1 above. There is hardly any citation in the
former while there are citations, references, bibliography etc in the latter. Further there is an effort made to place
Nanmanikkatiakai among the classical Tamil Literary works.

Criteria for Enrichment
Parts of the entry: A clear Indication

An encyclopedic article begins with an indication of the various parts of the text. It provides a thumb nail sketch of the
various parts of the entry. It can also list the areas relating to the theme chosen for the entry.

Coverage

Particular areas connected with the theme chosen for treatment must be indicated with suitable captions. The principle
behind the sequencing of the areas must be clearly understood. What are the areas connected with the theme remain
uncovered in the present entry? There must be a statement indicating why certain areas are chosen in preference over
the other areas.

lllustrations

Verbal or pictorial illustrations are provided in the entry wherever possible. Any theoretical statement must be followed
by illustrative verbal statements. Use of sign- post words such as ‘for instance’, ‘for eample’, ‘by way of illustration’, ‘in
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conclusion’, ‘to put it in a nutshell’ etc can be used wherever necessary. The pictures or photographs presented must
have a suitable caption and information on the picture also form part of the illustration.

Citations

Authenticity of the ideas presented can be ensured with appropriate brief citations in the body of the article. Details
about the works cited or authors referred to can be reserved for the bibliographical citations presented at the end of the
article. By referring to similar ideas expressed by other writers and their works as briefly as possible, the readers of the
article are convinced about genuineness and relevance of the ideas presented. There can be references presented at the
end of the article that provide additional information on the point or idea or author or work or website referred to. Many
an article in the Tamil Wikipedia suffers from want of citations.

Collaborative Editing

There are certain issues connected with collaborative editing. To use it effectively at the beginning may be a challenging
task to the new user. Besides if it is not effectively used, the readability of the text will suffer. Is there any way of
overcoming problems arising as a result of collaborative editing in use? How can we bridge the gap between stylistic
differences found in the language used by collaborative editors of the Tamil wikipedia? These are questions that need to
be addressed by the team of editors of various versions of wikipedias. One way of overcoming this prolem is arranaging
for bringinging in uniformity of style by the deployment of editors with experience for this. As it is a difficult or challenging
task a group of personnel may be specially trained for this purpose. A single author entry and a mulitiple author entry
produced by collaborative editing may be presented to all indicating the differences involved and suggesting ways and
means of bringing in uniformity in style with sample materials.

Conclusion

This article focuses on certain criteria relating to evaluation and enrichment of the Tamil Wiki using improved and
unimproved versions of specimen materials
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Introduction

Government institutions have their presence on the internet, enabling citizens to engage in e-governance services
(Pieterson, Ebbers, & van Dijk, 2007) . Around the world, government portals have become one of the most important
channels for public service delivery and for citizen—government interaction, and the performance of these portals reflects
the effectiveness of a country's e-government platform (Liu Yuan 2012) . This study aims to analyze the Tamil Nadu
Government Websites' compliance to the WCAG 2.0 guidelines which largely helps to make the websites accessible by
everyone, including the persons with disabilities.

Jiang and Xu (2009) studied the on-line structure of China's provincial government websites to find out how governments
used the websites to improve their legitimacy and to control citizens' political participation. Holliday and Yep (2005)
observed the progress of e-government development in China by conducting a content analysis of government websites
(Liu Yuan 2012) . A study conducted by Steven R Sligar 2008 confirms that web access remains problematic for persons
with disabilities. Gant and Gant (2002) studied the functionality of 50 state government web portals, using four
dimensions, customization, openness, transparency and usability, as a framework for analysis. Accessibility was evaluated
as a part of the dimension of usability and they found that 34 states had accessible websites and 16 failed to provide
reasonable access.

The United Nations adopted the Convention on the Rights of Persons with Disabilities (CRPD) in December 2006 which
asserts a range of fundamental rights and freedoms that people with a disability enjoy as members of society. Article (4)
(1) (g) of the Convention calls on parties to “promote access for persons with disabilities to new information and
communications technologies and systems, including the Internet”. Article 9 of the Convention requires countries 'to
identify and eliminate obstacles and barriers and ensure that persons with disabilities can access their environment,
transportation, and public facilities and services, and information and communications technologies'. India is a signatory
to the Convention and as a signatory to the UN Convention, the government of India and all its state governments are
bound to provide a friendly services to the disabled on all forms of services including the websites and portals.

WCAG 2.0 Guidelines

The World Wide Web Consortium (W3C) is an international organization that develops standards for the Web and Web
based technologies, including accessibility. W3C recommends 14 general guidelines and 66 associated specific
checkpoints to evaluate a web site's level of accessibility (Steven R Sligar 2008) . The Web Content Accessibility Guidelines
(WCAG) 2.0 of the World Wide Web Consortium - Web Accessibility Initiative (W3C WAI), makes web content 'accessible
and benefit users with temporary or long-term disabilities, including those who are blind or have low-vision, limited
mobility, hearing disabilities, and those who require adjustments due to characteristics associated with aging or limiting
environments'.

The WCAG 2.0 recommendations may be largely categorized into four primary domains: 1. Perceivable, 2. Operable, 3.
Understandable, 4. Robust. The perceivable suggestions provide text alternatives for any non-text content so that it can
be changed into other forms people need. The Operable features make all functionality available from a keyboard. The
Understandable features make text content readable and understandable. And the Robust features maximize
compatibility with current and future user agents, including assistive technologies.

Tamil Nadu Government Websites



The Tamil Nadu Government's website directory http://www.tn.gov.in/usefullinks/links-state.htm has listed 251 websites
operated by the Government by its various departments, public sector undertakings, boards, societies, corporations,
statutory organizations, district administrations, and educational institutions. Of the 251 websites, a sample of ten
percent of the total websites on each category were randomly selected and a total of 25 websites were studied.

Sampling of Web sites on each category

TN Government Website Category No. of Total No. of websites
websites selected on
sampling
Departments 86 8
Undertakings / Boards / Corporations / Societies 65 6
Municipalities / Municipal Corporations 08 1
Statutory Organizations 08 1
Districts 33 3
Universities / Educational Institutions 45 5
Miscellaneous 06 1
Total 251 25

Results and Discussion
All the 25 sampled Tamil Nadu government websites were analyzed on their compliance of the WCAG 2.0 guidelines. Each
website was reviewed on the following 12 criteria as stipulated by the WCAG 2.0 Guidelines, and in addition, availability

of Tamil language version of the website content was also taken into account:

1.1 Text Alternatives availability: Providing text alternatives for any non-text content so that it can be changed
into other forms people need, such as large print, braille, speech, symbols or simpler language.

1.2 Time-based Media: Providing alternatives for time-based media.
1.3 Adaptability: Creating content that can be presented in different ways without losing information or structure.

1.4 Distinguishable: Making it easier for users to see and hear content including separating foreground from
background.

2.1 Keyboard Accessible: Making all functionality available from a keyboard.

2.2 Enough Time Available: Providing users enough time to read and use content.

2.3 Free from facilitating Seizures: Not designing content in a way that is known to cause seizures.
2.4 Navigable: Providing ways to help users navigate, find content, and determine where they are.

3.1 Readable: Making text content readable and understandable.



3.2 Predictable: Making Web pages appear and operate in predictable ways.

3.3 Input Assistance: Helping users avoid and correct mistakes.

4.1 Compatible: Maximising compatibility with current and future user agents, including assistive technologies.
5.1 Native Language: Facilitating the availability of Tamil version of the website.

Table 1: Tamil Nadu Government websites' compliance with WCAG 2.0 guidelines

Dept. URL S b I <
q s}
q A
4 ]
3 S
H y—
q 5]
H o
[T
©
=
8
9]
a
Civil Supplies and Consumer | http://www.consumer.tn.gov.in | 0 0 ofojo|oO0|O0|1]|1 10|03 ]|Y 33.33
Protection Department
Commercial Taxes http://www.tnvat.gov.in/ 0 0 olojo|oOo|O]|1]|1 1/{0(0]|31|Y 33.33
Department
Archeology Department http://www.tnarch.gov.in/ 0 0 ojofo|oOo|O|1]|1 1/0|0|3 [N 25
Highways Department http://www.tnhighways.org/ 0 0 ojofO0|jO|O0O|1]|1 11003 ([N 25
Hindu Religious and http://www.tnhrce.org/ 0 0 olojo|oOo|O]|1]|1 1/{0[0|3 (N 25
Charitable Endowments
Administration Department
Information Technology http://www.elcot.com/ 0 0 ojofjo|oO0|O0|1]|1 1{0|{0|3|N 25
Tamil Nadu Police http://www.tnpolice.gov.in/ 0 0 ojlojo|oOo|O]|1 |1 1/{0[0|3 (N 25
Pension Directorate http://www.tn.gov.in/dop/defa | 0 0 olojo|oOo|O]|1]|1 1/{0[0|3 |N 25
ult.htm
Dept. of Economics and http://www.tnstat.gov.in/ 0 0 ojofo|o|O0O|1]|1 1/0]0|3 [N 25
Statistics
Sarva Shiksha Abhiyan http://www.ssa.tn.nic.in/ 0 0 olojo|oOo|O]|1]|1 1/{0[0|3 (N 25
School Education http://www.tn.gov.in/schooled 0 0 ojlo|lo|lo|0O]|1{|1 1/0[{0|3|N 25
ucation
Tamil Nadu Legislative http://www.assembly.tn.gov.in/ | O 0 ojofOo|oOo|O|1]|1 110|0|3 [N 25
Assembly
Tamilnadu State Transport http://www.tnstc.in/ 0 0 ojlo|lo|lo|0O]|1{|1 1/0[{0|3|N 25
Corporation Ltd.
Vazhndhu Kaatuvom Project | http://www.vazhndhukaatuvo 0 0 ojo0|0|O0|O0]|1{|1 1(0[{0|3 |N 25
m.org/
Tiruchirappalli Municipal http://www.trichycorporation.g | O 0 ojojo|joOo|O0]|1]|1 1/{0(0|3 N 25
Corporation ov.in/
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Tamil Nadu Pollution Control | http://www.tnpcb.gov.in/ 25

Board

Dharmapuri District http://www.dharmapuri.tn.nic.i 25
n/

Karur District http://www.karur.tn.nic.in/ 25

The Nilgiris District http://www.nilgiris.tn.gov.in/ 25

Bharathiar University http://www.b-u.ac.in/ 25

Madras Medical College http://www.mmc.tn.gov.in/ 25

(MMC)

Manonmaniam Sundaranar http://www.msuniv.ac.in/ 0 0 0|0|J0|0]|]O0f1 1 1({0(0]| 3 N 25

University

Tamil Nadu Dr. Ambedkar http://www.tndalu.ac.in/ 0 0 o|o0|O0|O0O|O0]|1 |1 1(0(0|3|Y 33.33

Law University

Tamil Nadu Open University http://www.tnou.ac.in/ 0 0 olojo|oOo|O]|1]|1 1/{0[0|3 |N 25

(TNOU)

TN School Books Online http://www.textbookcorp.tn.ni 0 0 ojlojo|O|O0O]|]1 |1 1/{0[0|3 N 25
c.in/

1.1Text Alternatives availability 1.2 Time-based Media 1.3 Adaptability 1.4 Distinguishable 2.1 Keyboard Accessible 2.2
Enough Time Available 2.3 Free from facilitating Seizures 2.4 Navigable 3.1 Readable 3.2 Predictable 3.3 Input Assistance
4.1 Compatible 5.1 Availability of Tamil version.

The above table presents the scores on the compliance of Tamil Nadu Government websites of the twelve features of the
WCAG 2.0 guidelines. Scores have been allotted for each compliance unit, at the rate of one point per compliance unit.
For the 12 compliance units, the range was set between the maximum at 12, where all the compliance units were fully
complied, and the minimum at 0 where none of the compliance units honored in the website. Besides these compliance
units, the availability of native language version of the web content in all the sample sites were also reviewed.

The table amply illustrates the status of the government websites on its poor compliance with the guidelines. Except on
Navigability, Readability and Predictability the government websites have not complied with any of the guidelines of
WCAG 2.0 . Out of 25 websites that were reviewed in the study, none of the websites have found to be considering any
guideline of the WCAG 2.0, while designing their content, features and lay out of their website.

This shows that the Tamil Nadu Government has no policy on its presence cyberspace . The analysis further reveals that
the government and quasi government institutions have not expressed any commitment towards the differently abled
persons' right to access the internet. Surprisingly, except three websites, which is just 12% of the sample, none of the
Tamil Nadu Government websites provide Tamil version of their web content. Being a signatory to the UN Convention on
the Rights of Persons with Disabilities, the government of India and all its state governments have the bounden duty to
facilitate access to cyberspace, friendly to the Persons with Disabilities. The WCAG 2.0 guidelines have provided adequate
directions in implementing the UN Convention on the Rights of the Persons with Disabilities.

Conclusion
Evaluating governmental websites would obviously facilitate further improvement of their quality in service. This study is

a preliminary evaluation that attempted to provide an overview of the status and pattern of web content accessibility
features that have been facilitated by the Tamil Nadu Government on all its websites. The analysis has exposed the
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inherent weakness of the Tamil Nadu Government Websites, which have no regard for the rights of persons with
disabilities. Tamil Nadu Government should facilitate the Tamil version of all its content in all its wesbsites. Only 3
websites, out of the 25 sampled websites, have offered the tamil version of their web content. This study further confirms
that the Tamil Nadu government has not paid adequate attention to address the needs of the persons with disabilities in
accessing the web based content. Before moving to implement e-governance projects, the government of Tamil Nadu
should address the issues related to implementing the WCAG 2.0 guidelines in word and spirit, without any further delay.

Bibliography

1. Abebe Rorissa, Dawit Demissie (2010) An Analysis of e-Government service websites, Government Information
Quarterly 27, pp. 161-169

2. Gant J.B.; Gant D.B (2002) Web portal functionality and state government e-service. Proceedings of the 35™
Hawaii International Conference on System Sciences, Waikoloa, HI 35, 1627-1636.

3. Hanne Sgrum, Kim Normann Andersen & Ravi Vatrapu (2012), Public websites and human— computer interaction:
an empirical study of measurement of website quality and user satisfaction, Behaviour and Information
Technology 31:7, 697-706

4. Holliday, I., & Yep, R. (2005) . E-government in China. Public Administration and Development, 25, 239-249.

5. lJiang, M., & Xu, H. (2009) . Exploring online structures of Chinese government portals: Citizen political
participation and government legitimation. Social Science Computer Review, 27 (2), 174— 195.

6. Kevin Cullen, Lutz Kubitschke (2009) Study on “Web accessibility in European countries: level of compliance with
latest international accessibility specifications, notably WCAG 2.0, and approaches or plans to implement those
specifications”. European Commission: Bonn

7. Kulkarni R.B, Pooja R. Rajeshwarkar S.K Dixit (2012) Cultural Analysis of Indian Websites, International Journal of
Computer Applications, Volume 38— No.8, January PP. 15-21

8. Liu Yuan, Chen Xi, Wang Xiaoyi (2012), evaluating the readiness of government portal websites in China to adopt
contemporary public administration principles, Government Information Quarterly 29, 403—412

9. National Forum on Education Statistics (2011) Forum Guide to Ensuring Equal Access to Education Websites —
Introduction to Electronic Information Accessibility Standards, NFES, Alexandria.

10. Norman E. Youngblood @, Jo Mackiewicz, (2012) a usability analysis of municipal government website home
pages in Alabama, Government Information Quarterly 29 582-588

11. Pieterson, W., Ebbers, W., & van Dijk, J. (2007) . Personalization in the public sector: An inventory of
organizational and user obstacles towards personalization of electronic services in the public sector. Government
Information Quarterly, 24 (1), 148-164.

12. Rob Law, Shanshan Qi, Dimitrios Buhalis (2010), Progress in tourism management: A review of website evaluation
in tourism research, Tourism Management 31, 297-313

13. Sanne Elling, Leo Lentz, Menno de Jong, Huub van den Bergh (2012), Measuring the quality of governmental
websites in a controlled versus an online, setting with the ‘Website Evaluation Questionnaire’, Government
Information Quarterly 29 pp. 383-393

14. SEOYOUNG HONG and JINWOO KIM (2004), Architectural criteria for website evaluation — conceptual framework
and empirical validation, BEHAVIOUR & INFORMATION TECHNOLOGY, SEPTEMBER—-OCTOBER VOL 23. NO. 5.
PP.337-357,

15. Steevan R Sligar, Xlaoming Zeng (2008) Evaluation of Website Accessibility of State Vocational Rehabilitation
Agencies, Journal of Rehabilitation Vol. 74 No.1 pp. 12-18

16. Wen-Chih Chiou, Chin-Chao Lin, Chyuan Perng (2010) a strategic framework for website evaluation based on a
review of the literature from 1995-2006, Information & Management 47 PP. 282— 290

17. Wen-Chih Chiou, Chin-Chao Lin, Chyuan Perng (2011), A strategic website evaluation of online travel agencies
Tourism Management 32 (2011)

18. Wen-Hsien Tsai, Wen-Chin Chou, Chien-Wen Lai (2010) an effective evaluation model and improvement analysis

for national park, Tourism Management 31, 936—952

12



SO 6T S S (HdH6fl6dT eueridof]
FBIS STEVLD (LpSH6L (J)eSTMI Uew T
(1 LB6IT LITTemeu

Guymr. wewereui Gleu.@)rmioesr
B.Sc., M.A., M.A. D.F.Tech., D.L.L., DACP., Dip.in Rus., CCP., CMM., CFA., M.Phil., PhD
raman600@gmail.com, Prof.Dr.V.Raman@gmail.com

%60 G metTn)] et CHTHTDHT STV (p6iT CHTHTYW CLpdd FLOPTETEI (PFFBISHTVSHSV GlLI(h euaridd & evsr(h
@)ssTmIid @)eTemid &HTDTGI HHPHIMGI . HTevsuaridFduilesr 2arGL LI Hevrgl ClLHemwenw ailflGgl euarihosgl
&TeVlIGLITESEletT allenareurss HLOIPIGT 6T(pbGI(H @(h Ll LTlenTTLD suariEFewids &erL_g| . LDERITEUEYILD,
HeV60lYILD 6T SLOLPIT speM6VSHaTl6L BTG 6TPSHSI(HWaULl LiFlbas SHleumidlerrer . sreveuarisduilsit Goussib
6T S GI(HEwey LTHMLGIL 6T LS 6TVENVSMOTUYLD CIGTL g Fleumiswig) . FFHEHMV L GHbDH 2L 65T
TS SI(HOUTSTSI H S eUTTFF HEBTLGIL 6T 2 6VCIBBIGLD LITQUSSHIUBISIG . SLOPTTSH @)evHEaEIW , &)60d et
6TELEMEVHEMETS HTEWTly @)(HLSTLD BTHMTevTLy 6T F)miSluilsy 9 nflailiish sTeLeMeVE @ 6T LIewnfl&Esd gHiounidkwig)

@) pe1 allewaraurs poHHLOLPTRTSI BTedTaTid HLblpresr nflallwied HLilenip SHETE6T 2_6TeUTHIS G 6l TevTL g
T (WSS (HouTeTgl Dlailwsv HL0LflL HeuTgI sTeVemeVEHmaTLI LITLiLilwgiL 6T 2 VOIsEmIGL LUFsueld , LgHw
wrHpBiIsener Cupeyb CFLISSG . e Bl PL 6T BrersTid Hblpralw HBlailwsd FLlip 6T 2 L gn prelus
sewileflgSL0lupd sewflesflwimepid , @)ewenTwisSTaeVId @eTmy ClLHeuaTiFS HevT(hsarg . @)susuTm ueTihd SLOLD
TS S (HdHaM 6T eueriFFullewsst Fbis TV CGTL (Hd HTeRTELTLD .

S0P 6T S GIH S afl6T QG TeiTenLD

TSI 6TeiTn CFTevedlh@ 1. sTWSLILIBHSI T 6T WSS 6TeTMID 2. sTPLILILILI(HB6OISIT 6T(PSHGI 6TETMILD (&) (HousHBLI
QurpsTaEemarg CFTsTULNIWD 2 MITSSHISDSH .  WPDHeVTeug eulfl sulgeusemgsud  ,  @redrLmeug) spedl
QUG UGS LD GGG . S0P CoTHsClBTY 2 (HeurTdElLLl LTSSl (PewDHmens CsTevsTiLwbd , FBis

@evsalwid, srililwi, sbleul (ha&er, Pemevd Feaugser PpHedlwest Glsafleurss LsvliLi(hGgIHesTmest .

TIPS G 6T6iTD ClFTEVEOM @ suewIHeV , CFHISHGHSHD, CLUTHSSH6D (pHedlur ClLITHeTHemeTU|D LsHPUI &)6Vds Wi I 6T
GOILULGSSTDET.  “HL 66T 6T(LPS P HEVSTTTEIT 6T6vTledT © (Aeviby 25.130) eretray @)enmICH TG BH6IT
GOILNGEDTT. sTpdg - pailwib, ADULD eTedTn GLIT(HeTHfQID 2 wrEasLiLIL (R6Targ]. sT(LHDHSHIBHEW6V LDESTL LILD
(19.53), srapgy stiflsv oybievid (18.28) eredrmy LMLTL 60 2 wrLiLig) ChTHsdSHbdHd) .

urenev Blevmiseflsd BT iGLH W (Hbs BH S0 e revflest GlLIw LD LHwpd SLOP6L GlLimmldas Ll 1 (Hbgest
@bd HLOD TS BHIHHmaTd gniflw 2 _aflewwnd  Careanr(h) GLTrPdaistareri . @sunhenmd @uilsy sTpdhgl - Guilssrm
TW5s (QFg156060uHD, QUTPlEsl QUDD 6TPEHS! ) 6TETNI SBTEYTHMILI L{SVEUT LOGIEDT LD(5S 66T THET T
@) uTLsvs6fev GDldgisTenTi.

B)BBISasiT (3)VsVTLT GlLIfhLDLISIT /5iTIg

B(HVBIB T oMU LIS LOT IS 6% 60T

Lo BIS6D B0 A SLISTAPBIT /55560

Cluwrivwih Lt gg CHreTmy@HUls) sTapsss
Blswuiryr_sir GBrobss) GlFeDsVnrd) ysnFeyL 6o

Yy GlFs) aubLisvi el L_eori sfluyd ymed 297, 5-10

13



@)riurL_eSlssreutf] Guilsv 6T SGIH6T AewgseymHmensg LTL eoTAflwT sTHSSHIDTHE DT .

LoD GBI 2_ 106331055 60T GLIIBLD LIGHSILI

LJGOTFHMSV HewFE5% U HM6V [5(HB6V ..

I ii2_ef] Guilerm CsmBiomis s1apd (%)) <ysir

My CIFsV euLbLIsVT GeumyLiwith L5 LbYys%sLh 343, 4-8

@)iurL_edsreutf) g peflwmed Geul L i’ 1L CaHr(® wmilihd 6TIPSHHISH6T LPBIS DS 2 0TI (LPIyH DS . eUD6THS
CarasswerCGu WGHlwrsd GleTesTL_sheu aul’ L (15aIbE6T sTeTUT B pr.g&UUlrwesflwesr.  sTerGeu
@riurL_edssteurd] CaETHIOmilt 6T(pdg 6TedTm HFL L LILIReUST6V SLOPSBEHBI6T FhibsBTVSHD sul G (pdgl suLphids
UbBEH 2 ewTrLILBHEDSI.

Qs TevsriLwgLev TS S (LpewD

TAPS S/ 6TEOTLILIHILI
YBT PGV BT Qe
@PLILISS] STEOTLIGISTSD - 6TUPSS/

storm G mevariiwid Cgsfalliuger sulf] CFTeVsTILNWT HTVSHV 6TSHISHHET Lls6yLD susTidgd Qubm
Blewsvullepid, euswrwayssiul L Blewsouilad &) mHbssTECVCW @)susurn B)eV&HETLD 6u@GdhELILIL (HeTaTens
2 WY (PIYHDF-

ugleleT(h Cloiufd HBTSHIL 6T dn 1y 2 ullTGlUIITS 2 (Heuld ClsTsTEhbeILT WS LsTafluilssvrs Hib

2 (HeUSGHIL 6T §p60lbaLILIHEUST . Heweu sTewerTil LI e (h 2 ullToHEnL_siTdn lgd Sb 2 Hallsy F) fly Glumm
e0lsasliGlunisust. lifly umisevTeug , Gugb £ aflevibig Qupmib , Car@® Cupaud , Lsirefl GUHmID ,
yerefluyio Car® 2 L 61 Glummib 2 uilliGsevrd sTedmi (psiTemesTt 2 _swTeuLhl BledTmy b Flevtmidssslesfluwii
aflerdaluysirenmi. sTHSIbB6T eullaulgaudbdled QUMM suph  gGlsirer wrHmHIGear D Gerevsritilun  (17) &g
peferrisSetiur afleufiggistarmi . sterGou GBrevs TN STeVLD (f.yp 500) wavraGear HLolp
QoTLfHCB6TMI 6T(PSSHILPeOM U TIIMISHELILL 14 (HHSSID , JLpewm HTVHESTMID Sy GluDHm) subgisTeTens
2T (PIYFDS)-

wriinmiise aflmEsSlullev o1 1pdgiddssir

.U uglGesrrymid HrHmmTevnTig s CHrermlus wirliLiHBiseVLD sTeb ClFiulsT (B)V&HHTID HLOLD 6T 6UHEBB6IT
I|HBTVSHBV alleTBISloubs suswEHemd GHBHS5 Osafleursd sTHSHHIMTTHHIBMDS! .
215Gy 2_c1i Gev G HeviTemLoGliLisaT

B)weusnds Gluiupss/Lh mrnlyedTL_ @b

6TETLIGEHT CLPEVLD 6T(PHSTETH| 2 (Heuld , 2 ewriey, p6edl, HEHT6MLD 6163 BHT6dT(E, suswBWTHL LiflssLul g Hbens
IBW Py,

SBITGOTLI LIL L D_([6ULD 6T6VSVTLD

LOT60TSs BITL(HID UDIHEVLD HTLY.

uapale gpafliwisir ewsailemsor Guimsv

STWSLILIGNSG 2 (GCIIUYS HTEGLD

eTOTMGHTeUL)l 2 (H6u eT(LPDHGI sTaTLILI(HID el 6T(LPSHGIHSH6T B6LeVGI LIL Glou 1) idd6iT (Pictorial ~ Writing)
TWSLILIL L euensd HeuLILBSma.

14



Gl mevsre_ Gsumi- GmuImm GlsmenTL . 61%6m60T
2_600TGIL_60TRY 2_60OTH 61| 2_600TH Glau (P HT LD

st6drm LT 6dlssTeulfl Wdhseflew_Guw 2 _ewrriiul L M6 wpdslensst 2 _ewriQeuwpdgl stedTm G L soTit .

B)swFLiL1B) ysiraflesr 6Tipmrys) GLImeVF
ClFailLiLysv eormeuds) speiGlaps HirELd

steorm prouTailsiteulfl Limeneuullssr spedlewwits Gurevd ClFailuilh ClFsTHewL_Hgh GILIT(H6THHLD pewFuilswsst
26010 (PSS! 6TETM) 2 _6W0TT GH)6vTITIT .

UESDEBT TERTUPLD H/6NTTSHET [T APLD
DI BT [0S Gl m(B) GlHmL_iliLs 6y6vvTri 631D
YUDCIDT(B) LTI 5% UHSC)GUp cuerluilssr
B payts LIDBSlewFLILISG) SeTewi Gluiipss/

etesTm LITL 60lsiToulfl 2 eirefl Hbgl CeuaflliL@b sTHm , gy 2 erefll L Cuiamiliysserls Qsriymnm
60l5aL1LI(HaUGI HETEWLD 6T(LPHGI 6TATLILIRILD 6TeTLINS HBlwipig S mgi .

@) B6TeLpsVID HITMHUITEHSET WTeYD Wr'l  LHBISOSS NG lsayb wphHul L sneuuwirs 2 _enprogLiled GpH\BIs% TV
QULPMHIS] 6UbHEWe TOHTMIHTT (PGS DG . CBTHTNIOSTL DS HLDHHBV UPBIK UBHISTOT 6T(LPSHEHI 6UNHSH6IT
upHmlw s Ledpw FLilenesT @)BETHUTSHSET drl(HeueT &L .

&1 6T LTI BTHDTeTig s 2 (HeuTesr LD BlHTL_TesT HleursHyib,

ClwisTapss) 1pig Clolupss) oty Clalgss|% &eTemio
6TUPSC)B 6T GClovapssesr GlLiwii uisDLl] sorr Gy

steorm GUILUReudlstepsod Qi ,  wplgey, UG, HETEDLD 6T HTVEUMS 6T(LHSHIBET L|LPHBISILIEDS
IWW PSS

@) revstLmullrib 687 (5 6@ LT (BB

AP5H) YD) CBTLESSIDE PSTTHLD FeV BIHM Tt (B)%Ehd G L1 LlsTerhid B)ki@ a1Lpsadsledlmbs

TS SIS LPM] & .(1p. 3D HTHDTETDLF FTihH FLOMUIBIS FHBHS 6T6HTD FLOaT BTID, HCH HTVSMBF
FTihs waisalavsy stetin Gluerds Bravid GOILUlGElsiimesr . Fwewr BT 6060 18 susmaswTesT 6TWSHSHIHEHEBLD |,
Cuerss mTedled 64 susHHWITSIT 6T(WHSISHEHLD HTLILIL (Hsenest . Fuoemr Brev Lilrrdlhs Guorflulsy @mlii@ib
‘srifledl”  eTedTLIG SLOD TS SHISHEMET & D& GlFT6LVT LD . o seTUleTeTT  wrriLigBIsalmsailsy
QurAQuiessl, wWewWsSsH, BTOOTWSS, ST WSS 2 L Ll LG enTHII 61U IWITET 6T(LDd1dh %6
@Dl&sLLL (hsiTareT sTesflenib (B)emeauds eihd @ @)siTesr(pid (LppswwTeT allardssd wWTrmepih $riiuL_ailslsnsy
S.pr.giilrwssilwer 19331 oy emriged G)eweu GGl TGS UND HLLD 6T(LPSHGIHHEHE @D 3)6meud E1hd @& LD

2 sirer @OmiswL &GMsg alleufsgsrerTi.

#.ap 100068 mbg1 & .1p 500 yerhsEnsEG 2 L Ul L STeHd SHBLULGD ailapliyrd wreul L 1b FlhdsGsmuilayri
aulL1b K1psurensvuilsy seT(HLlgsasliL’ L 2 (Heu TS8P HLLPHSHV 2 ewrriiLil L Lswpw 2 (HoleusSTS
Plwiu@EDGI. SPHSS6T LI LG Flasefed Elewi_d@d speuTiialsrGurg TSI L Sy Feuliy
uTenerEGerm(® Flev 2_(Heumiser susmywit Qupm LTeweT pB&6T GlLHLOLTEID ClLHhisHETeVL
QUTHLSCearTCL HlewL_GgI euhESTDST . YH6VT6V [F)Wousenar ClLHhiIsNSHTV 5SS 6U6H T HI (hdhHEOTLD
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eTeareLTLD. (F)emeu 2 (Heu erpdgletr (Pictograph) QariidfAGw eTarevmih . H&HHTeV SL L GHl6V 9j6uGleuLpd g 6IT
g6llauigaud  (Phonograph) Qubm((h&EH6VTID. ETTEL HeuDeHM BTLD MW (pig WwiailsDemev . umenesr
2 _meunisefled 80 Fgpaldflgid QOraehadsTCrm ,  Srlium 2 (heu eTdbgHIdbHeT CUTeGeu @)(HLILIGI @)k,
GOILUIL G555 .

@evBIens  WTPLILITERTSSIN @& (OS5 HewerTd:CHETL mL 6TedTn @)L_GHl6V BlHpbsb SjsbLpsuriiailey
CUHBISDHBTVF FsiTarTSFleD HaTELRdbHLILL L g GFliy wphBlewruilsy sph sufluilsh 2 _(Heu 6T(Lpd 1% EMHLD ,
wHeInTH suflulled Lol Lrmdl eTpdGISHEHL CUTBIGSLILIL I HhsSH . @)eweu Cr Glurmener & GUlLILIaueTTS
@) (HEHVTLD 6T60TEHS(HBLILIHEIMGI . 2 (Hou 6T(LPSHHISH6T HLOPHEHH D HeTOL RS L GlLIHBISNHTEV LITEn6wT
90 2_Heunisemarts CLret@m 2 _siremest . sTearGou FLOPSHLT LITew6IT (B 2 (HoubihsT TEHT GILITHEWET 2680 )LD
2 (H6u 610G , HlWSEH| Y 6vTIY 6T CFTL G STV LOEHET 2 (1§ 6 6T(LNHMSU|LD , HEITEHLD 6T(LHHEMH W|LD
(Standardized Script) o MBBeUTHNTTE @) HHS (HEHSDTTHET 6THTLINS 2 WITPIGSIDE . HSOTTEV LilbHeng W
@ evsdlw ATwissT 2 Hou sTepSemat uHBlur GFiISlewws sT(HSSTEvTIY (HdHH DTTHET sTeTM P IplgSmg) .
ueTenL_SSL01D TS SI

SPp&sGSeT SLILpenWTeT SLOD sTipdsTeorgl LAymid] stesroyb, Glsersflbaius tArm] stssrayb LiedTewL &
sl stapsss (Archaic Tamil Script) stesreyid suymisLiLGSEIDG . @)6uCeupdgIbHeT & .1p 3D HIHDTET(HSE S,
st 5BCs SPBSS60 upBIS] ubB (HESVTLD 6TTM SHSLILGS DG . SOPBTL_ B LIswTewL_d HeV6lauL (B edlsD
10 2 uiQrpsSaIdhH6r STeT TWPSLILIL (HTOTeT . "8 STIIpd, epom HTTIPLD SrewTlitLailsVensy . &Ll 3-4gib
BTHDeRTLerailsy @)ILIeTenL & SLOLD 6TIPSHSBI6T aulgeuld THMLD GlLM SHieusiGHDG . &6vedleD 2 _eflwimepiib |
Frflend G&TadT(h eUITERTSHSIID 6T(PH ubd HLOLPTH6T pemevuils 61(LpdHTewst ClBTERT(H 6T(PBHS G\BTL MBI
STIERTSST6V @)eeuiqen TMHMLD CBTLBIF @) HHH6VTID sTedTLIG HYWBEHTHD & (HSGHI. (P eul L eugeud GLumHm
S0LD sTpSgIbHewen & .11 8-y id mrHmret(Hd L Letresri srewr (piadlmg . @)bs sul 6L 1pshCs @)siremm
SLOD 6TWSGI5H%Eh @, (POTERTTLY 6TATEITLD . (B)elieuensUilVTET 6T(LSGI(HdHBH6 6T suaridFuilemest Hip &ramiid

LIL_mBigefledT euLfl &TewmTeVmiD.
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Qsusuenadsg B 6TSSISH6T CFTIpTH6T HTeVSHD GlLIHLID DY Hremeurts GuDHmI LIHSTEVLT LIT6isTIq Wi g6l ,
allFwpsrts CUITFisEpd LweaTURGSS e LWTsL @B sugdIGuHmail L g . UleTesrit eupbs B
LO6ITEBT T S 61HLD ()61 Glou (Lpdems G LiwesTLRGSlwenowmsd @iy eTwHg15HECer CuTedlGour®id , euedlGsur (b

SUPESS0 BlewevGluHmiail L g . SFHEHm0E STeVGSIMGL UlsiTesri ()sublouipdg wpewm 9Hls sus)itiGlLmmI
U Ayfwg QsrL_nhidliig) eTerevmib.

6501163118 STEVID

S| TEHLOEHHTEVSHSBI6V Hewstlesi] LLMHMILD @)ewewrwits LiwesTUTL 1g60 MLl L ellwidgs@ rHmniseaflsy speiTm)
HewtleallgHLolp. GLIHLOLITETEnL Hevvtledflls LwedTLTL 1960 QY hiISleVSmBWBHSSGI , SLOPleT LwesTuT@® Apriil (b

audGEA g QBT s EHTeVHH Hewflefluiled Fillempls LweTLBHGS CMHEIETeRTL (LpwHFH6T LIsV . S
pupFseflest WahevLg T SHesstlesflulled HLOLD 6TPD I , GPWTESSSBIEHT ueniddl emwbsd . @)emewtiw
UeTTFFAWTETS 6TWSSI(HHBEHSHEG SDIUTL B pewpHemers CBT(HSHHIL 65T , yslw Golufl® wpewmaseneart

QupPmI 2 siTemmIenSH UL 2 V&L F(HbIS] BN auLfleuGd @Gl GmanTwsidled , 2 6sBIGL ural Bns aflaisns
QFiglsTongl. @)F@GLBlensvulley TS SIHHSHET LPMID GOUTL®  pewpHeT uHBlw Y uley SLPdHE LHw
&HSGIL1 CluTHewer CsTenTihgh CFiliugiL er ydw sufleusns upplw 9 niley UInds sgHieuTeTSTHa LD
S|EMLOU|LD.

SO TSI SPWTESSI 6T 6C\FTL_dias LI

sewflesflufler LwssTUTL 1960 SLOPTETSH C1STL SH5HPeD SO S L F57d Hmallenwd Sipall ‘urdlesfl’ eTeiTAIM
TS SI(H P WPHLTETH . B)5I Y BIF VS GUIWTEHESSD YeMLOHS 6T (PSS (HdHHEHS LI LISleVTH HLblewLp

2 I @S wgl. @gICLTaTECD LD CFTHSS SWTTLILIED LIS 6T(SHSI(HHHEMET 2_(HEUTHBITT . |6STT6V,
STVLIBLITE S @)ewenTiiSS6oT sugeured LisVEeum| HewL (pswnF FdboH60a6T ()60 2 (Heumdslssr . B)5EBTVS S0
Coumiflev @Blwrds G6TEILIT(H6TSHEBLD LIWTUTL 14 D& UBSET . HSOTT6Y @)swenTiiGslsd GlFiig) Lflwrhmddled

LIV6UEN&F Fldd60d61T 6TDLIL_L 69T
S&srd (Flevdl) (TSCI)

@)bs THUTL Ly 6V, @)enemTiLiSSleiT aurey Lslul oL (pewnFFobsmsvsener 2 (heursalwgl . 3)6s smsvli LGglullsy
Geumy L16V BlwbkIGEHD 2 (HeuTes CGTLBiISlewr . @Hermed Cariiysasenerts (File) ufwrmisuglsy Heassvsmer
ghulLer. sailigg, L Sreoys sarhiseaflsy (Database) @@ stSsIHewer wWTSS TG sTHMIS — CHT6TEUST6V
Sllempujid Yy BIFVSMB W LD pedTm CFmas @ uisvriosd Curesrg . Gogib @)eususngullsd L - 9y BISVID sTeT @) (H
Curflseflspb et spsiTewmd O\BTEGLILG SlgaTwrargl . @) bBlemevuiled Lisw GlsTGLITHsT SwTflliLTeTigse ,
S 9 WlepTHsT, HLblewipd Bewvflevflullev LiwesTLIHGHICouri, S0 oy FeusvTHsT HMID LsvfletT puwHFAwTsd Lyglw
SO Blwwd GBWTESS Peom 2 (HeuThsLliLLl L g .

@wenpwestugl, “senflef] Fri CHemeusEhd@&d SLOD 6T(PSSHIGHMETLI LIW6STL (Hd g 61s5 M 6ld T

2 meurdasiiul L 8 L 9uqliueyL_uiled Hewibsg , S - Y misSlevid sTeor @) CTflEemerd ensWTeTSSES (1
TWPSHSH1H GUpemD BwoT@h . 6TarGsu Bloupemmd &GS D Csrenr® SHeun LufwrHDSSDETET SO Blwiinds
GO ® wewp (s meugl, Tamil Standard Code for Information Interchange [TSCIl]) 2 eurdlwgi. ilflev Flews
6TeaT6YLD, HE&HSILD 6Testeyld (HLOD @& WUTL HS SrTHrd ) supmsliLiRn. @S0 s 0-127 sTsbgIs6T Hobeusy
uflbrppsFnarer 96 wifldss wswmsww  (American Standard Code for Information Interchange [ASCII]) spdsgi.
lggwrer 128-15560 gl stapdgiser Blrtius ul L er. eflasrGLmrev 3.1, 95, 98, Me gy dlwr ugliiydseaflev TSCII
Bl vweaTuBSSOIUL LG . @58 pSHeTpHe0led 2 0B Grpaill (F)eMmewTi 2 DT WITL 6D eLpsVLD
STUU@SSLILL (B 2 Heaurdssliul L GBlpenm Bluiwwr@Gh” erarm p allsSllTiqur 2 arsslngi .

Sg1uemT Blevalleuhs LGN AEE0BEHEEH , S TWHSHIS GDWT  && eureoTHMls spHoITL (AsCIl)
GSPWTESSEHSTV eTHLL_L CeunlL_deng Blswmey GlFiiw o heurdlw HHSSHL L sueridFCw Flewdl . sewilevtluilev
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Vs GPlwrsssSnaTer @)L b Curs Waepsrer (129 wasd 256 euswrujsitar EKHMIS6TsL ) @)L GHlev Lilip
TS gHHEemert) LIyHuf® OFiis8ev  Flord] @GBlwTESSS6T IigLILIHL . DYBIEI6V 6T(LPSSIH6T6T G Tddds]sD
silewpls LNyHuf® CFiig wenpullsnib @)g1 WeaTGarHmid 2 ewLwisrs , @) HEWTHIL LweTuTL 19D @ sTaflFTd
OGIEETE

S8 99 aflewsliLvens

OIFTeL eHmid Gamereriiu’ (H Geueflull i’ 1 s6llp 99 aeflsweliLivens 9 Fawpewmuilsy SOl 6THEI(HHSH6T
TAM eredrmiid TAB stetTauid @) heuswaswiralt Llifldsiiu L et . TAM sresruigy Tamil Monolingual. TAB eresrLigy Tamil Bi-
lingual. TAM seretTug) W eugallevTsst SLOILD 6T HSI(HEHBM6NE: 6l TevTL BT @ LD . @byerpulled L dFa
QFWWLILIGILD TIPS SI(HEHHET (1p (1P sulgailed @) HB@GLD . Fresrmrs, ‘Bleor ererml UL Fa CFSTL B , 7, 6V, O
6T6TM) BH6vfldH6v( TS SHIHHENTTES @)eV6VTLO6V ] , VT 6T6WT (LP(LP 6T(PSHFHISHEMTSH @) (HBGHLD . L GHMTTEFFSHEHTS (Lp(Lp
TWSGIG HTTH B)SHSGDUTL® e 2 (HeursHsLiul L g) .

TAB wpewmullsh LA eTpSSI(HS Hewends GDBlwrsasd CFiiws Sew_ss 128 Shmiseflsy 247 erpdgiHsenarLi
QUTHSS WPIFWTSH HTTETHST6V 6T(LSHSHIHHMETSH dn MBI ClUT(HSsS CeusnrigwigsTuilpm . ‘CHTH & Gl
QFTsL’ 6TeiTamID euTSHSHlD 2 siter Glam , ®, I, W, & 6T, W, & O6FT, 6 eTHTID LIGHGI 6T(PDHSHI%HSHD6T

@)sG&PWTESESSlL 610, &, “r, (B, I, v, &, €, v, o, 1, 9, & 6%, & O, & sttt UFCeTLY FDHMIFHETTSH
@Plwrss CFiigeTi. @)bwpennd GUWTeESLD @M GamnuwTsGst &HSLILBSIDSI.

@@HEIG&M) Fn L ewiLiL (Unicode Consortium)

miSlevd sallr 2 svsarrallul Gwriflseaflsy sshul L @)d@Gpwrssl Lrssamearenw’t GUTESSa|D , 2 00 2_sTear
S|emeTSGl ClomLflEemaruid spsiTPlemenTsHsHa b e(hBIGHM] gn L L ewLoLiL] (Unicode Consortium) ersirm SjemioLiLy
2 HeuTsHSLIULL &I @evTu ChrEsnm Bleweouilsy WlsliCuflw senflef] BlmisusThis@ph , 2 0% BT H6iT LisVaLD,
Hewstlesf] 9y Teusv LIV 2 mlitlerisarTs 2 srer @)sususnioliL) 2 0% GITLHISHET HeWITHEMSB LD §3(h &6 L_WilssT
F1p CasreTReurGeu Blmieuli’ L g).

@) dam L Lswoliiley 2_myrifleriserTs o srareuissr Sjeureur GQuriflenws spmbiGM) cpsvid Hewflesfluilsy sTiiLig &
Q& meRT(H6uHeUGI TOTMID , BV 7H LIHID FohHeVSHEHD: G 6TeUUTM] HIT6Y HTENTLIG] 6TETMILD QT TIHGI S
PGB HE6T (P)sueusHIOLILIL LD UPBIGUT . HHeWET QYT Tilihgl spetiGleum(h GIoTldh@GLD sTeuaueTey ()L LD
PG5 &6 6TaT @)sususnioli (plgey ClFwd . @)sususwwlile @ bslw Hrad , Slps HrHb o nildlerisearTs

D GITET6DT.

ROBGD GBlwréss weanm (Unicode Encoding)

pOuGH GBwrss wewm  (Universal Coding sTeirmitd gnmisui ) sterLigl 2 svsarmai GUlwTEs wewm . &)lsv
2 & CTHEHT YemeaTsSn@G @)L b 2 @ . @& 32 Ul gl . Gsglsv 65000 £Hmiseaflsv LILGsum)
Curflsepd@ @)L b g ssLLBEDG!. sweafev Cumrstn Ffev QurlssT iy ssubleur Qmld@Ld 128
L 6T spgibasLiL(Bib. @eueurm) @)bSlw GoThlseEnds@ paidaliul L Gplwrss wewm ISCI (Indian standard code
for Information Interchange) erebrmy ewYssiL’ L gl . yerTs, @& CoHeuprail wemmuliled @ Bluirdaib
QFpiwiiu’ L gred S0 QTfldsEd GmDbHS BQ)L_BIS6T SHISSHILIL LG . @)FeTreL HLOLP LiwesTLITL 196D Flv
FdHOB6T THLL_L 6T . eTHIDTEID HBIGN] , BLogl HFrsengullearmsy @)eivd] FTihs GUDIWTHS (LpewDenu

TMMISEHTeT(Halll L &) 6TeSTLITT 6.
20EGD S GBWTESWD TSSIH LWESTUTHID
SHCUTS spHbiGDuled FL0lp Glomihlds @b 8 U giiuenLulle GMlwrds pewm suswruisnm

QEFwwiiul_Rsirengl. @)sermsv HioidlewL Cur )G il LwesTur 14 HElEest 2 siter  TAB TSCll wpewpEener afl
PHBIGDIUNL LsTOTL 2 srarL_ddlw eTipdgHewsuls LwsTu®S & eulfl sHuBE DG . Cwspib, TAM, TAB, TSCII
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Gurerm GPlwrds wenmullsd GUlufhissr Ceupmy Clorf) sTWSSHIHEH6Td: CETHTL ST @) HbGLD . GDIWTSS
Geopuilgid 6 GPlwTss weop ‘9 e 140 gaig G 53l H&SS QBHsTe , CaubpTh GHlwTEs (oD
‘of  emeull YGSSulm SH@. erni@GDluiled CuphaeasrL @)L iiium® senerwiiLiheugiL T ,  UmGwmrifld

GPlwTSS5S6 Hullewplt Ulruf® CFiis wewmuyb wrHmid Qumm S ClorLf] 6TwHSIHdb 6T
2 L &S5ILOFDSI.

pmuGOuiled stevor 2944 1pgev stevor 3071 ( (U+DB8B0 — U+OBFF) suswr &flpdsras @)L b p&1dbsliL L (HsiTeng).
IbBlemsvullsy, sThs6wriflemwd CFibgseurmullenid 2949 sttt sTevtTement 63 (HkiEHDIuilsD sTpHlerTTeL g1 SLOlp ‘o’
our&Geu sewflentlufled GleuafliLi@b . CuhHan Plweurm 2 V& ppsugid @O @GPIWTHSD LweTUL L T6D GlFigll
uflrHmdHlev @GritGuhuLTg).

@)ekieurm| ), BIF6D (LPEHDHWITET 6TV (ASCIl)  @pewpuiled gieumaslwr sewflesiluiledr 6T (HeuTeT| 1 6vorL
uTenguiled LsLALT Gl rHmhiseTenL b @)srmi spmmiGmullsv (Unicode) uLwenfliggids Gsreaw@smerdg .

Qyajr

@) B6TeLpsVID HLOLD 6T(PSBHI(HHSH6MN 6T suaTiES FBISHTVSSI0(HHS F)STEMDHUI HTEVSL L LD QUEDT 6TEUEUTN] LOTHDLD
SWL_HGIETOTS| 6TTLIENS BHLOTL HWBlw @usiSpg . @)ssereulf) sUlHSSle0 eTHUL_(R6iTer Feps  , I TFlisv
LTHMBISST SL0D TSI (Heweu LOTMH W U|6TETHID 2 evTT (pLgS Mgl . eThiuguilGLilleid, @)eueuTm FhissTevdd6)
QarTLmiElw S0l sTSSIHEHHefleT susmi FHwirerg B)eTenmi SHenfleflssravsdled 2 6l%HBIGLD g h GenLullsir
F1p ueuest]! euLd TS HIH YL FEsL 1g9606D Carigafs BlHusearTTsL Hilpisefler GTL L sTelews @)riLjail
sTBIGLD ural BHEmg . B)serTeL flpiser 2 _V6lakIELD speTmILIL (B ClFWLLIBID @ LpBlemsvu]Ld

2 (HEUTHU6TTONG| 6TTLIGI SLOPTHOTTH I BLod @, aHIPFSF 96afld @b eTedTLISV g wLllsemev .

Cuom & TeirH6ir

1. ospTenrm), Fms Gvsslwniser capeowp 2 oy , Qasrgg 10 & 11, euidgresrsr ugliLis ,
Q&erenesr. 2012

2. 2 wisalullsy mbigy GOlufBHuwpsnn GFwersdauglsr eudwib, CurT.peweraur.Gleu.@)rmwesr —
CFSTEMSITLILIVEHENVHSH NS @)ewemTILId: &(HHSIBIg%HLD, 2010

3. Ul BVESW UTeITH - (P.CUTHITFST, FTHGSW H&ETOSL) - gl Seved), 1972

4. S0l eTPSHID HT b 6T(LPSHHILD - Gor.p.aspsard, SlPlwsv - 79880 w@er & 1gFui 2011
2 WHSHSLIPTITILFS Blmieuestid, ClFsiTement.

5. Oarevsridlu - sys Geuafluf®h, Casiremerr, 1973

6. wrlumnise allfsd, sps Csuefluf®, Gasremer, 1973
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WPSHITV &([HHSTL 606D 2_ewri gL LflorHmid

wevirely) Fesrewevrwim (kovaimalar@yahoo.com)

urwdeuld W g IFTLdl (param@fbmk.upm.edu.my)
Fakulti Bahasa Moden dan Komunikasi,
Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia

9y 16y F FTTLD

Crmas@ GCpi GunsTarariL@n 2 swywrLsmevls CurevGer Fepsds auemsLhSHeTnIGH6TL GomHGlsmsireriiLI(HiD
2 _DIWITL V&HETEYID (LPSLITEUEHET, nFMHH6T, Clgment], Blmibsd CuTsiTnemey LIwTUBRSGSLILIGESTM6T. ) hidlev
Qurifluiled Quiflw srapdgisermsv (capital letters) 1L d& QaFiisugl, Chips 2 »rwrLedled Gremev 2 wiidd
IVVGI H5FI1 CUFUSDGF FowTergl. @)g Caru 2_auridgflullesr GleuafliLm( sTeTLINS (3)eWENVTUILT LIWISSTT &561T
leui. Al eTpSaI-Quiflw stwpdg (small letters-capital letters) srepid Gsupmiewio F)svevrg sLolpEwrLfluiley
@)ooz sTliLIgF FTHSWLILGE DS cTenid allarTCor @)dbasL Rewr 2 (Hours auflCHTedlig). (LPHHTEV LIWIGWT 6T
Qumflering (verbal) o eriddld Qarmser, QurPluilwed Goluf®ssr (linguistic markers) GursirpeuHCnr(®
@umrflgryr (non-verbal) Blmisss@plsst, o _awiddls Gmuf@ser (emoticons) GursrpeuHenDUd LIweTUBSS)S
SBiIssT 2 _ewrigfsemearts ufwrPls6srerslssperi ererug @susumiiailsd seprLplwliu’ Hsirerg. Guogiib,

®)&BL_RewT (PHHTV HVBGIHTTL 6960 LflrpLiu@D 2 _eatiFflsemarti UGSSTIIHS allarddlujsTergi.

peITEDIHT

2_VEV HTERTHBIEHL_SHEHIITD I MTHG| UFHBENTLD (F)STEMMHUI DT 2_6VHLOTHS Sl PLD (3)6WEWTILIS S 6 S S]60

G menT(RouHeuBlev CBTLHVBIL LI 6ueDaYIeTT 6T OlLIHID sueTidFdlemiids &esot(heTeTesti ; ST(HILD 6u(HESTHETT .
Ssueuenasuilsy 2 _s0s eurpsends  wilsy aflgiser eTLILIGF FUPSTWLTSS Fnly UTLPSSTDRTETT 8% GLiTed

@) ewNTIGSVILD Fn g L1 LILPE GO FOLPS 6UNEVSBHEIBISENET F6¥dTL(h6Ifl6vT T . UL s senTLplulinl L Fepss
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bl CsmrewTiy heSledTmerr . @LiLillenid, Slev Llrmhdw CoriflsEpdsaTer spdhdlensey auFgl @svemev .
SeiTig T L GleTY], HweTSg @ wbiGHseThiISaTaID SLllewL U L@GdhgIausD @ sTeiTest ClFUemd ? eTedTLIg)

upplw QuirsenssHsmers ClaTsvaugl s (hewyullsst GHT&HSLD.
MWL &5 SHewsieuflFered HLblip

@) st pafer 2 _sudley yerigrmii(h), aflaw@L e, gGurst HmID allswrallsy suralhédlearn LBGsT (Meego)
GuTeTD @) WBIGSETBIGST LILSTUTL I9D@ sub &I 6lHTewTIy (hhaleTmer . )iy 2 0&D P Sl LsVaigLoTer
@ WBIGHSHETBISHET UBSTEID , SjeuHDleV BId STGLTHwTeT S ewiplt LwSTURSSIuSD GLi(HLD ArioBisenerd
FhFHlddH Geuevrig ujsTerg).

SHCUTEHI 9y 65T1q.7MI(H) QuBIGSeTd w&s50l5TamCLASeN D LwSTURSSLILGE DS . WSS GsoDeurest
aflemsvuiled o 65TIq TTii(h) UEHSH &FTH6STHIKH6T SleWL_LILIGTV 6T6VVTS STLULNSTHLD HewSHL1 Liwest LIRS GHIeuP6D
9y Teud ST RFSTHETT. Y eTTev HLOILD 6uFF B)6TenId (ppewowiTs:F CFidaliLiL_ailsVenev.

wwaCrrariil allarGL e HemeCudlsaflad B)Cs Lilrd Aswer 2 ar®. CGurefls sHELITG L6V Litg & @D
ugFS 2 6eng). eTHTHETVSH6V surallHs e BGsT (MeeGO), Ubuntu CGursstn @) wikiGsersSlev S0l Fraglwior?
steoTLIg) LMW Gpefley sHELITH B)eVewev .

FebaH6056T

2 &l uwesTuTL L emails Gswpeurs 2 LHCWTSLUBSSLILEL CTHsEndhE 9 DEWTY FTikhs euFslenw
QuBIGSeTdD 2 (HeuTdh@Ld BlmleuaTBIssT aflliuglsvemsy . e HPswrs LwsTUBHSSLULGLLD CTLl%EnHd S,
w HCw  gybBneussThisar  Gwryl  eusdeow  eflESleTpesri.  esTigrmii® LWSTURSSHID LOl6STeT IS
FISOTBIGEHLD Y WmVBLFABEHD @)sn @ alld allsvsssvsv

SHCBUTGI 2 siTer @)uimig, SHETBISHET6V 2y 65T1q 7 miii(H) Droidsan  &jqliLienL_ulleVTer eT(PSHGI(HdHH 6
LwsTU(BHSSLILIHETTD6T. 9BV Y 6iTigrmiii® efldb@GHiD 6T(pdbgHI(HobHefed weflCar® g Llitien_ullsvmsst HLlip
TS GIH6T6T @)L BigHeafled sThS 6TWHSHI(HOYLD (VTS STTEwwTH STV BLD SO 6TWHFHIHE WOT (LPLEDLOWITSH L
UTida (igeuglsvensy. (L b s Hewyuilesr senL_dluflsv)

@G5 Blewsvg et wHM ailerGLmerv HMID CHT @)uwimki, BHOETBISHEHBGHLD. 6T(PSHSI(HdHHEDET BIMIeU ChHL_Lg i
st ILI(HID GLosVTesTenid SenInd] Chemeu . QY eTTeL Y eiTiqrTii(h) @ WBIG HETLD LIWGTTETT % Ehd%: & JjsILodlsmi
QU LPBI & 6UB VM6V .

6T6LS] BImisusstid LHMID 6TFIqF LHMID FTibFB YSw BlmieusTmisHsT HLOLlL pHBlenFensu supmIFler. erm Lim

BIMIUSTBIGST S pddlewFamer aupnisailvsnsy. BTl CsLaib@ Ulstt Chriguwirs amdler Blmieuestsglesr
CeT@uUT(HsT GLrPlwTeri 6TeaTdh @ eIl LIFlD 2 _BISsT LITTemeudE
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| am not sure what version of Android you are using, but languages requiring complex character rendering (Indic,
Arabic, Thai, and Hebrew) are supported in ICS (Ice Cream Sandwich, Android 4.0) in WebViews, but are not
supported in TextViews and other parts of the System Ul. The Android JB (Jelly Bean, Android 4.1) release added
complex character support for TextViews, which will work with the Tamil and Devanagari fonts that are included
in the release. Full support for adding additional complex character fonts may be supported in a future release.

Ying Wang (EBR)
Software Engineer, Google Inc.

SetTigrTii(h)  WHL uBliy PsHO&ETEIH yetrigrmii(h) By 4 cueny YeTIQITL®R &)Wk ESETBISEHLD
SOTONWVLITS HLOPHE RSIMFQ UYPBISTEl eTedTm HPlwevmd. LG pdhdlenseay auphidlermeib Gleur
allyalh@ W HGW psslamae| SlewL_&@Lb.

@)BeiT g LiLenL_ulle)  6ThIGST BlmieussTid yeirigrmin® Qumigserd g livsnLuileorer  (www.CPADINDIA)
CLuiBerl_ semflesflasmar 1.1.2012 was0 B CPAD stettm GQuiwiflsv Gleuaflulll B sumHmg

BV 6THBIGST BiMIeuaTd (pupewWTsS S LgEGL suFsullener HPlpsLiuBsusteng. CHTH HLOLp
Qaflurg wHD ergrrii@h SliuenLuleorear HwevCuFseflgbd, enswLdbss sanflaflsaflad HLlip
RsdlemFemal Tl GETawT(Heou(HEH 6TedTD suPlsTL Igedwuid eThiserT Blmieusstid Geusfluill Rsitarg. (@)HerTsv
steveur Sridlermd @)bs eusslullener LWSTUBSS Sjeuiser ewsHWL &% Seanilefsafabd Hlp Gl TenTHour
G455

9y eiTig rmil® & S pHslenFaienert eTliLig GCETeRT®H 6uHa?

et rmii(h), allesrGLTen g l1LenL_uNeVTssT &HesvflLiLIVen s 6T (tablet) wHmID HeLLBLASERSE SLOLD
psdlemFemal  srailsVensy. Y emaswTed ROUTT sweu BFimiall 9HeT suflwirs rHMBIGN6T G\Figh HLOLD
QFIFlBWET Lilg &B)(HHEHTLD .

oerigrmii® 1.6 -0 sflewy LweTLBGH S L Fa QFugL siflipalens Sl & allerymsy GarerHlouriiul ()
LiletT ojemerreu(HLd LIWISTURSS TSHIUTSH B)(HHSSBI -

6TaT@6u BIFFIWILTS B)F] 6T(SSI(H FLOLIBHSLOTET LilTFenesTiiTHHST6T @) (HdELD 6TEOT M 6T6ITM)| 6T655T6vv1]
CauwGurg plFFwors @)g sTpd gl (h LNTdFenaTiwirsGot @) (hhssa! -

6T6dT6uT Ol 6u3fl6L 9 65T1q T TR HETENIL 63T 6ULPBIGHLD 6T(LSGI(HAHBe6D HLOP o 1 11t 116V ClomLfl% E1hds s Test

TSI (HdH6T CaFidasliLL_allsVensy .  eTeTGou B|SH6IT HST6UUIVLITEIT 6T(LD G (6 T6BT DroidSansFallback
sT S5 Hallsd wellGasr® g riuew_uilevorsr U0lp @)L _Bisefled 16 1D TWSHISHET @)sVemev . 6TearGeu LiTedTL
NG LT suflwirs sl sTSgIHemen CaFidsevmrd . yermed Coumy p(h @G pailed Coumy Quryl Llrdensrd @
ewL&ECrTFTiL -6T VBT 6T I(Hewey  DroidSansFallback sresr Guwii wrHmid GlFiig) system\font Gasmiiisv
@)LL_TeL 6TeVeVT GIOTLHleW W eNUIW|LD HT EBTEVTLD 6T6TMY Fon MU (BB T SH 6T .

L Geu LD allens surflwirs sl Apliurs s L FFayb 1Ly hokl . eTTeD Flev @)L Biserfled (LpLPewLOWITS
ek o sailsVewsy sTTHTEID SL L dar CFig LFbs Llsr Wasdsflwrs Slp subsgi .

6T6orG6u 9y 6dTIq IMII(B) 6TEVEVT LIFILIL|S E1hdGHLD &1 BT 6T SSHI(HbBeweT Bmiad Sl 2 I Ll sTevevT
Curfluilemesruib GlsTessr(heuTsVTiD.

Guaid S .sa5ET Carul Sjeuissr LIVGauM ailFLTET 6T(PdHEI(HohHmer W ssllGHT®H sugalev Geuatlulll (Herermi

6TdTG6u 6T(PSGI(H LTHMLD CeuaidT(HLISUTHET Ibd 6T(PDHHI(HHHMET SGTallpEHsLd GlFg GlLwi wrmhj
60T T T (H6V LIWeTLHSHVTLD ils ailbLOT6dT 6T(LPS I (> (6ThL_65T :)
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http://www.cpadindia/

srdFMEema Flev GrenusLsaflsd ehLl1gBI suFSleniw HewFliLglsvensy . @)sLemeBuisy 2 BigsT Glomen Lisdlsir
surgeserly Guriial(HIb. sTeoTGou FHeuesTLOTS LIWIGHTLI(hd b6 LD

YT TTUIG 6D S TRSSI(HSHET HTallnds:

http://dl.dropbox.com/u/8548231/droidfonts.zip

o emL_tg BISID @& LweTU RS W GossTlL T ([HsiT
. Super User/BusyBox - ¢pL_1qB1M @ Cahemeuiimest GLoesT6lLIm(HeiT
. emLl LygFeysi - umeTl g0 Blmieu CHemeuwirest GloedT6lLIT(HsiT

https://play.google.com/store/apps/details?id=com.jrummy.root.browserfree&feature=search_result#?t=W251bGwsMS
WXLDEsImNvbS5qcnVtbXkucm9vdC5icm93c2VyZnliZS)d

BL&EE@ Uiy SForeT eSS (HESemer CFidbs
http://www.higopi.com/index.php?option=com_jdownloads&Itemid=4&view=viewcategory&catid=11

amaCear TAM g lisnL_uiled 2 siter TS GI(HdHHewer ujeflGHTHdh@ wrHMW! esrigrmii@® 2 1 UL eTeDsVT
Curflseflepib Gsrent®h eur euflipswmasst Lpn)) Sl .H%ET Carll (higopi.com) ojsuiasir sTpslujsirer s By

http://higopi.blogspot.in/2008/08/1.html

S|H6TLIeT BrhiseT SO wWeslICHETH sTIPSHHI(HHHmOT CBTITL 6T(PSHHI(HoHHHET DY 6iTIqImiilgs) BlmiadwiLilsr
SUIPL LG ILFHE usFLTe B BHSS-

QUBHDBTL Hofle) eurdan g 5CHT, 2 _Leainr(®H), Cleuligstaiv sTeiTy Blewmwr @QUIBIGHSTBISZET 6UBSTEID Jjew6u
6T6VVTGLD 69l6aTdh 61 65T g LILIeHL_ulleD eU(HLD 6THTLISTV HY6dTiqrmiit(Hdh@ LWeTUBSSbIn1q HCF (LpewMmFHTedT
sTeVeTauMMleYId  euld  steirugTed  Comasent.  G)Cs wewpullewesr  LweTU(BSE  eTLsVTEUMH MWlEYILD
SLOLH 6w 6vT &5 015 T6¥dT (P6v T VT LD

Sirey
6T[bd EUHSBILITET QIUIBIE — HOTHIGET UHSTEILD UMM @ 6TETMI §p(H GCILITSHIUTET 6TUPHSHI(hHHET 2_(HeUTHH

9|05 GLoeVTeRTewLD eI )DL TIosD Blmiailds Glamsier susgd) ClFuiwGsusar(Hib.

1. 6T6VEVT R)UIBIE H6ThISEHS G Glurgiaurer Goriflwmer mreur svevg QT ullsh S S 1 Fa GleFiuib
QueT@uUTHemar o (Heurdhsdl LSl Qb — SMBISEHSGHS CHmauTer HU L &5 GLoeT6lLmTHL Semearu)b
2 (heurddlL_Ceust(Hb. (2_Hrrewrid) ST GrpaleTrTsd 2 heurdsliul L sl aillsns

2. SOIPT Gupallerrmsy TnaeaTGsu 2 (Hourdsl LweTUTL 1960 2 srer ST Sblpallens GloesT6ILIT(Hemear

SIFTBISEL THSEH WG 6TVVIT HWVBUFAFEHGGHL FHDeuT WTHPISSHE Wreuh LweTLBHSSIL
s LHm CsTelurmermas Geuaflull GeoussT(Iib.

3. opeormev 1g60& (TSCII) oyiqLitien L uflevmresT TGS (HHHET p6iTIq Imiiilg 6D EFFNwrs Cspresrm)dleTmeor
SOPlL GeTEILIT(HL ST 2 (HheuTdh@CuUrg) erqrmi® s Uiy psHed 4ib usliiy suswr gervd (TSCI)
6T(PSH S (HHHEMET LIWIGHTLI(HHHEVTLD

4. erVeUT Y emeVCuilseaflg sy Qsflw: Curr  Poelwlsreart oser  aeulfl Sl L Fa
CFwGsusirigw @)L_gglev about:config stettmy CETHGEH 2 6TGem GlFsiTmTed suhd L 1quisdlsy Use bitmap fonts
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for complex scripts. srssrLiglemerr Cxirey CFiigy 2 svTalullener WedTHID FloudhsdlerTsd HTsL L Glorluilemer

LTT&HSHeVTLD

UL Bi1g6iT: yeorig rmii® Slp e1pdgih UlrdFemenr Lpmlasst uphmlur efluigid

mayooresan

Tags: &

§:08 pmon December 18,

Tags (365 )

GTLL S EITH (DeVvTO)

9:47 am on December 15,

Tags: puss in boots, (2

i} @reu uemye o 5,68 &
Puss in Boots (3D)
. Mask of Zorro '
1| m on November 1
» Tags: tin ti 1
> : - TinTin ur @
9:45 amon December 15, .
. s &l g, THEHLIvD &
Tags (365 ) 4 0 &
4 UL (':‘y &e S8, 1N F h 16 D gL
Imniy Steven Spielberg. 1u
mayooresan 6:11 pmon Der
Tags (365 )
Hugo Lo

Image credit: FellFisi )i T auTam)

Thanks too

e  http://thamizha.com/

e www.android.com

e www.higopi.com

e Hard Core Hacker, Europe
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Extended Abstract

UGS (tafﬁ;yrlga@) 6TETLIGI 6T(LPSHSHIHET B|6V6VG @PaillBiGeneT LOlE LPETH UEDT LD H6V6VGI 6TPSID (T
F®OWTGLD. @)hd Hewevenwl 2 LIGWITHSH| speliGCloum (i BTHILD HBIKHEH &G 6THTMI §2(h H3( S 6T(LDHGI(HdHBHEW 6T

2 (heurdd) GsresT(herersti. Sjeuir eui st Gorfldsa@ wi HilsTy], @)ewenriiy Gorfluirest oy kidslsy

TSI (HEBEMETULD HhIG6T LTLdHEGD CQTfldh@Ld sTHDeUTHI el euenLDd S CloTevT(HsiTamssri .

Serrev @) BSwTalHelssTn @)Hs Sewevswil GlETeT(®H pailwmiser LI HGLW eusnrwliLil (RsTereT.

@) sHemsvenws ClBTaTH BHLOSCIHSTMI 6T(LPSHGISHHET 2_(HeuThSLILIL aillevened GDBIILITS LD 6TSSHI(HEHSEHS G
@) s1umT @)HICUTETD susHTHemeD LISTLRSSLILL ailsVems .

@bs s_(ewrullsy, @asmarer Wwnd CumselasmerartiLil B SLOLP 6TSHSHI(HHEH6T eulgauenLosLiLIL (HeTer gl. (3)bs
TS S (HSH6T Y misleL sTdgIheumesr (Old English) stpdgimeneu g liLienL_wrg Cg messr(®

QU1 UM LDSSLILIL_ (HETETEIT .
6T GG (HdBEH6NM 6T 2L Hdn pfliieL

wi L &Cxr(h (arm): HlewL_ol’ L 96Devg Friitey Camriigsb s LD CLos) B6L6eVGI 1P UEM6THGILD LM LDLD
spUIUTEHEID () (HdEHLD.

amipse_wyib (Ascender): sp(p sT(GBl6T QFBIGSSIS CHmL g6t CpHLGSuileT 2 wrsemsd GHlE@G0 .
@mmi@ s _wyd (Desender): spp sTSBl6T CFBIGHS S5 CHTL 19657 J6V6VG Friliey G 1q6dr &1pLiGgluilssr
2 WISmBdH GHWdHEGLD.

@emLiul e (Bar): @ stpsSlett pHLILIGS uilest HewL_ol L &CHTewL @HME @D .

Fmeutd (Bowl): sp(p sTpdBl6D 2_sier p(h suswerhgd CHrH 2 sitarL_daliul L @ewL_Glsuaflenw 2 Heurd@eugi
F(HeULD 6TeuTLILI(HILD.

FmeuwpasLiy (Counter): sph eT(pd et GMILLIL L 6T6VMEVE &6 LIGS TS H6V6VG (LP(LHEDLOWITS

2 sTemL &Ll L @)L S5 GHUlSEGL0.

@Sgnurn (Capheight): spp st Bleir QFmIE G5 CaHriig6T 2 T GSHTLD eTesrLILI(BHILD.

2 m&FGlFall (Ear): 9@ sTwpsdletr Cunu@Ggluiley 2 srer APl Car® evevg suswearhs Car® 2 HFGlFai
eTeTLILI(H)LD.

s@)ewentiiy (Link): pp sTpdglesr CupuGglewwu|b SpLGdenw b @)ements@Gh @i Car@® Vg Qi
QUEDETEY 3|53 eWmewTLIL] 6T6STLILI(HILD .

2 _peulg (Serif): 2 I LBHGSLILIGID sTSGIbSHeMeT CuhHuGluilsy K1 1gsaiiu’ L Chir 9jeveg) susnarGsm(
o (Heulg eTesTLILI(hILD.

2 _muply (Serif): 2 I LBGSLILGILD TS GISHeMeT & PLGSUleL B igsslinl L CBir HsVevgl cuenerGasm(h
2_(Heulg. eTeoTLILI(hID.

2 _maIilp (Shoulder): s e S BT uewarBHT(H 2 HBILD sTesrLiLI(HILD .

auemenGGHesr(h (Spine): sp(h 6T Bl6tT (WpoHEW euemeTCHT () 6usH6rTdgeust(h) eTesrLILI(HILD .

#ifleuig LiL) (Stroke): Gpi ysLevgl suemerCEm (R Fiflouig LiL) sTeTlILI(HILD.

BOSST®H (Stem): spp eTpdFletT ClFhIEHSSHICHTL g 63T 2 _WTLh B(HESH60T(H 6168 ILI(HILD .

sl (Stress): s sTpdgler allfleusnL_bs aueneTCHT®H HewaLiL) sTedrLILI(BILD .

Conclusion
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The standard calligraphy fonts are used in some other countries. But, In India there is only calligraphy arts are available.
Now we are designing the new calligraphy fonts in Tamil. In this project, we are designing calligraphy tamil fonts based on
Old English font style.

Appendix A: anatomy of tamil fonts

wLLECer@ Towswrnd Horgws2wumn e Uul el

Y =4 &

& U5 b & (Heup sy = LD g 25 Hemssmuiny
& & HIUITD o U5 &FQea o Jseailg 2 @mHBD
uaassaul pEHEBeME  shfleugly FensUy

OO ID S A

Appendix B: Rules for calligraphy in tamil, Sample output

®F (oM}
W}% ATy ¢
re?ng
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Caflw GTflE6T 2arl_TaH FHausd CIGTIIOBIL LiGens eugiliLI[BdgHe0
O@rLrumeT LBiseflLiL

Cwrepger CuIrsrre
ICTA plmisusstgglest Gomf) L msHs Gupailsr ACreig 2 miliflesri, ICTA Blmisusird et HLLD 61D ST
WWermiieys @Gupellst ACTeasL 2 milifleri, Gevniens
yogaraj35@gmail.com

1. sewresf] QFwsvLTHBW6T 2 _sirEni GloriflEeafley ComolETsiTousmh @ LISV BL LG EeDBESH6T 6T(hdbaLILIL (HsiTarsT
I|hG uwaUI) , FMbS CLPEIBISETTEST 2 L|65T(H) (Ubuntu OS), epuwi GQurgev  (Fire Fox), gewri Guiil
(Thunderbird), guseir spiiflerv  (Open Office) o 1" it LV wp&dlw CeTELITHL Bemar LD LIweTLBSS
LG HendHE6T GLoHelsTarariiLi (HsiTerssr.

2. @b CQuerlurwLser slflsd GomflelLwiidsiiul L g i (s ,  Sounhenm GomflelLIwIid @i
QFwsvuT(hseaflsy sentesf] giewm BlLewtiast HMID S0 HBlEehiHEHLD 2 ereurBisLiLl (B freTer .  SbS
auewsuiley, @)Hs T flEOLTILTETT FBISD @ FepsTs allfleusnl_susn @ euent ClFwiiul Hsrerg . B)B1G
FSmbs epsv sWTAliy&EsEpdasTer Grheluwiiiy lEea b Seusrerwrs Cuholsmsrariiui’ L g) . 9BTeUGI
Qur Uity QFTh&EpdbaTeT WerTiley Sl L Cloretmih wsoLBh)SHL UL (H6Tergl. b6t cpsvid GOl L
9, BIF6V CFTEVYISHSHTET Hl(HSHLOTET S0P euigeuid GumLliLl L g) . @51 OsTLTuTeT Gedls allLiybigssT
B)wETLIL| Y6UMTHS6D 2_6iTeTsnT .

3. Guayib @B CeTCLT(HL Gewer LILeTL(HSSHINSN G CHMaUWITHT HeWeTHGI 205Gl IL] HL_611g & 6w ETHLD
CupesrsrertiLi’_(Hererer. (@evnienasuilsy CsAw @)VSHTellie) sarL_sBIHsT , dFar 291l _HmbISsT , spedl-spaf]
oot HBISST 2 L' UL ST 2or_&BISEHLD @)HS LIWLeTUTL oL 2018 @ aildhds ) ddLYTEULDTET [BL 611 deNSHEHEN6IT

GumelsreapT(hsiTang) .

4. @)psir 2o 18 Amy Ulsitemer Lrmwid QST & GuAGWTT suenr SewaTsgis SrLliLlesrm Snbs
CLPEVBIS ETH S HTET HLOILD 6ulg6uGend BT LTlbgHIGETeiTer suriifiy syHLl_(heerg . 3)H60T cpsVid FMBHG eLpv
LesTUT(HILD SeflFLDTEsT jaT6y BT SgI6Teng) . Bmbs epev swrdliiydser cpevid sesrest]

LIT6UEHEUT WITENTIT & (61h 5 (& LISV BETeWLDEH6T S5 (HEledTm6st . (B)bg GlossT6lLITHL_SHemar LweTL(HdSIUSDHTET ) 8)IL0H
UGSTBIS6T @eveusFid . Cepib enwdECrrelFrii’ Swrflliydssendsd BlETTar 9emerdhgl $wmilliydsasnearu)
MBS CLPSVBISHST 6% TevvTLg (> d5163T M 6VT .

Microsoft Products Open Source Products (equivalent)

Internet Explorer Fire Fox
Outlook Express Thunderbird
MS Office Open Office

Cun@Mliil L fAev swrfliiysssr @euHPn@ AMbs 2 FTTedThISETTGL . 6TaarGou, FIMHS cLpsv HwmTrlLiL|dsefls0
2 _sirer LHMICILT ([ BHEsTewLD eTeTaTOloUE )  , (F)eWeu HEUTON FTHEBISEHSHEG 2 L LIL THWeUWTGHD . @)eueurm)
SMbS eLpsv SWTHILIL LITEUEHESTWITOTT & 61hd> &) LIV HETEWLOHET 2_650T(h) . @b BeTewLEEmET 9 Ml6ymiHEILD
suewsEuileYIb, Liew GlFwevinieyser GmelsrarariiLil’_(Hsirarer . 201 FHBISEHLD &)eunh @ HewilFwrer LkiseflliL
G Fiig6iTemenT.

5. @)s6ir g liLsnLulled , Wb cpsv SWTM i EsEndEsTer GmfELWTILITeTTEeT WHMILD LITeUEH 6T W TErTiT
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LANGUAGE STRUCTURE OF TAMIL WEB JOURNALISM

Dr.P.Rajendran

Department of Journalism & Mass Communication, DDE, Madurai Kamaraj University
Introduction

Language is a base of all type of media communication. Digital convergence of text, audio and image, on the internet
make some impact on the content, structure and delivery on messages in the web media. The most of the Newspapers,
Radio and television writers use different types of computers and software programmes for writing stories in the media.

Technology is the vital aspect of web journalism. This versatile medium has combined the features of traditional media,
radio, television and newspapers. When one compares the media with other media the specific features of the web
media are multimediality, Hypertextuality and interactivity.

Nature of the Tamil web journalism

The knowledge of online tools and technologies are very essential for making multimedia packages programmes for the
online audiences. The nature of the beauty of online journalism are collecting, editing and informing the public about the
events happened at the real time. The only difference between the E-Journalism and traditional media is using of
computers, digital camera, internet and web creation software.

The Tamil web journalism general based on the real life experiences. The activities of web journalists are creating of text,
image, sound and video. The Tamil web journalism is used for the audience as a source of reference, objects of research,
mode of communication, and a way for delivering messages.

Characters of Tamil web writing

The web writings of the pages of Tamil are having the characters like 1. Attract the attention of the readers 2. Grab their
interest 3.Pull them into content 4. Add real value to their work 5. Make them register or return 6.Increase the sense of
trust in their community. This can be applicable for writing editorial, news item, announcement, feature or article in Tamil
web pages. Further this Tamil web writing has the consistence on scannability or readability, brevity, information, and
title. The good abstract and or synopsis of the Tamil writing encourage people to read the text.

Structure of Tamil web journalism

1. Body Text of the Tamil web page of the first paragraph contains key points. The second and third paragraph contains
the supporting information. The using of the bullet points and lists help the readers to grasp the text quickly. At the end
of the Tamil text there is a longer explanation or background which are very really need for the readers.2. Embedding
links are used in the Tamil web writing to refer for outsource as additional information. Link for the text which is in the
form of single word helps to click quickly to the targeted address. 3. Paragraphs: The body of the text of the paragraph is
quite short. 4. For the means of attractiveness, a title is a link and is best in keep them the same colour. 5. The
photograph which ordered with the text is relevant to the story. There is a contrast between the back ground and fore
ground of the text or graphics.

The level of interest of the Tamil web audience

In web writing the level of interest of the audience is based on title, one sentence summary, one paragraph summary for
the major points, minor points, and link are detailed information writing that are interesting level. If the web page caters
reader interest the result will get more satisfied readers. Further a web user is happy when he gets quickly and easily, the
information he wants. For attracting the no interest Tamil readers, the writers should give clear and informative title to
make links clear. He also provides accurate description and key words for the search engines.
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Important constituents of Tamil web journalism

1. Title: The titles of the Tamil web pages generally contained the basic idea of the text. The title generally gives the
answer to the questions one wants to ask. Through the link the readers to the web page, the title of the single piece of
information is given in clear, meaningful to filter the users in the site.

2. One sentences summary: The sentence summary of the Tamil web page helps the readers to determine the level of
interest in the text. The one sentence description of many hub are directory sites have separate links to that the pages.
The one sentence summary of the text is very useful within the context of the page wire the searchers through the search
engines to determine their interest in the subject quickly.

The very first sentences the summaries the complete page introduce the small interest level filter. It gives an insight into
the major point of the text for those who want to skim the pages. The one sentence summary is the first sentence on the
text of the web page and it is once sentence summary of the web text.

3. One paragraph summary: In Tamil web pages one paragraph summary is a higher quality version of the one sentence
summary. It is used by high quality hubs. Readers who reached this level clearly have some interest in the page.

4. Major points headings: In Tamil web pages the heading are more useful to make major points. The reader scrolls down
the page and read the points without even stopping. The headings of the text convey the main ideas presented the web
page. Like the one sentence or the one paragraph summaries headings are more informative. In Tamil web page cute
style headlines has won the users attention and trust and they impress the readers to make link with the other related
pages. Each major heading of the Tamil web page has a sub-anchor. Sub-anchors allow links to be made straight to
relevant section of a page. It makes the information in most specific and further the readers scan the information for
downloading the page. This information of the each page provides useful information for the searchers.

4. Minor points of the writing emphasizing

- skim reader’s pickup the information easily
- Highlighting points helps to read in details
- rereading page helps to brush quickly

- to find specific points is simple

The minor points of Tamil web page are behind the major point of the text and there are three principal techniques use to
highlight minor points 1.Bold face font 2.topic sentences and 3. Bulleted lists. The using of combination of these
techniques is more effective. Bold text is used for the easier scan and a topic sentence starts at each paragraph is useful
for interpreting the matter.

The minor points of the web page highlights the sequence that in a logical and clear arguments. The text of the font of the
page makes interest to the readers on own. The information of the Tamil text is understandable in writer’s perspective
and the presentations are unique. The most powerful features of the Tamil web writing is interaction and sharing. The
headings and minor points interrupt a continuity of the page and these are used for the reinforcement of the text.

5. Hypertext of the web page helps the readers to know more information in detail. If one adds extra information with
the text that may confuse the readers and loose their interest. Each web page has specific links with the relevant sections
of the document which are having related and detailed sources of information. A web page is the first filter for readers
that make interest with other web pages. The writings of the Tamil web page which are in logical manner levels are
interesting for the readers. The web writing techniques which are used for the web pages are clear and effective. The
language of Tamil web writing is scannable, concise and objectives and it may be interesting to the readers. The writings
are honest, informal and personal and that are making the page more objective for the many users.

6. Inverted Pyramid style which used in the web pages are similar to the multi-level approach that helps for easy
accessibility of information. This style of the pages is having more detail information that is creating more interest to
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readers as long as they are interested. The inverted pyramid style is used for formatting the ordering of information
within the story. These structures of the content with a multi-level approach can easily be produced.

This multi-level style captures the best web writing techniques in to a logical layout process. The text of the web pages
has followed the writings of top-down methodology namely

- Presenting in major headings or sections

- Writing minor points for each sections and ordering them appropriately

- Putting relevant links next to the corresponding points

- Writing one sentence summary the text and then using that sentence to start a one paragraph summary
- Shortening the one sentence summary in to a short informative style

Texting and editing of any text in the manner of clarity and readability at each level of interest gives a broad overview on
the topic

Classification of Tamil web journalism

The internet Tamil web classification system can be categorized into taxonomy and folksonomy. Taxonomy is the
structure of information and the web site is designed by the web designers. Folksonomy is the big territory gained by
users and social classifications.

Genre of Tamil web journalism

The genre of Tamil web journalism can be classified as 1. Informative genre 2. Interpretative genre 3. Dialogic genre 4.
Opinion genre and 5.digital genre. The informative genre is the typical journalism text narration is first persons. The
interpretative genres are the reports which are having reliability and clooseness to objectivity. Dialogic genre is the
interview format. Opinion genre is the views in the form of articles. Digital genre is the virtuality of the hypertext in
multimedia potentiality and at the form of interactivity.

Conclusion

Web journalism is a versatile medium capability of combining the features of traditional media, radio, television and
newspapers. This medium has limit less capacity of storage, real time updating, and interactive graphic elements, voice or
video. This online journalism conserves the style, genres and technical of journalistic elements of the ‘old’ media. The
online new stories generally contain the format of news structure, news values and pictures. The news topics of the
online media are in general softer but stories are more dramatized and make to influence the readers’ emotions. To
conclude traditional practice of journalism contains such as reporting, editing, photo journalism and design but web
journalism has apart from the features are having capacity, immediacy, flexibility, permanency, and interactivity. The web
editing contains writing headlines side designing and managing the interactivity.
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COMPUTER BASED TAMIL BRAILLE SYSTEM — A Review
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I.  INTRODUCTION

Braille is used to represent text by means of tactile symbols. Braille is a system of writing that uses patterns of raised dots
to inscribe characters on paper. It therefore allows visually-impaired people to read and write using touch instead of
vision. It is a way for visually impaired people to participate in a literate culture. First developed in the nineteenth
century, Braille has become the pre-eminent tactile alphabet. Its characters are six-dot cells, two wide by three tall. Any
of the dots may be raised, giving 2°or 64 possible characters. Although Braille cells are used world-wide, the meaning of
each of the 64 cells depends on the language that they are being used to depict. Different languages have their own
Braille codes, mapping the alphabets, numbers and punctuation symbols to Braille cells according to need.

Braille provides a crucial means of literacy and independence, for people who are not able to read standard print.
Through Braille many visually impaired people enjoy access to educational, professional and leisure materials. The Braille
code has become the main system for the majority of those visually impaired people who read and write using tactile
means, and can be found in many countries around the world. Thereby fully able to participate in and contribute to
society on an equal footing with sighted colleagues. Also, the concept of Braille has been accepted as a universal
approach that works across the boundaries of the world. Different countries of the world have adapted the system of
Braille to suit their languages.

II.  BRIEF INTRODUCTION TO BRAILLE

The Braille system is a method that is widely used by blind people to read and write, and was the first digital form of
writing. Braille was devised in 1825 by Louis Braille, a blind Frenchman. Each Braille character, or cell, is made up of six
dot positions, arranged in a rectangle containing two columns of three dots each. A dot may be raised at any of the six
positions to form sixty-four (26), possible subsets, including the arrangement in which no dots are raised. It described by
naming the positions where dots are raised, the positions being universally numbered 1 to 3, from top to bottom, on the
left, and 4 to 6, from top to bottom, on the right as shown in Figure 1.

6-64 Dot.base
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All dimensions are in Millimeters

Figure 1: Braille Cell Figure 2: Braille Cell Dimensions

The lines of horizontal Braille text are separated by a space, much like visible printed text, so that the dots of one line can
be differentiated from the Braille text above and below. Punctuation is represented by its own unique set of characters.
In Braille, Figure 2, a cell dot pattern gives the letter to read. The dot height is about 0.5 mm; the space between dots is
about 2.5 mm. A standard page in Braille has about 40 — 43 cells per line and about 25 lines. Larger cells are often used by
those who have problems feeling the normal Braille cells.
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IIl. BRAILLE SYSTEM
a. Braille Read

Standard Braille is an approach to creating documents which could be read through touch. This is accomplished through
the concept of a Braille cell consisting of raised dots on thick sheet of paper. The protrusion of the dot is achieved through
a process of embossing. A visually impaired person is taught Braille by training them in discerning the cells by touch,
accomplished through their fingertips. The size of Braille cell is such that only one character at a time can be read by a
single finger. The Figure 3 shows how this is done.

Figure 3: Braille sheet

b. Braille Write

Braille is almost always written with a slate and stylus as shown in Figure 4. Braille is written from right to left so that page
can be read from left to right when it is removed from the slate and turned over. Learning to write Braille in this manner is
really as the feedback is delayed until the paper is removed and then flipped over and read. Since the act of writing has no
discernible and immediate effect, the reading and writing Braille conceptually challenging.

Figure 4: A Braille slate and stylus.Figure 5: A Perkins Brailler.
Braille is usually embossed with a six key typewriter know as Brailler, which is fast and easy to use. The Perkins Brailler
Figure 5 is a manual Braille typewriter it has 8 buttons out of them one is used for sliding the paper the other is used for

the movement of the 6 pin type head. The remaining 6 buttons are used for typing the Braille script.

IV. COMPUTERISED BRAILLE
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Nowadays blind students are taught in mainstream classes, however most teachers of these students are not Braille
literate. One method presently used to overcome this difficulty is that the students work is first sent to trained Braille
transcribers, where the Braille is translated to literary text and then sent back to the teacher before it can marked. This
creates unnecessary delays and cost for the student, teacher and government. Problems also exists to be interpreted by
other Braille illiterate persons, needs to be first translated by the Braille user themselves.

Today, Computers, Internet, and information explosion provide an informational structure which has changed the way
people interact with the outside world. These rapid changes in this area have the potential to reduce the differences
between disabled and normal individuals. In the early days of computers, visually impaired users had little or no access to
the information in the computer screen. Since then, software developers of screen readers have been able to cope with
the text-based environment of early operating systems. However, most modern operating system environments are now
GUI. Hence, the information on the screen is no longer accessible to users who rely on screen readers or Braille displays.

There is a significant need for a system to computerize Braille document in order to preserve them and make them
available to more visually impaired people. In order to make the bi-directional communication between the sightless and
sightless community feasible, it is required to transliterate the Braille documents to the corresponding text document in
the corresponding language.

The Visually impaired person uses a variety of equipments and programs that enable him/her to enter data into
computers or control them. Among these input devices are Braille keyboards, Optical Braille/Character scanners. Among
the output devices used by the visually impaired are Braille displays, Screen readers, Braille Embossers and Screen
maghnifiers. There are also other assistive software packages and devices, designed exclusively for visually impaired
people. Among these packages are Scientific Braille packages, Braille Note Taker.

The automatic translation process between Braille system and normal text is not a new research field. It started as early
as mid 1960’s (Kr, 1969) . To the best of our knowledge, the first Braille translation system was DOTSYS Il (Sullivan, 1973)
. One need for such translation systems is in mainstreaming, in which disabled and non-disabled students study together
in the same classroom (Brule, 1985) .

V. TAMIL BRAILLE - A Review

The Ministry of Education established a Unit to deal with education of the visually impaired for developing a Uniform
Braille Code and setting up Braille Printing Presses in the Country in 1947 (April) following the recommendations of the
“Report of Blindness in India, ”. When India gained independence (1947), 11 Braille codes were in use in various parts of
the country, Bharati Braille was conceived of as early as 1951.

Bharati Braille: With the advent of computers preparation of Braille documents has been rendered easy and flexible. In the
earlier days, Braille had to be printed using special Braille Printing units that worked more like typesetting printing presses.
Computers have rendered the process simple where the required text can be typed normally on a computer terminal and
automatically transcribed into Braille and printed. Transcription software will be language dependent but the rules of
transcription can be programmed for each language. Bharati Braille may also be transcribed using computer programs by
typing in the text in the vernacular.

The Bharati Braille software has taken a phonetic approach to representing Indian Language text and so it is quite easy to
convert the text prepared using the multilingual editor into Braille codes. Just a simple table look up procedure is all that
one would require and the program will convert text in the vernacular into appropriate Braille codes for use with an
embosser connected to a computer. Bharati Braille assigns the cells to the basic sounds of the Indian languages (these are
called aksharas) in a manner where vowels and consonants that find direct equivalents in English are given the same
representation as in English. This way, with minimal effort one would able to read both English text and Indian language
text. This arrangement is essential if the visually handicapped are required to communicate with their counterparts in other
countries.
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The aksharas of Indian languages are divided into vowels and consonants. Across the many different languages of the
country, one finds up to sixteen vowels and about forty consonants. The assignment of the cells is therefore applicable
across all the languages though it must be stated that a few cells have to interpret based on the language.
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Figure 6: Source: Bharati Braille — lIT Madras

This is a consequence of the fact that we have only sixty three cells available to us and reserving ten cells for punctuation
leaves us in a tight situation.

VI. A Review - FINDING

In Bharati Braille, the basic vowels and consonants of the languages have been assigned individual cells. Across the
languages of the country, between 13 and 18 vowels are in use and the consonants are between 33 and 37 in number.
Thus more than 50 cells have been assigned for the basic vowels and consonants leaving the rest for special marks.

Tamil script consists of 12 vowels, 18 consonants and one special character, the aytam. The vowels and consonants
combine to form 216 compound characters. Thus only 38 cells have been assigned.

There are many commercial text OCR products available and much research has been undertaken in text recognition, but
little has been done to successfully produce a portable optical Braille recognition system. Some with greatest advantage
of conversion from Braille to any of the natural languages depending on the conversion rule.

Although Braille forms exist for many languages including the students’ primary languages of Kannada, Tamil etc, they are

taught Braille in English first because it is the standard approach and relatively simple. Therefore most Software/
Computerization are limited to English Braille.
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VIl. CONCLUSION AND FUTURE SCOPE

Braille has been developed as the reading and writing system for the visually impaired. The attention was given on this is
very difficult to teach a visually impaired people in the early stage and more training is needed for teaching them and
converting documents to Braille, is costly and cumbersome work.

The country’s first national Hindi periodical in the Braille script was launched from April 2012. there were 82, 222
newspapers and periodicals registered with Registrar of Newspapers, but Hindi Braille newspaper is the first national
initiative for the visually-impaired. Hope to expect in other languages too.
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Abstract

This paper describes the differences found in implementing a single tap method for the 12 key phone keypad for Tamil,
with that of English. The major difference being the number of extensions possible for a noun or verb. There are only
about half a dozen extensions for a word in English, it is in thousands in Tamil. Also in Tamil we have concepts like, a noun
being formed from a verb (vinayaal anaiyum peyar) . Many times we find that two words are combined and written as
one word. A good software has to take care of all these. Along with these, the software should be able to run in real time
in phones which have less powerful processors and smaller size memory. These lead to a complicated algorithmic
solution.

Also we discuss the small changes we have made to the layout to make things easier to operate.
Introduction

There are several methods in English, to type in quickly using the 12 keys available in the mobile phones. T9 is a well
known example. In these methods, for each letter a key is pressed only once. These software look at the different
possibilities for a word that can be formed using one letter from each key, and selects the ones which are meaningful
words. In general they are called "Dictionary Methods". This is due to fact that the words are searched from a built in
dictionary.

Normally, all the words need not be in the dictionary. For example, storing the word "play" is enough. The words
"playing", and "played" can be easily got from the root "play". Storing only the root words, and forming the derived words
from the roots, will reduce the size of the dictionary.

In English, the number of such extensions are very much limited. They can be enumerated as - s, es, ed, ing, ting, ging,
ness etc.. Processing a small number of different extensions is easier.

The differences

In Tamil, the number of different extensions for a noun or verb root runs into thousands. If we take a noun, there are the
case markers which are added. Other extensions include the plural marker, emphasis marker "thaan", the endings "aa",

"ae" and "00", extensions like "vida", "kooda", "illai", "vum". These ending can come in different ordering.

The number of such extensions for a root can even go for more than ten. The ordering in these have to be taken care of.
This is a major difference between English and Tamil.

The second is that verb can get transformed into a noun. For example, "vandhavan". Once it becomes a noun, it can take
many other extensions available for a noun. For example, "vandhavanidaththilumkooda".

A root verb changes depending on tense, person and place. There are about thirty combinations for this. Each one can
take some extensions. For example "vandhaayaa".

A root verb has many variations called "vaaipaadu". Some of them are "seiyya vaaipaadu", "seithu vaaipaadu". Each one
of them also take more extensions. For example "paarththathanaal".

The above shows that implementation of a single tap method for Tamil is not straight forward, and it is a tricky one.
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It is obvious that all the variations of a word cannot be kept in the dictionary. So the formation of words from the roots
have to be done algorithmically, and, this algorithm is a complicated one. We have implemented such an algorithm.

While implementing this process, another issue crops up. Since this method is supposed to work in real time, the
response of the software has to be really very quick. It has to respond within a few mille seconds, after each tap. Since
this software has to work in the mobile phone environment, the restrictions in the speed of the processor becomes an
important bottleneck. Also the size of the software should be such that it is possible to install this in many phones.

Next problem encountered is that a word can end with any tap. So when the last tap is done for a word, the system
should predict a meaningful word. Not only that, it should be the most appropriate word. In other words, most of the
time the user should get what he intended to type. For such prioritized full word output, further intelligence has to be
built in. After each tap, a meaningful and most appropriate word should be predicted. The software we have developed
has gone through al these stages, successfully.

In English, auto completion is usually implemented. That is, when a few letters have been typed/tapped, the software
suggests the possible words with that starting. This is possible since in a dictionary such words are very much limited in
number. But in Tamil, due to the very many possible extensions for a word, this seems to be practically very difficult.
Hence we do not attempt to implement it.

The changes to the layout

The Government On Tamil Nadu, instituted a committee, to study the Tamil layout for mobile phones. It received
suggestions from different parties, implemented about half a dozen of them, and got the user feedback from college
students. Based on the feedbacks, and considering the merits in different layouts, the committee has recommended a
layout. This is shown in Figure 1.
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Figure 1 Figure 2

The software we have implemented is based on this recommendation. The delinking key is in the star key and the symbol
table key is in the "9" key. The delinking key is to be pressed once, to avoid a vowel combining with the previous
consonant. Since the symbol table showing function is not a character producing function, it is not good to have this in a
number key. In English, this and other functions like going to a menu containing various options for system configuration,
layout change etc., are provided in * or # key.

So, in order to be consistent, the symbol table key is transferred to the * key and the delinking key is shifted to the "9"
key, as this is connected to formation of letters.

A software which uses this modified configuration has been tested with some school children, studying fifth standard and
above. They had learnt it easily, without any problem. They were using a version of this software modified to work with
the number pad in the normal PC keyboard.

When we were trying out the software in-house, we thought of a further modification. This layout is shown in Figure 2.
The "pulli" is used many times (about 8%) in Tamil. In the recommended layout it is in the # key, in the first position. This

was due to the following reasons. 1. The first position will reduce the number of taps for pulli in the multi tap. Keeping it
along with all the sparingly used grandha letters may make things easier for a single tap software.
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We felt that in single tap, the finger travels lot to the # key which is in one extreme corner. It would have been easier if it
is in the center. Also the keys for 7, 8 and 9 had only one/no vowel/aaitham, resulting in only 3/2 letters per key.

To change the above, we shifted the pulli to the centre key 5. The vowels from ai are shifted to the next positions. The
nedil ai is kept in key 6. 0, 0o and ow went to 7. Aaitham went to 6. The six grantha letters were shifted to 8 and 9.

This made the layout compact, within 9 keys. # is not used. The new configuration is almost the same as the
recommended configuration. The changes are minimal. It does not change the basic theme of placing the vowels and

consonants in the same lexical order.

We have not noticed any perceptible change in the efficiency of the software in predicting the words. We found that the
new layout is easier than the previous one, since it reduces the movement of the finger considerably.
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Online handwritten Tamil word recognition using segmentation, bigram
models and verification

A G Ramakrishnan and Bhargava Urala
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The term 'online' refers to the fact that the handwritten data is a series of (x, y) co-ordinates captured by a digitizer
(Tablet PC) using a pen-like interface. There are 'pen-down' and 'pen-up' signals, which can be used to separate the
captured online data into strokes. The co-ordinates are stored in chronological order as opposed to 'offline' handwritten
data, which has the nature of an image with no chronological order of points available.

Preprocessing

This consists of 3 steps: (i) Smoothing — reduces the amount of high frequency noise in the input resulting from the
capturing device or jitters in writing; (ii) Normalising - eliminates variability due to size differences; (iii) Resampling -
obtains a constant numberof data points, and makes the data independent of local and global variations in writing speed.
Figure 1 (a) shows a raw character and (b), after it is preprocessed.
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Fig. 1. (a) Original acquired sample of /ki/. (b) its preprocessed version.

Segmentation

The segmentation of individual Tamil symbols from the words (a sequence of strokes) is accomplished by two successive
steps — dominant overlap criterion segmentation (DOCS) and attention-feedback segmentation (AFS) .

The DOCS module segments using the degree of horizontal overlap between bounding boxes of consecutive strokes. If the
measured overlap is greater than an experimentally determined appropriate hreshold, the strokes are merged to be part
of the same stroke group; otherwise, they are split into different stroke groups.

The horizontal overlap between successive strokes is determined as the maximum of the two ratios obtained by dividing

. . S

the x-overlap by the x-ranSges of e?ch stroke separately. The overlap is obtained as xm’jlx — X;n » Whereas the x-range of
. . sk sk, .

S and c are obtained as x,,\, — x°% and x4 — X5, respectively, Where Xmay s Xmin - X max X min denote the mamimum

min
and minimum x-values of the previous stroke group and the current stroke, respectively. In this method, depending on
the way the characters are written in a word, cases of oversegmentation (i.e. a stroke group being a part of a valid
symbol) and undersegmentation (i.e a stroke group being a merger of two or more valid symbols) can arise occsionally.
Figure 2 (a), (b) and (c) show one example each of correct segmentation, oversegmentation and undersegmentation,

respectively performed by dominant overlap criterion segmentation module.
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Fig. 2. Correct segmentation, over-segmentation and under-segmentation by DOCS.

Possible segmentation errors are detected by paying attention to specific features such as pen displacement, bounding
box to stroke displacement and the number of dominant points (the minimum number of points to be retained to
represent the character’s shape) . After detecting these errors, recognition likelihood from the main SVM (support vector
machine) classifier and certain statistical features measured over large data such as inter-stroke displacement are used as
feedback to correct the segmentation. This is known as attention-feedback segmentation (AFS) . The overall AFS scheme
is shown in Fig. 3.

Main Classifier

Support Vector Machine with a radial basis function kernel is used as main classifier. It is trained on preprocessed (x, y)
coordinates of the data from IWFHR database.

Bigram Models

Bigram statistics are generated from a large Tamil text corpus (Emille-ClIL corpus and MILE OCR corpus), which consists of
about 14 million words. The Unicode sequence of each word is converted to class label sequence and the following
statistics are generated:

Regrouping of
Y (split) strokes with
feedhack from Rearranged
() likelihoods —— stroke
Possible ; . ) group/s or
Stroke group —» Feature-hased splt Y (merge) | (ii) interstroke distances wigimi
from DOCS attention - . ik g
_ Original
stroke group
from DOCS

Fig. 3. Principle behind attention-feedback segmentation scheme.
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N+: Total count of all the words in the entire text corpus.
N, (s;): Count of number of occurrences of the single symbol s; in the corpus.
N, (s1, s;): Count of joint occurrences of the two symbols s; and s, contiguously.

Any handwritten word W can be considered to be a first-order Markov process, where any symbol depends only on the
previous symbol. Joint symbol (bigram) probabilities can be obtained as,

P(s;lsi—1) = Ny (5i-1,5;) /Ny (5i-1)
Probabilities of a symbol being at the start or end of a word are obtained as,

Py(s;) = N, (b,s;) /Nr

Pe(si) = NZ (Si'b) /NT

where b denotes ‘space’. In order to effectively use bigram models, we consider the 3 class labels with the topmost SVM
recognition scores for every symbol in the given word X. Let W represent the set of all possible words. The most likely
symbol sequence W to represent the unknown word is obtained as that which maximizes P (W |X) .

Using Bayes’ rule we get, W* = arg maxy, {P(X|W)P (W) |P (X) }

where, P(X|W) = ]’-‘zlP (xsf|wj) represents the likelihood of the handwritten word given by the SVM and P (W) is
obtained from bigram statistics previously computed. Neglecting P (X), the equation can be rewritten in terms of
logarithms as follows.

W* = arg maxifilog P(X|W) + logP (W) }
w

The most likely sequence W is obtained by backtracing the lowest cost path using the Viterbi algorithm.
Lexicon based correction

A lexicon is constructed by extracting all the unique words from the corpus of Tamil text. Total size of the lexicon is 2.4
lakh words, which is divided into several smaller lexicons, depending upon the number of symbols contained in each
word.

In this postprocessing, the number of symbols k in the input word is noted down, as reported by the attention-feedback
module. Then the class label sequence of the input word is obtained using the main classifier. The lexicon Lk, containing
all words with k number of symbols, is loaded into the memory. Using Levenshtein distance metric, the distance di
between the recognized sequence of symbols and every word Wpi in the lexicon is computed. If the distance to any entry
in the lexicon is zero, it represents an exact match and the lexicon search is terminated. Otherwise, the minimum distance
dm = min (di) over all the entries of the lexicon Lk is found out, and the corresponding lexicon word is taken as the
recognized word.

Verification

In Tamil script, there are many pairs or sets of symbols that are visually similar, which are often confused by the main
classifier. Some of these symbol sets are /mu/ and /zhu/; /na/, /La/ and /ai/; /ni/ and /Li/; /ki/ and /chi/; /la/ and /va/. In
order to disambiguate between these frequently confused sets, an expert classifier is trained on the discriminating
features between the set of confused symbols we use a technique called reevaluation where. Every time the AFS module
assigns a class label corresponding to any one of the confused pair symbols we use the expert classifier to decide its final
class label. We have examined and chosen 6 possible confusion pairs in Tamil.
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Results

To see the real potential of the bigram language models and lexicon on the recognition accuracy, 2000 words with quality
lables B and C are taken. These are relatively badly written words, with unusual number of strokes, unexpected overlaps,
etc. The raw symbol recognition accuracy is 75.4% and the word recognition accuracy is 34.9%. With bigram models,
these numbers improve to 78.8% and 42.5%.The accuracies using the lexicon are 74.1% and 46.6%, respectively. It was
analyzed that the limited improvement obtained by the use of lexicon is due to the fact that nearly 25% of the test words
were not found in the 2.4 lakh vocabulary, due to the morphological richness of Tamil language. On the other hand, only
by using verification of 5 confusion sets, the symbol and word recognition accuracies improved to 76.9% and 45.1%,
respectively. A combination of bigram models, verification and lexicon based postprocessing could lead to a more
significant improvement.
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Abstract - This paper discusses the concept of Neural Networks, character recognition and various technologies used
for character recognition. The aim of this research on ‘Neural networks and Character recognition’ is to study different
techniques used for character recognition and to list the differences between them. This enables us to learn about the
novel algorithms and also the behaviour of the algorithms under various methods and circumstances. This highlights
the inter-relation between them and also bringout the advantage of each technique with their area ofspecialization
(how easy to use the specified technique for aspecific requirement) . This proposed paper will help in easily identifying
one of the best suited Handwritten Character Recognition technique for any requirement (digitizingcheques, palm
Scripts/manuscripts, extract data from old documents to name a few) .

1. INTRODUCTION

One of the most important effects the field of Cognitive Science can have in the area of Computer Science is the
development of technologies making tools more humanistic in nature. A relevant traditional and current existing field of
natural interface research’s handwriting recognition technology. Evidenced by the fact of not currently using Tablet
computers, accurate hand writing recognition is clearly a difficult problem to solve. For a system which needs to be
considered as good and acceptable it must be extraordinarily sorting out the issues and providing solutions, atleast to an
approximated extent if not to an highly accurate and apt level. An analysis of user acceptance of handwriting technology
performed by IBM showed that an accuracy rating under 97% was considered unacceptable by most users. In computer
science world, Al a.k.a artificial intelligence attempts to give computers human abilities. Humans train computer to

Think artificially. One of the primary means by which computers are endowed with humanlike abilities is through the use
of soft Computing Technologies, Artificial Intelligence, Mining based technologies, etc., one such broadly used is the
neural network -human brain is the ultimate example for this. The human brain

Consists of a network of over a billion interconnected element called neurons. These are combinations of so many
individual cell that processes small amounts of information and then activate other neurons to continue the process and
simulate a network called neural network. Neurons - Biological neurons use pulses or spikes to encode information.
Neurological research also shows that the biological neurons store information in the timing of spikes. Spiking neural
networks belong to the third generation of neural networks and like their biological counterparts use spikes to represent
information flow. The applications are used as spatiotemporal information in communication and computation similar to
biological neurons. They use pulse coding for information processing. They are much faster than rate coding which
implies some averaging mechanism, and is typical to represent information flow. This doesn’t mean though that the rate
coding scheme is never used but it means that pulse coding is used whenever faster speed is desired. The neuron (the
granular unit of the brain) is the basibuilding block of the neural network. A neuron is communication conduit that both
accepts input and produces output. The neuron receives its input either from other neurons or the user program.
Similarly the neuron sends its output toother neurons or the user program.

I NEURAL NETWORK RECOGNITION
This need for accuracy is so demanding. ANN is so strong that it has even caused millions of people to learn an entirely

new way to write. It has also made way that was easier for computers to detect. Unistroke recognition algorithms, like
the popular Graphiti used on Palm devices require the user to adapt instead of the device, essentially the antithesis of
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natural interface design. The technology has proven to be very accurate: “Each character is written with a single stroke.
This solves the character level segmentation problem that previously plagued handwriting recognition. The curve drawn
between pen down and pen up events can be recognized in isolation. Unistroke recognition algorithms can be relatively
simple because there is no need to decide which parts of the curve belong to which character or to wait for more strokes
that belong to the same character as is often the case when we try to recognize conventional handwriting. There have
been many studies in the past using spiking neuron models to solve different problems. They provided a biologically
plausible learning algorithm for realizing RBFs (Radial Basis Functions), which themselves are quite powerful in function
approximation, pattern classification etc. In this study, spiking neurons were used to compute RBFs by storing information
in their delays. The time difference between the pre and the post synaptic spikes was used to learn these delays. Neural
networks use a set of processing elements (ornodes) analogous to neurons in the brain. These processing elements are
interconnected in a network that can then identify patterns in data once it is exposed to the data, i.e the network learns
from experience just as people do. This distinguishes neural networks from traditional computing programs, which simply
follow instructions in a fixed sequential order. There are many types of neural networks. One famous concept isotones
neural network, a two-level network. In this concept, all images are down sampled before being used, which prevent the
neural network from being confused by size and position. To develop a handwriting recognition system that is both as
reliable as Unistroke, and natural enough to be comfortable, the system must be highly adaptable. Creating software that
is as adaptable as its users are unique is a very challenging problem for conventional computer algorithms. This is why
many people in the field of handwriting recognition are turning to neural networks to perform the recognition processing.
Adaptable by their very nature, neural networks can bring to the computing world software that molds and conforms in
ways algorithms like Unistroke never could. To line up the neurons with their recognized letters, each letter image in the
network will be trained and fed into the network and the winning neuron is determined. The output neuron with the
largest output value is considered the winner. For example, if you were to feed the training image for "J" into the neural
network and the winning neuron were neuron #4, we will know that it is the one that had learned to recognize J's
pattern. This is done by getting an array of characters. The index of each array element corresponds to the neuron
number that recognizes that character.

lIl. HANDWRITTEN CHARACTER RECOGNITION

Handwritten character recognition isone of the popular fields of research in pattern recognition. The need of handwritten
character recognition is to digitize the manual written documents from hard copies of old documents like manuscripts,
palm scripts and important age-old documents (bonds and registers maintained for long time) .Some of the classical
examples of handwritten character recognition usage are: 1)

Recognize signatures from cheques and match them with specimen copy to identify validity 2) Recognize data from
cheques and interpret them for transactions 3) Digitize old manuscripts and palm scripts (earlier palm scripts were stored
in digital films and rolls from which manually we interpret the content of the scripts) . With this technology, we can
digitize the content at the same time interpret the content during extraction and recognition. The process of handwriting
recognition involves extraction of some defined characteristics called features to classify an unknown handwritten
character into one of the known classes. A typical handwriting recognition system consists of several steps, namely: pre-
processing, segmentation, feature extraction, and classification. Several types of decision methods, including statistical
methods, neural networks, structural matching (on trees, chains, etc.) and stochastic processing (Markov chains, etc.)
have been used along with different types of features. Many recent approaches mix several of these techniques together
in order to obtain improved reliability, despite wide variation in handwriting.

A The Hopfield neural network
The Hopfield neural network is perhaps the simplest of neural networks. The Hopfield neural network is a fully connected
single layer auto-associative network. This means it has one single layer, with each neuron connected to every other

neuron. Consider an example program that creates the Hopfield network with four neurons. This is a network that is small
enough that it can be easily understood, yet can recognize a few patterns.

ORORORC
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Fig. 1: Neuron example for Hopfield neural Network

Neuron | Neuron | Neuron | Neuron
1(N1) 2 (N2) 3 (N3) 4 (N4)
Neuron | (N/A) | N2- N3- N4-
1 (N1) >N1 >N1 >N1
Neuron | N1- (N/A) N3- N4-
2 (N2) >N2 >N2 >N2
Neuron | N1- N2- (N/A) | N4-
3 (N3) >N3 >N3 >N3
Neuron | N1- N2- N3- (N/A)
4 (N4) >N4 >N4 >N4

Table — 1 Connection on a Hopfield Neural Network

A Hopfield neural network has every Neuron connected to every other neuron. This means that in a four Neuron network
there are a total of four squared or 16 connections. However, 16 connections assume that every neuron is connected to
itself as well. This is not the case in a Hopfield neural network, so the actual number of connections is 12.

B) How the Neural Network Learns

Learning is the processes of selecting a neuron weight matrix that will correctly recognize input patterns. A Kohonen
neural network learns by constantly evaluating and optimizing a weight matrix. To do this, a starting weight matrix must
be determined. This matrix is chosen by selecting random numbers. Of course, this is a terrible choice for a weight matrix,
but it gives a strain point to optimize from. Once the initial random weight matrix is created, the training can begin. First
the weight matrix is evaluated to determine what its current error level is. This error is determined by how well the
training input (the letters that is created by user in training the network) maps to the output neurons. The error is
calculated during this process. If the error level is low, say below 10%, then the process is complete. Once a neural
network has been trained it must be evaluated to see if it is ready for actual use. This final step is important so that it can
be determined if additional training is required. To correctly validate a neural network validation data must be set aside
that is completely separate from the training data. Neural networks can be applied to different application like Pattern
Recognition and Auto-association. These two areas are explained below. Though this article concentrates more on Neural
network application in Java, a brief introduction on Pattern Recognition will be helpful in understanding Neural Network
application and Hopfield networks. Pattern Recognition Pattern recognition is one of the most common uses for neural
networks. Pattern recognition is simply the ability to recognize pattern. The pattern must be recognized even when that
pattern is distorted in a way. Pattern recognition in human life is used in many ways practically. A driver driving a vehicle
should be able to accurately identify a traffic light. This is an extremely critical pattern recognition procedure carried out
by countless drivers every day. But not every traffic light looks the same. Even the same traffic light can be altered
depending on the time of day or the season. In addition, many variations of the traffic light exist. This is not a hard task

76



for a human driver. Hard task would be to write a computer program that accepts an image and tells you if it is a traffic
light? This would be a very complex task.

Fig. 2: A Hopfield neural network with

IV PRE — PROCESSING AND SEGMENTATION

The implementation process involved the use of a plain A4 sized paper to collect sample handwriting. A single document
typically includes 10 lines with 3-4 words in each line. The documents are scanned at a resolution of 100 dpi and binarized
using an adaptive thresholding technique. The image was then segmented into constituent text lines using the horizontal
projection profile. For each line of text, four reference lines are extracted namely: upper line, upper baseline, lower
baseline and lower line. These four lines determine three zones namely: the upper, core and lower zones. Zero values in
the projection profile correspond to horizontal gaps between lines. The maximum and minimum zero value positions
adjoining a text line are taken as the line boundaries corresponding to the lower line and upper line respectively. The
upper baseline and lower baseline are identified using the first derivative of the horizontal projection profile. The local
extreme of the first derivative in the two halves of the text line image are assumed to correspond to the two baselines. In
some text lines, the upper or lower zones do not contain any character, in which case, the direct application of the above
method may fail. Therefore, some heuristic rules were included in the segmentation procedure to handle such situations.
To simplify the process of reference line extraction, a pre-formatted paper is used to collect handwriting, which contained
all four reference lines on it. However, these lines are completely eliminated during the binarization of the image and
have no effect on the segmentation. After the reference lines have been found, the individual words and characters are
extracted using the vertical projection profile of each text line. Once the characters are segmented, the minimum
bounding box of each character was identified eliminating the white space around it. Upper and lower boundary values of
the minimum bounding box relative to the character line are sending to the next stage for preliminary classification.

VI INTERMEDIATE CONVERSION

There are some intermediate conversion types processed in —order to obtain a processed Unicode format image.

VI CLASSIFICATION RESULTS
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Fig. 3: A successful recognition
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Fig. 4: A failed recognition (partially recognition pattern — pattern with distortion)

Neural Networks are one of the most commonly used systems in Artificial Intelligence. Neural Networks are particularly
adept at recognizing patterns. This allows them to recognize something even when distorted. A Neural Network may have
input, output and hidden layers. The input and output layers are the only required layers. The input and output layer may
be the same neurons. Neural networks are typically presented input patterns that will produce some output pattern. If a
Neural Network mimics the input pattern it was presented with, then that network is said to be auto associative. For
example, if a neural network were presented with the pattern“0110” and the output were also “0110”, then that network
would be said to be auto associative. A neural network calculates its output based in the input pattern and the neural
network’s internal connection weight matrix. The values for these connection weights will determine the output from the
neural network, based upon input pattern. The outputs in the above Fig. 1 and Fig. 2 gives brief details about the
experimentation results concluded so far.
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TAMIL PUBLISHING FOR MOBILE PLATFORMS - TOOLS & UTILITIES

Hari Prasath (hari@mobileveda.com)
Ganesh Ram (ganesh@mobileveda.com)

Context

Given the rapid pace of Mobile Platform proliferation and they being part of people’s life for vast majority of People non-
English, but conversant in the regional language - like Tamil. For effective reach of content and to unleash the potential of
technology for masses: say Basic Mobile Phone to Smart Phones to Tablets — Android, , iOS for iPAD, ..., it is of utmost
importance that content rendered on the device is in regional language - like Tamil.

The Need

Let me start with the below Note:

India Country Growth Manager of Facebook, Mr. Kevin D’Souza has been

reported to have said it as: EE 2ot

. - . . l ¥ oI N
“With over 50 million people in India on Facebook, we want to make sure that — ~dy
everyone has a great Facebook mobile experience regardless of the device that = L & i
they choose to use, The launch of ‘Facebook for every phone’ mobile application 4= !
in Tami, Hindi and the other regional languages enables more people to connect ¥ = L m

and share anytime and anywhere, ” u 1 u

M
- Classic testimony for the need mobile content in Tamil! C’\ ; faCEbOOk
melhods oom &

This clever strategy intends to attract more consumers in the Indian Market, providing a better growth rate of the Mobile
Internet, as well as targeting the potential users of regional Languages including Tamil. And this is only scratching the
surface; Tamil based mobile content right from phone menu as soon as it boots up to reading and communicating in Tamil
to Power off message in Tamil — will be order of the day.

Challenge
Tamil Language character-set has universally adopted Unicode representation in Computers - yet how far!

For a moment let’s look back at Tamil Language support in Computers in widely used Operating systems - the first
Windows OS dates back to 1985 and only by the version Windows 2000 was one of the earliest OS to support Indic
Languages including Tamil — still never supported Complex Script rendering using Unicode, until the very recent Windows
8 . While Linux as well had its lag in Tamil Language Support.

Critical factor of Tamil language content access is the Native operating system support — and above data shows the
lengthy time period taken for Tamil content access in Computers, which has a much mature eco-system from developer
point of view and realization by the operating system vendors.

Whereas, Mobile Phone platforms has a very diverse operating system by plethora of vendors ranging from basic Java
Mobile OS [J2ME], Feature phones with proprietary OS, Symbian OS, BlackBerry OS, Bada OS, ...list goes on up until
reasonably mature Mobile OS for Phones/Tablets such as Android and iOS — most of them evolving with new releases
quite rapidly. Imagine they prioritizing Tamil Language Native Mobile OS support in the scheme of things - a true
Challenge and a significant Gap indeed !
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And then the eco system of Mobile App developers, Services targeting regional content, Government communication,
Leisure content like magazines, Books and ocean of content in Tamil to be made mobile-ready and being made available
to readers Globally - is a Long Haul indeed.

Scenario

In the context of regional language support Mobile Web Initiative in India conference was held in March, 2012 - organized
by W3C India & IAMAI as well articulated by Mr.Venkatarangan, Former Chairman of INFITT:

Most of the time the Device OEM’s Engineering & Head Office (say in US, Europe, Japan or Taiwan) is ready to do Indian
Languages (when they do tens of languages worldwide this is routine to them), it is the Indian Marketing & Operations
office that throws the spanner. They sit in their glass offices in Gurgaon & Bangalore and think everyone in India follow
English including Drivers, Maids, Cooks, Factory workers, ... By doing this they are not only killing our languages (but most
of Indian Languages are classical languages surviving over thousands of years of external invasion), but also depriving the
productivity & economic advantage that better communication through Mobile enables for common man.

This is the scheme of things. Yet, before few years, from a quiet corner of Vellore, bunch of Tamil Folks armed with
Technology & Expertise and Passion to enable regional language Tamil content ubiquitously onto the mobile platforms,

found a wayout !

Pioneering Effort of Tamil Rendering in Mobile Platforms

Why wait for a Global device vendor to enable Tamil on mobiles in the scheme of their priorities - realizing this ; As early
as year 2007 Team at MobileVeda took up this mission and very first project was to render Thirukurral in Mobile
Phones based on J2ME OS which was the key mobile platform those days. It was not attempted before and no precedent
to follow in the Mobile spectrum - No forums or Developer support from the device vendors or mobile OS J2ME
community - as App Dev community thriving today, yet MobileVeda managed to fill the Pieces of this puzzle block - by -
block for of Native Tamil Language rendering on mobile platforms, such as:

e Design of each Tamil Character rendering: Programmers finding
all chars and combinations for each language

e Font Designing by graphic designers £ Y maue

1%

e  Validation with Linguistic Experts

e Seamless Ul design for display resolution vs. Mobile Phone
Screen Size

e  Mobile API Development suitable to variety of Mobile OS

e Readability controls of rendered content

e Developing Library as Font Tool so that not just us, Tamil
Content and Mobile App eco-system can take advantage of.

Content rendered using MV Font for
Tamil Version 1.0 on 25-Jun-2007
[Source]

e Due Academic review [ at VIT University, Tamil Nadu

This penchant of Tamil Publishing was a key driver of the project roadmap in MobileVeda — that has led to seamless
content rendering across Mobile Platforms — Gadgets like: Phones, Tablets, Portable Devices powered by Android and -
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Mobile OS: from basic J2ME Java phones, Symbian, BlackBerry ...all the way upto iOS and Android through an ambitious
initiative targeted at Tamil Content - Books, Magazines and other format of publishers — saying

Why just PUBLISH is pass get ready to FUBLISH - A Futuristic Publishing Platform
and
MV Tamil SMS Utility — An easy to use mobile messaging framework.

Tamil Publishing - Tools and Utilities

By virtue of continued innovation and sustained efforts, Tamil Language content rendering across mobile platforms is a
reality today, through our Tools & utilities such as:

[1]. Fublish — Tamil Content Mobile Publishing Platform: Very simple mobile publishing platform: all it needs is content
wide variety of supported file formats like ePub, PDF, ... — Which will be readily available to be uploaded via simple web
interface and FUBLISH seamlessly delivers to cross-platform reader mobile Apps and includes sales & payment collection.
Content Publishers in the following sectors can exploit its potential:

Build magazines in your native language.

Book Reading application.

Build Blog applications in your native language.

Create an application for News Reader.

Product catalog for Mobiles.

Build SMS based applications to receive SMS in your preferred Indian languages

SN

Fublish Platform - to instantly publish eBooks, eMagazines, elournals, eReports, eCatalog, eBrochures... Commercial
Business can reach customers via product/service in Tamil.

[2]. MV Font Library for Tamil: Using the Application Programming Interface [API], Tamil Language content in mobile
application with zero coding and content developers can package contents seamlessly without worrying about the native
language support in mobile. Based on Unicode Tamil Character set rendering, This APl seamlessly enables rendering of
wealth of content in Tamil effortlessly: adapting content to various screen sizes of Mobile Phones. API is available for
J2ME, BlackBerry, Nokia - Samsung Phones and works in most Java phones irrespective of the Vendors. [Ref: Click on
Supported Devices List]

[3]. MV Tamil SMS Utility: Messaging is a basic use-case of a Mobile Phone and when done in Tamil to the near & dears
to Government 2 Citizen communication to Marketing & Service messages by Business houses, ... will be that much more
effective. This utility powers such possibility.

Conclusion
Essentially, Tools & Utilities presented in this Paper enables all possible avenues of Tamil Publishing avenues across

Mobile Platforms seamlessly & enables Content and App Developers ecosystem. MobileVeda invites Tamil Fraternity
across the Globe to take advantage of the tools and disseminate / consume in TAMIL way.
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Snapshot of Tamil Publishing Tools & Utilities

Tamil Books / Magazine Publishing

16, iggrala saog'id
Cap B

Popular Tamil Publications such as

AnandaVikatan, Nakeeran, Rajesh

Kumar Novels, ... are powered by
FUBLISH
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SQL stesrliL@®d §ph sreyser Gwrif) CsfbE mbsTeL LI HIGL @PHeaurTsed , SraysHensdlev CFiilbsl sweudbgisier
SEeUVHmeTL Glup Wrypujd . sTeT@eu CoHam Ml CleTGuTHeTHafed(HHSI Sreyser eTHLTH F)eueurm
Coaumu®@Fmai. B)bsL gl sesflesflulley @)erBlewsv , (pHIBlemev WTewTouTHaTTeD L (HGL SMeWLIOWITS W WT6T
@ugpib. yeurmev yeuiser spp Amy eflwrurfull Cuwr , @ srref sl Csfps alwrurflulL Guwr Csusmev
UTriuglevensv. jauissr s CadF i 96LsVG LIVBTL B alwmUTy BlnisuaThFle) o BISleL BT (HSEHHSTS
CeT@UT(HsT HwTMdhEh Hewmuiled @muIGEnrissT . sTeorGeu GhHan Pl SLla aflwTuTy BlnicueT S soren T
w1V aulflwiTasGeou soHausvEemar sHCUT & Qup GuaiFng . @swerl CUTdss CGTL TLFTEL Hreaysber
BlrevTss Grflenw ewwdss CouenrigullheEEng) .

STYSET BlIrevrds Cmurdstd
£C, S HMID BeuTg FllFwTERT Y BIEV FTeyser GrPlrssd GaThHsslul1g|esng . G)g mysql
sTaarILI(HID 6p(h GomLflewmut L' 1q 2 6iT6Ng) . p(h 2 SHTIewTLD cpsVLd B)hd CTluwirds sTaflswiosmit BTHIG6T &)k,

aflemrdaluysirGerib.
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u1guwied = Table in Database
&Th&-Ch(h LIl 1quisnsy LilssTeuhomrmi 2 heurdd, {
(Quuit stapd g 50),
(spoy-sTe sTpsz1 20),
(Hrmrwoid staps g 60),
(20rii sTapS31 60),
(LNesT-BaHmr(py) sTevor 6)
}; // Create Database Gandhi-nehru

&THS-ChH UL guweddhgl GLwr, ssHey-sTewt, CHH-6luwir, Srymwid, o0i, Her-Gasr® Gurstmsumhenm 1@ ;
(Select Statement)

&ThF-Ch(H L 1guwedled QLwT=" 1psg15EGLTT sTetTLeng GlLwi="Frib@Lori’ stewr wrmHmi; (update statement)

srhF-Chm ulgwedlsy (‘Treored’, '50°, ‘rrpsi 4 eugl ofd ', ‘rréSwururemerwid’, 'Hmiiyi’, 638602)
eTsiTLIemGF G ii; (insert statement)

&THS-Ch(H UL 1guwiedled Guwiir="efrliLisT’ sTedTLIeNS b5%&; (delete statement)

&THS-Ch(H UL g uiewsv GlLiwii Uiy eTmipswTs euflswalii(Rdhgl; (Sorting Ascending)

&ThF-Ch(H L guwensy Gluwii Ly @mbiguswrs suflenFliBdsgl; (Sorting Descending)

//create procedure —people name listing

& &6T-ElLuLL1g wed 6TeTD §p(h ClFWLSL L Sewg LilssTeuommr o (Heurdd@ {
wesflgeuer sreyserdems $mss; // Open HR db

P Gausar 51hH)-Gr UL ws (LRsflurs GoarnpsTe)

{// when not empty

&THS-Cbh UL 19 wiedl(hhgl speTM6TLIGT eTmTas

{// check the table one record at a time

(2_Quuwir, 2_sgay-sTewt, 2_GGMH-ClLwT, 2 Sy, 2 s, 2 1Near-Csr®)
TTLISID Bewad QaTL (B (GLwiT, sgay-6Tewt, Qg H-ClLwT, Srmwib,

sarir, Ler-G&r (@) ; // move to a local variable

YMEmasuTH (2 QL 2 sgeay-erer, 2 66 H-GLwir, 2 Slrmwib,
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o sari, o_1Ner-G&m() ; // report using local variable

9 hsHms 6T(M); // get another record

}// until the table is over.

}// when finish doing non-empty process

Glevewev (Le2edlwGosiTmTsD)

{// if it is empty, give error reporting.

Devip @it - oy b @ (“ar -G UL 1gwish Lyg2efuionas o_sirangs”) ;

}

waflgaisr srogerseans cap®; // close HR db

}

sTeueuT M| Hewflevtluiley ewwsasliLBHEDG ?:

sewflefluflsy 9Bl s L wearasGer QUDUBE DG . sTarGou, BrvssT (pHedled LwssTrefuil_BHHEH SLlp Glomif
s Lewerd erehdwdbamsls QuDm Hsewar S1p ClaTHEHEG0 Wewpulls) , Y BIFlD S L eW6Td HeTEHF W BISHETTS

wrHYl, HBWAT Y BIFVSSIV , CFWVLL WeUGFHI , DHVGI HHEUVEHMET Y hiGIVSSICVT V6V FLOILI6D
CruflEa Ll 19 hé@GwTulle 9bs S0hs sreysemearts Qupmi, sLHICLGCW GCeuafluf® GClFwIACMTD.

GENERAL ARCHITECTURE OF TAMIL SQL THROUGH MYSQL WITH TAMIL OUTPUT

SQL IN ENGLISH
EXECUTED AT
BACK END

SQL IN TAMIL |

ENGINE

OUTPUT OF SQL
MQUERY IN TAMIL

TRANSLATION [l

GPLyeenr

S101pIn LD BHeVEYIVHEIL SLOLPl6L sp(1h Bewilesflemi sphBIGMuTL_ (Hd @& LB LW 6L (RS TLO6V , & Gmy)
BIreorssssH@G0n  LweaTUBSS) oHEEHhdbGL LweTuL & 6lFiieuGs B)dal Hewruilsst GhrdswmEgLd .
TSl HTVSSlL, @)8% &1L ewwliL i (b GFwswenpenw S rriihg Gleunn) Clesrer@L GuiomermsL , Sl
S LICTL 19 BIG AL LD 6T6iTLIEHS 60lesTdH61 cLpsLd B)CH pewmulled SjewiodsLiLim (B bhGeumid . @ena

& L Qupuwnd B Y CrFeneaTsHst CHemeuliLI(HTTTE , HewSHd ST BT HIGET SUITTTS 2 6TEaTTLD .
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An Introduction to Thamizh Informatics and Thamizh Literature
Intelligence

Naga Elangovan

This paper introduces Thamizh Informatics as a branch of computing for the benefits of Information Management of
Thamizh Language Records. It emphasizes the need for maintaining clean, integrated and preserved Thamizh data to
obtain valuable information through systematic development of Thamizh Informatics. In order to accelerate the growth
of Thamizh-IT as a whole, this paper proposes a reference framework for development of Thamizh-IT, and places Thamizh
Informatics within it and describes the same. Overall, this paper discusses a framework for the development of Thamizh-
IT, Thamizh Informatics and System of Records, and Thamizh Literature Intelligence application.

A Reference framework for Thamizh-IT

Thamizh IT Development Framework

Technology Thamizh
Software Informatics

Community Office, Internet &
Services Fundamentals

Picture-1: Thamizh-IT Development Framework

Global growth of “using” Information Technology (IT) has been exponential year-on-year. If growth of Thamizh-
Information Technology also has to occur, it largely depends upon adhering to the global industry model of working. The
current practiced model of “Sporadic Thamizh Computing Initiatives” does not help in rapid and systematic growth. The
present approach lacks constructive framework, functional model and engineering. In fact, there is no market, systematic
application of software development, and long term identification of needs. Therefore, it mandates a definite
reengineering, if Thamizh Computing (TC) is intended to create an industry and market for the same. Hence this reference
framework is now proposed and described.

Centers of Excellence (COE): IT/Computing has scores of branches globally. Some of them are applicable and important as
well for the foundation of the Thamizh-IT Industry. Currently, the term Thamizh Computing (TC) is very loosely used for all
Thamizh-IT initiatives, be it Unicode character standards, font creation, arbitrary data record creation, websites creation,
video/audio data creation etc. Anything Tamil to do with computers is called TC. Such an approach is too general and
lacks precision. TC initiatives need to be more specific and branch wise so that a systematic focus is applied for the
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growth. The foundation branches of Thamizh-IT can broadly be classified into four viz. Technology, Informatics,
Community services, Office ware & Fundamentals.

Technology Software refers to the research & development of “solutions” like OCR, Speech Recognition, grammar
technology etc. Thamizh Informatics_deals with turning a vast amount of Thamizh data into useful information.
Integration of literature, archaeology, manuscript and research data, Image and document data management are some of
the areas within Informatics. Community Services refers to all the online interactions with people like eGovernance,
Thamizh call centres etc. Office ware and Fundamentals is another vast area within the Thamizh-IT development
framework dealing with Office and Publishing software, Fonts etc.

COE will focus on developing various solutions to all the above needs, assembling appropriate vendors and resources. 4
COE can be owned by 4 different sets of Government or Academic Institutions that participate in Funding and Governance
support. COE for software development on these branches individually will enable a rapid development of Thamizh-IT
Industry and Market. These branches will grow each other sharing the benefits of each other. These branches being core
of TC, it becomes essential to pay focused attention in terms of governance, policies and support in order to serve the
needs of TN over a very long time.

Thamizh Software Architecture & Standards Organization (TS-ASO): When focusing on creating an industry and market for
Thamizh-IT, efficient planning is imperative. It requires an office to establish decision making principles and standards. It
will integrate technology practices and standards across various branches of TC. Also it will identify issues and conflicts,
and provide possible resolutions. It will interact and coordinate with world institutions and bring the best practices,
guidelines and standards to Thamizh-IT industry.

Thamizh Software Promotion Council (TS-PC): While the TS-ASO supports TC with technology and engineering, Promotion
Council supports TC with Market for Thamizh Software. TS-PC will work on identifying the areas requiring
Computerization and Thamizhization solutions. It creates the market for Thamizh-IT. It understands the market issues and
conflicts and strategizes the solutions. The advantage of positioning TS-PC within the framework is to earn revenue for
the Government and other funding organizations. The funding support of the Government and other organizations can
not go always as expenses. There should be returns for Thamizh-IT initiatives wherever possible. It will help the industry
sustain and grow in a healthy way.

Government and Institutional Support: The whole Thamizh-IT initiative can only be successful if the government of
Thamizh Nadu, in collaboration with various Academic and Research Institutions, fully supports Thamizh-IT by enabling
the other components of the framework. GoTN may consider it as a potential revenue earning opportunity. Revenue
opportunity can be shared by self and the other participating funding Institutions. GoTN support shall be in terms of
Funding and Governance. Revenue driven Thamizh-IT development will offer more benefits than a non-revenue
approach.

Thamizh Informatics

Informatics is a broad field within IT that deals with large amount of data, integration and processing to obtain useful
information. The business industry world—wide has used it and benefited beyond imagination. Tens of social and
technology fields also have used Informatics in a big way. In the context of Thamizh-IT, this branch of IT can be adapted to
Thamizh Language computing where huge amount of data is available; and hence it will turn out to be a vast field of
Thamizh Informatics.

Lots of Thamizh data are available in Literature, Archaeology, Manuscripts, Research Periodicals and Journals, and others.
These data exist in different media/formats like stone, palm-leaves, paper, Picture, Digital, Multi-Media etc. Oldest data is
reported to be dated 500 BC. Importantly these data exist in silos across multiple organizations like Universities, Libraries,
Research Institutions, Private Organizations and individuals of TN and the world.

Be it business or language domain, every civilized country trusts that their data are assets. They use Informatics as a

technological solution to Gather, Cleanse, Arrange, Integrate, Process, Analyse, Research and Use the data for meaningful
information. More importantly preservation of data for a very long period of time is another attractive part of
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Informatics. Thamizh Language domain as of today has every reason to migrate into an information system in an
integrated way, and preserve the ancient evidences too. The status of Thamizh data can be summarized as under:

ol L o Structured, Integrated & Preserved Education
D || Dedamry. | _g Thamizh Data/Information Management Development
> i w -

o ) Worldly
=| % Common Meta Model | Ravaciol
Q | feiadies T = — — —

g | Eiem Ve e N S > [

L= B e ( ( ' Real Time
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o o . o : 8 Authoring
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Picture-2: Thamizh System of Records

e Not captured on a common model

e Digital versions of literature are unreliable due to flood of mistakes

e No record of Inscriptions and Coins

e Research papers are not accessible

e Palm-leaves have lost their life and are decayed worst in various libraries. There is every chance of loosing
these evidences of ancient literature

e Any existing small digital records of Thamizh data are not accessible to all. They are mostly in silos and
unused.

e Cross reference between any two Thamizh data is impossible

e Very few Dictionaries are seen on the net but ownership by Institutions of TN is very rare; an Integrated
dictionary system is absent

e Tens of Dictionaries are yet to be digitized and no Word/Alphabet/Sign concordance system is available

e Thamizh Data Corpora is a continuing dream; and no systematic base for qualitative and quantitative
analysis and research

e Thamizh texts and books are available a lot in the internet but no way an integration with the rest of
Thamizh data is possible

It can be observed that there are unavailability and inconsistency issues in all the Thamizh related data and related
initiatives. This means that “Thamizh System of Records” (SOR) is absent in Thamizh-IT world. Another important concern
is that there is a general belief that publishing in the internet is the way of Thamizh growth. It is true to some extent but
with the inconsistent and flawed versions of any Thamizh data is not of any help. There is a pressing need for SOR for
Thamizh data- There is also a belief that Thamizh has grown a lot and is the most popular language in the internet after
English. This is a very misplaced myth that can endanger the prospects of true Thamizh growth. The fact is that Thamizh is
nowhere in the top ten languages of the Internet.
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Picture-2 as above depicts the sources of Thamizh data, Thamizh System of Records, and possible uses of clean Thamizh
Information System. It is very natural that any information system evolves from disparate sources of data and
heterogeneous forms of existence. Hitherto, such data in the Thamizh context have been handled in individualistic way
towards computerization/digitization. The results are proving that there is a need to adhere to proven industry standards
and model of implementation. The following are some of the important tasks to be done to create a Thamizh Informatics
System with proper SOR:

e Plan and Architect the Infrastructure (HW/SW). While cost effective database and software solutions are
available, it should be taken into consideration that going for cheap solutions and free solutions will pose serious
constraint over long time.

e  Establish a common Meta Model for all Thamizh data

e Strategise Data gathering (or extraction or integration from source)

e (Clean and Transform the source data

e Data Model the logical structures of the TSOR and design Physical Structure and Store the data

e  Establish and Maintain Reference data and Meta data

e Integrate the various types of data like Literature, Inscriptions, Images etc

e  Establish policies and processes to bring in external data from the National databases, World Language
Informatics and Archaeological data sources.

e  Build User Systems through internet that uses the data to build it’s information; and input the data it has gained
from the world

It is important that the Technologists and Thamizh Subject matter experts work together on these tasks in an
“Incremental and Iterative” model of development for the best results.

Potential benefits of Thamizh Informatics: Thamizh Informatics when implemented using Information Architecture,
Standards, methodology and models, it will set up a golden platform for Thamizh development. Some of the pointers
towards its potential uses are:

e Common, integrated, collaborative platform of Thamizh Information

e (Collaboration enables the students, teachers, researches and community working together on a world class
language platform

e Standard of research and research education will grow exponentially

e Community services like Call centres for every Thamizh need of people

e Create a world class real-time science and technology translation and vocabulary creation and help Thamizh
based teaching in science and engineering studies

e Integrate with commerce, science, law fields to serve their Thamizh needs

e Perform world class quantitative and qualitative linguistics, literary and archaeological researches

e Develop large corpora, build Alphabet/Signs/Words Concordance system.

e Integrate tens of dictionaries of different fields

e Integrate with eGovernance for all Thamizhization requirements

Thamizh Literature Intelligence

Thamizh Literature Intelligence is the software application part of Thamizh Informatics. The software application enables
Analysis and Research of Thamizh literature. It works on top of the Thamizh System of Records created as described
earlier in this article. It enables deep insight into the Literature from quantitative and qualitative perspectives. Further, it
allows working with other form of Thamizh data like Inscriptions, Coins, Palm-Leaves etc. for comparative studies. The
software allows multi dimensional analysis and data mining for deep researches.

The author has developed a Literature Intelligence application with some features to demonstrate. It grows gradually. The
software works on the SOR that contains 27 literature titles and few inscriptions as of now. ThirumurugAtruppadai,
NedunalvAdai, Natrinai, Thirukural, Thirumurai 1 to 9, Prabandam 1 to 3 and Kalladam are added to the SOR as of now.
Gathering of more literature and Inscriptions continues. This application enables graphical presentation of Frequency,
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Distribution of letters, syllables, yAppu etc. for a given literature and across all literature. Some of the features that can be
demonstrated are

e Frequency analysis of all Thamizh letters

e Frequency of vowels, consonants and composite letters

e Distribution of consonant categories

e Letter usage in literature — Highly used (top 10), Less used (low 10), unused letter analysis

e Author wise yAappu usage

e Data Mining — Inherent patterns of syllables across literature

e Concordance across literature and Inscriptions for given string of letters, syllables, words

e Pattern Analysis - It allows building various algorithms and investigate if there are any inherent patterns and
similarity among poems

Using this platform the author is researching to find if a signature can be obtained for every literature and author. A few
algorithms have been tried and the effort is gradually progressing. One of the advantage of this could be to find the
differentiating factors between multi-author literature like Natrinai and single-author literature like Thirukural. It can also
help identifying the possible insertions.

Due to article limitations, detailed discussion on various features can be a separate part. However, this application gives
two messages. The first is that a disciplined and engineering way of setting up Thamizh System of Records can allow
endless modern analysis and research on Thamizh data. It is required for Thamizh. The second message is that any
Thamizh researcher and student can learn building Thamizh Informatics and Literature Intelligence if they follow the
simple methodology of the author. They can participate in the initiatives of creating larger version of Thamizh Informatics
as a more technical person.

Conclusion

All Thamizh data must be gathered under a defined Meta Model which does not exist today. Capturing them in bits and
pieces all around will be waste of effort and money. Thamizh Informatics will place Thamizh on par with global language
analysis status which is important for Thamizh to be competitive. Past evidences of all Thamizh data should be preserved
on priority basis. Thamizh-IT development initiatives should classify Thamizh Computing and pay focused attention on the
4 foundation areas with the support of Technology and Market Promotion. Thamizh-IT development framework is
essential for accelerated growth of Thamizh-IT industry and market. Spending on Thamizh-IT will yield if and only if it
follows the standards and practices of the world that is very successful on its scientific approach.

95



SLOpGomIflufle 6Tpd I f6iT LiwssTLIML (B-Blewev: BlTe0s EpHLD

M 6W I LIL_[BI&% 6T LD

BT $ CTEsFHFHST 1LPpH6d!
ClFsstement, () blwim

2 salsv @lerm GlupLosflallevre wahasarmsd GualiLBh Cwriflseaflst Blredled wWpHev @) HLG TS Cov &Team)id
Corf) slpGwryl . welwrflsefler Gsrsreny , @ewLullery] waser Brepd Cud eTepg GorL sTayLb

@) ®mBlewsv, @) wisvLimest LIMewTTLD sueTiTdd, 6T6dTLIGSToYL 63T (LpedTevlDLIeweuuilsL SLO (1@ (B)swewt Feurid Lor” (HLD 6TesT
9 WlehT GClLIHLodS6T mfleui.

Qupenaseaulf] rPleumd 2 V&l sHemflesl sig Gk 2arpH)Hail jerallsy sl CQufigrs) QsrLThg s Ceusks
suerTTFFAuDMI uHLD F)HHTVHL L G560 SLIDPEIOTL  SH6iT LBIFKeweT BesTHTHN] 6ubSTID GISHTL THGI Blewevdsi
Blins LLVGaum) GiewDSHaflesT ausLEIBT BTt h LowguilesTy] 2 _swipliLigd HPlafi .

S101p Glomflulley 2_erer Hrevsaflsy LwsTESTERTL ClFTHHeTST sTpSHGiSHsafler Fpalsdls LwsTUTL (H BlewsvassT
wps5e9ed @reralh@ wiit’ (h 9sHEaHLGe senflefl 2 eref () allewsFliLsnsssr Hr6LTS

QU1G UEHLDEHBLILIL L 6T 6T6TLIENS BTSN Seumid

PBHVUPHL Hewvflevflullest GlBTL &35 Blewsvulled @) BHHS DH6T LiwssTUTL (BHLI CuTdE 9 BTeugl ClFTHEemar
leTd g1 Heman st LIlgdbs WL QU HHSS! . @)bBTeT @i Bredleyier GFTHaemsr ChHH6V, TN @ spesTmi T HB]
HWWSHH, BT PHICLTL jeuhHewm BIrvLI(BHSH60 , Gorfluilesr @uisvsulfl (@)eVSHETID) LIVEUDHSE S lii6y 6T
QFiiw edleuflGur 2 siraf® G , Cxl g spedlulledBBHg LITTEGD TWPSHSHIHHTS 6T1ps , @i Grifluledmbs
wHEmri GwrifléGs wprp QurPlrHmid GFiiw, enswTed ML 6TS HidbHemar 2_ewrr, ClsTEHFewr sulfl 2 siref (b
6T6OT LISV6UEM S UIVILD GG TPV Bl LILD suaTihhl 6uHeusHSW(LD HTLD HBIGeurid.

BT BeoT@s Ll sewflesflullest  QWERTY aflswaliLievsns LTI CGTL (KD  sTadarmTep|b Lil&L0l%5 Cousksiors
suerihgiall L enasGuduilsit allenFliLievensssT LHLIS ailGBISETTS BIEHLDHSIGTETEST . @oumMmelssveVTLD
FHOSTHSH SLOPETL ey HSHBTSH 2_DLPdd: F6v] BUT Blewevuilsd wpwhFser oymiGlsresTmiD
@BIGsTeTYTE CHTeiTmISSHTD6VT .

@susuens @uisdLITer GGTL i susmidAuilsy spedleutf] o sraf B GuimeiTmsummlsir misssTeslw Limiemeuuilsy
SLOPEITLHluiled 2 _6iTer 6TdGIbsaflsT FHaildls LweTUTL 1960 @i LBeTLTTensu LiwesTLI(HILD 6TEILD &(HdhB]6D
Sjeupemm Sy liiey GFiiw steTentd LIDBSS! . HBTTM, spedleufl 2 sraf 1960 $HCEHTHI6TOT HevfleTWHHI0 LITTeneu
L (HIDEVEVTED 6T(WSHGIHB6T6L GeiT BTG @)ewenThgl 6u(HLD Blewsvsenarub (HeiTeullemsv GIOUILDWISSHLD &g , 6T6wT,
W 6T6IT U(HEUGT ) H6IT GlenewTiiTeGou LIVGLITEID 6u(HLD FI6H6wTHl6m6V (B15, ep&F, ewTL, BB, LbLI, 6TM)
TSI HHefler FHalldls LweTuTL 19657 916y spedloulfl 2 _earafl g H@ wHCBTHEHS ©LoedT@LIT(HsiT
aug ausmLOLILY 2 gHeou BT ClF WIS MevTleL FlewewTLTGHID 6T68TdH HHBLILIL L g .

YPSDHET FhiGHIVSeMer  (8+10+18) 611pdCg6mTemTe GloumisLliLil (b yeweusksetlest 2 ulli, Quil, o uiliGlid
S| L_suswent Blrsv GlFunuliti’ L swind srenrts . @Cr uriemeuulled Hrewt  allSlSTFTT HTewT- 6UEDTLIL LDTEH6U6 LD
mausSLIILIL_(HeTerg)

QoI WIS 6TUPSSHISHEBHLD FIHETHM6V 6T(LdEISHH 66T BlTeVHsT vy Flev QFrpaeflsy sumpd G- G-
2 ulli@wis (C, C, C/V) etesr CG&F>>ihB<<, Ur>>iiihBH<<, auT>>pdHema<< CUITETM CLPSITMI 6TLSEISHHMV GG TL (HLD
@)ewL_ullest sTpSHGHISHHeM 6T LwsTUTHSHwTW D BlTevL(hSs pwMFdaser GmolsTsrartiLi(Hi .

@)sueurmy spedTmidh @& GLHUL L 6TPSHHISH6T (3)eenTdhd In L ClL_(LpddIdB5EmHd & 6T6T yslw CODE POINTS
SIMLGHEYILD 2_HeUVTLD In LGl (1LpHHISHH6T 6TTMTEV SOV () 1616w @lsveurs whHm @)bSlw Glrilseflsy

96



sTeTlILGID LUlewmenthg Smib sresreulfls gl el wss  CsrHmib jeVevGeu jsDsv . FHewilentld@esir LiwiesTLI(BHILD
Blewevgafled L HID . 2 Lol sulgeuswGgl SHCLTE w,ellCasr® Blredlsy CaiayBlensvasendssrs@eu 2 ster  PUA

S L0 ChemeuiiTerr sweulILilL_(LpLb 2 6iTemest

TS OHemTaID @)DpwHFuNed LIV HTVBL L GHl6L 2 (heuTaslwl SLOLPHTEVSHEWET bT6Ten 5 b5
HTVBleweVLI LilgeuBISeTTS ClaTsiTend BlewerliLile G\gmL_nmidlw CUTHleid Fni%s BrsvEHemer L (HLd

@)bBTsT susHT 6T(HSHS (PL_bBGHI. @)bLpwHF GClGTL(HLb.

o uflir

) N @) F 2 oar 6T o & 9 @ sper 0o

1823 5631 12943 948 8910 1343 7768 1381 359 3195 1148 49 348
@louis
£ 23882 6137 5551 226 14253 2149 863 1209 3727 4546 1750 34 28715
B! 10 0 0 0 0 0 0 0 0 0 0 0 9537
F 1300 1603 5522 400 2420 590 5048 1578 1315 986 393 0 3472
©h 159 413 32 0 1 0 122 0 86 1 0 0 3454
L 8356 1593 5711 103 11318 112 129 247 3821 134 428 0 5331
5oT 3728 560 2797 107 567 21 96 116 1526 30 67 0 12355
5 22065 4468 7661 1017 16932 1026 1434 1013 1477 2032 3282 1 13721
B 6385 3433 4317 2920 1055 216 2692 211 63 148 1174 0 14240
u 13725 4979 5403 141 9169 1359 4090 870 761 3415 2760 23 12280
LD 13475 4272 2069 363 5484 634 1093 1228 3159 945 445 10 29571
w 13556 5916 4991 47 2972 150 316 855 602 559 842 0 13556
T 6982 1329 5029 257 13267 260 155 680 3677 215 309 0 24344
6V 13826 2551 3909 47 1630 116 347 379 6351 198 561 0 24327
o] 15403 5704 8789 810 2858 93 2403 3255 2083 113 387 0 869
1p 3063 487 4639 263 3073 89 4 16 1548 19 10 0 3565
er 5205 683 3505 72 705 39 96 356 1872 48 77 0 8219
m 8982 1631 6189 172 11007 237 199 640 3634 150 444 0 9222
&1 8197 2588 2983 67 2885 369 279 1112 4452 207 396 0 32921
FsHHTamid 2 ulli HerCluenL_gser 2 _uili Blredled @)ewewrdaLiLiL (HsiTarst
) olgs (2 @@ (3) e foare () erlsyer (5) -8 (6) ?plpe (7) pora_
174/33 710/1 598/0 136/29 0 3 0
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SH6oT6vTlem6D GILOUILD WIS MBI 6T

(TRSSHISETL (D) &, ST, S >>>>>>>> $06&T, $CHT, H6l%H6T)

SH&HTLD
BIGHTLD
F&HILD
@HSTLD
L&D
69T & T LD
SBTLD
BESTLD
LI&TLD
D& TLD
W&HTLD
T&TILD
VST LD
QUSTLD
P& TLD
eT& LD
M&ILD
60T LD

3

6777
10
1453
60
1312
1587
7351
259
7216
1702
196
0
3661
576
0
1502
3186
3134

2

1325
0
239
56
298
256
1126
65
1008
351
290
0
1546
140
0
253
652
869

6)

1197
959

758
597
1430
77
1738
200
55

953
127

669
945
512

74

104

16

64
129

4639

279

1400
359
4233
18
2160
320
193

345
55

291
1916
555

379

110

13

141

11

342
178

o

25

35
19
21

1013

1171

78
98
707
50
1581
230
42

240
24

68

149
141

98

6967

360

385
134
953
27

599
179
63

409
48

43
202
297

706

33
59
54
68
225

263
232

659
40

143
106
507

871

258

35

15

379

666

115

719

62
81

414

46

309
44
602
27
364
49
47

277

10

80
137

QD
g
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SIHESTBleN6D GILOUILD WIS MBI 6T

(Bigs, >>>>>>>>>> BIG&T, )

BISTTLD
@HFTILD
63OTL_TrLD
BSTTLD
LOLITTLD
STMHTILD

3

4995
2004
1604
7917
3752
3222

2

873
261
452
920
567
494

€)

1515
1303
741
1119
1205
984

22
16
26
99
22
46

3168
611

1447
4079
1756
2718

99

130
67

138
238
65

399
325
104
448
1123
128

438
316
204
869
544
691

377

99
401
225

313
48
58
224
521
751

252
53

105
514
428
331

sperm
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S0P CUoGSTEILIT(HET 2_(HeUTSHEBSHID @ Ly LiLienL_ Ggem e Tesr
HUpS5T0 ST

(pewTaUT .G LD, oMeyewirEhi
(PEOSTAUNT LI BT .[5d5E T6IT, §)wid @b

S0p @)ewewTiids HeValldbELBHLD, 6F6sTem 6T

peITEDIHT

S0Pl6L GerGLirmsir  (software) mevsw wewmulled 2 (Heurds L. Ceusssr(hLD 6T6ITD 6T6HITERTHGIL 65T HLOILD
@)ewenTitd HeValldsLED g liLienL CheneuTeT SLOLHD FTeyd6T B)VVTHMS 2wt H , & Ursg Guis
alflgrallswerg (corpus) swrfsg auBSSTNS  6THTLMSUILD HSHW6IT sTeueuTm) CFWLLIBHSS 6uHSlTD S
sTeTLIEDS UL GGafleurs allars@Haug @)sasL Rewruilsr ChTahspLD .

Cpréasid
@ srewmdHS HLLl6D sTeususTGour CloesTOILITHETSHST LIPSHEHSSH D &) (HbgI 61 (HSsI6T DT . ermey,  Fev
STTERTBISHETTE) SjeW6U (LP(LYEDLOWITSLI LILISTTOTTHEHd @ 2 Heuailsensy sTeirLig s asTenTLD. 67GlsaTaurlsL sp(h

CeTRuUT(HsT SwrflliLeur lewp 2 TihseurTs WL (HID &) (HHSTE DeuTsHeTTe) , VsV SO GlosTGLIT(Hewer
2 (HOUTHS WPIGIWTHI. S&HbS SOPLiLjsvenLd @) HHBSTev L HEL HLOPEILSTEILIT(Hewar 2_(HeuTdHd (LPLg LD .

2 (H GTEILITHEW6T 2 (Hourdhs CeusT(HEISTHTL &I WT([HEE U weTLBILD 6THTLDSU|LD , S| 6THSBLOTETLI
LIWIEHEITS (LD 6TTLISHS LD &H([HSH6L Gl Tewnt(h LiledTL 2 (heuTdh@augl Sjeudluiomesg) . @)sirempwiereailsv
@QuisvGwrfl QFwsour@®  NLP (Natural Lanugage Processing) spssrmy Ojeudlwiwrdlng . 9bs  @usvGwry
QFWLLITL(Hd (& TEUIENSEIITET HT6Y I eWIDHH (HdHH CeuswT(RID sTedTLIg LHY] Dy rmilihg) LieT Hreaisner
Swrfsgs  QusvGwryfl QaFwsour L HdhE CHmUUITET gn Midken6r (module) o meurss GousssrHo . B)Hsd
STallener 2 (HaUTdh@HeUS| 6TETLIG| 6T 6TaflsHIOWITET spesTmI 6LV . eTGlaaTenfley @ uwsvGIomLfl ClFwsvLm®H
steorLig) s LU Fom . YSHEG THOTHEUT STeilenest HewLoGsHeV Heudlib . @)SsTallensT o enLodds
ueVGaumul L semevdssT jeudlwiwrdlermer . Seunmist sulpliysvsnw  (scholarship on Tamil), Gumflufluisv
Gurmley (linguistics), osrrdlabsems mi b (lexicography), gy hidlev @)svsasentio (English grammar pattern) sesflesf]
oMley (proficiency on computer) s Gearlwsswwrssrgn . CuGid gmpliLl L semevgseflsy Lulhdl
CQuPDeuTHsT PHBICH 5.03).5.60]60 HYOLHSHLLSTY 5.3).6. B)SH50HWS STallewesrd SWTTlHgl auHSlSTDS .

®\ssTallensrs Hwrfless stewrent & .@).6., $LPEHBTLG S L BISDET 6UGHdH%H SLOPE TALBBHE BSILGLDHM
CFweOLIL (B BB MSHI. Sje»6 I TeUewT

1. Qurifluilwsd oigiLenLuilvrer G)evdhsentd &ML L 6T g ailfigrey . (Annotated Corpus for Tamil
literature)

2. QarLrenilulwsd HmID Qurmesrenwuilsd oy litsnLullsvrer il allflgrey . (Syntactically and
Semantically Annotated Corpus for Tamil)

3. 2 FFMLILL 6T Falqw HLALD 6T & T (e-Dictionary for Tamil with pronunciation)

4. euriiQrfls srey (Speech Database)

L ib - petrmy: Quomfluflwed g Livien_ullevresr @)evdgEemrd G L 6T gnigw eflflrey
5.8).5.a0 m Apliurer erprevs (Digital Library) oewwhdlhedng). @) wiflsrprevssdlev awri 40046

Gupul L BrevsseT leTwwrssliul (b @)enenruigsariiLi(hbsriul (Hsreresr . @)DTHIVBSS6D FrhidsdsTev
Q@ evdFwmigHeT, FBISD WHalw Srev @levsSlwmissr , srillubissr, Lubsd @levsslwnkis 61, Bd Hrsvssr , b
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BTeV&6T, SIrl (b BIeVSHET , LPHIGTE, @)enL_dbBreV (BeV5HH60mT BIeVSH6T , HDBTED (§)6Vdd WBISH6T 2 6TeresT
@) bBTVSEHEEG CaBBev suFsluyip (search facility) Qeiig) Qsr®EHsLILL (HsTarssT.

@bg LISTHTVESSHD S wesTHG| BTeVSH6TsYI6TOT CIFTHEEHDbE Glomfluiluisd SjgLitenL_uflevrsst (9)6Vdsd6mTd
@D &6T ClaT(hdEECeuaisT(hib 6T63TM) 6T6vsT 65 , &6.0).8.  Qewsul (B eumdng . HCs FwwGIHlev
wriflevssemgsledmbg  (traditional  grammar)  eugpeurweb @) HEs 2 MNFCFTL , 2. 6w 2 (KL

Gursrmensussmarujb @O ellflsrey swrflésg uesl pepL_CluH suBEDG . Gsusurny yPlailwed ewmriLig
Fflwrer allflgrey @)sVeVTEd: HTTRTEHST6V HeV6D GILDESTEILIT(HST HLOLHY 2_(HeuTHTLO6D @) ([HESISTDGI

@ ssrempuiaraied HLlLfled CesTOLITHET SWTMliLeuTHeT HHBTEVS SLlewL L HID 6T(HSSI%HCS T (B HMH S
LIVEUEDSWITEST 6ULflaUemnds 6ulg UG EI , HleL_&aleiTn CleTOlLIT([H6TS emer smeaudhgl HLOlewL , (5 GHse»L uilesr &1p
Q& ressT(h) subgIailL_eUTLD eT6sT sT6wTeNT HHLIHETEWT(H CoaTCLIT (T HWTTdSNTiE6T . @)eueuTm) HwmrliiLigred
Srest Flwmesr GLoeTEILIT(H6T BLod @ BTN G HleWL_GHTLEV (&) ([HEHTDS . @Qbplewevuiley srer & .(3).5.,
LILPBISTEY (B)0SHEBIGET (LpH6D SNEHTE (ReVdhH  WBISHET UeDT WTST HITVSN6 6T(Hd15 05 TeawnT(h i mlailuisy
g LivenLuflsd sewflesf Lgdb@o Ligwrer (Machine readable text) srey swrflésiulr B eumS g .

@bs allflsraiemers swrhé @ Cauemevuilsy spm Cs® Glurmlujd (Search engine) swrfsg sumSngG . B)bHs
CaREILTN) BT6iTE, eUeDBWIT &1 CH(HH6V UFHlewWIWLD (T 6UEHTLIL LD (Graph)  &lewL_d@oLigujid
S|MESSLILIL_(H6Teng) .

1. GFmev GxL6d (word search)

@)Bi@ ‘wevi’ sttt s GlFTVMVS CHlgesTTey  ‘LoeVT 6TEITM GIFTEVVIL 6T G FenenL_w HHEasTer  (paradigm)
LoV &6iT, LoaVNstT, 10sVCTT () LOV(HSHBTSE, LoaVFme) CUTETD BdhgisweTd ClFThHamsnerud sTL_(HID.

2. @ ewssemrs GMIOyL Glum (to get a grammatical category)

(h CFTVMVE CHTHSSHI jSeuTlsiT @)sVbaHemTd @& DILIenL GlLMeVTLD . @ vewevGlwesflsy, spH B)evdseuTds
@Pllewus CaibosHSH Sjsuaievdssenrd @GnlliLer QBT TLe»L W bgimerd CFrmassnerud CUpevTLD. 6r.(h):
‘ausmrBIB] 6T OlFT6VEYIS% @, (3)6Vddb6mTd: @PlliyS Cayearred) allwerOwdFd’ sterm STLHID . VS|
Blevssents GDluTl 1g60 allewaT6lsFsd QFTHosemears Calgarrsd ChremauiTear allswarCwdsd ClFTHaamerd Csig
©la st (HLD.

3. QFTed @Guyewwe) (Keyword in context)

@)BI sp(H OFT6V 6THG GFHLPeOlL HeWLObGI 6U(HBISTMGI 6THTLINSHF FL 1985 STL RS M| . o1.(p): " eTev 6T6ITM
QFTevemevd Bl 6TTed HFGIFT6L su(HLD B)L MBigsewents Ll 1qwedl (Hd STL_(HID .

peus gl Yerer allswest Liswest Bsv @0 — Ligl. 61-03
LITemeu gysarear hsLBsUme sewteuett - Ligl. 61-04

Gurestesflsst gysvrsor Laileit ApLiensv — ugl. 61-05
4. 2'1F® (compare)

@)i1@ Cr QuTrmEpewLWw ‘Y, rer stedTn 3)(h GFTHHWenS CHlq6TT6V , I1g. 6THS FLPel6L 6THG GlFTVEVT(H
Gl sumE MG, ST6T 671G ClFTHECaTT(H euHSlSTDGI 6TdTLMSHH CHlg L1 QLD IpLguyLb .
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5. suemguLip (graph)
(1 GlFTevedlett oy F (1 @)VEHE WSSV 6TLILILG HIHLDBHSISTENG) 6TETLIENS 6ueHTLIL LD CLpsVLd GlLIMEVTLD .
S Lib - Brewr(®: QFryewflullwied wHmib Gurmesrenwulwed g tinen_ulevrer suilp aflflgre;

&.8).5. swrfléEgw Gwrfluilwsd g liuen_ullsorsT @)svdbsanrd @DILILSsT WL HID &) HHSTL CLITHTH 6T6sT
eTewsrewst],  CsTLyemiluilwed wHmIb GLrmesstenouilwisd g LitienL_ullsd s allflgrey wpdbsmev
@)evBISlwkIEEhS G0 CHRECUTY susdluyL et swrThssliul B suElng . BSI L Gws & .0).6. @)TenTL_maLl
Lf$g1 CsrLgesiluilwev wHmIL CuT®HedTewulwsy stesrtt LMGg alfgrey Swrflgg sumSlng .

@ sarailefley Qarrewiluilwsy Lig , ergpsuris  (subject), vweflewsvsswerds (predicate) sesrLMlur wpiguyid .
ISILL_(HILD SeVeVTLoeY GLwTg Gsri  (noun phrase), eflsnerg Ggrii (verb phrase), QuuirsnL g QT
(adjective phrase), aflswerwent_g& GarLi (adverb phrase), Q&rsvephs GsrLit (postposition phrase), jsrausnL_g
@srLiiser (quantifier phrase), efsmerwéss Ggrii  (verbal participle clause), Blubgsner sTéssd GBTLiT
(conditional participle), gewpQudss Gari (infinitive clause) @eweusBoarr® spp FETHEMTL T (sentence) sribi@
< riLild g 6TBIE WPLYBmgl sTeTLmSB | Senerauigeuld (tree diagram) epsvdb SWlbd & meirameyd (LpLguyLb.

SJsueur@m Glummesrew oulluiedlevid o ewrr@umr@mst  (connotation) @mlGlum@sir (denotation), 2 susww (simile),
2_meussid (metaphor) GUreTmensus 6T LD S6sorL_ Ml (LpigujLD.

LD - eapedrmy: 2 FFAILL 6T Fntgwi SL61D 10167 |ST T

allflgreysemers swrfla@n uswlGur® W Gevsalwnkisaflsy o sTer GlFTHS%EHS @, 6TeT6laTssTETL ClLIT[H6T
BBSADCHT Yupeopuid 2 L WISGLT HallSg R srelverub surlbs aGADgs - QS L SIHsTs
(5 CaBCUTHlemwuid HewHFGI uHE DS .

®)5CsHCuTMluilssTt e eVID p(H GlFTVIGHETET GLITHewear s sTelBlsL BadTL_Plur wigujtd . @)HIBT6T sueHFuiled

SO Qorflé@ 2 Hourssliul L srTdlseaflev spedlweir aulgaiayisrer eufloigeb (phonemic transcription)
WL QSTeT @) (hhSHIUHSSH . POTTV, H.3).&5. WPH6TLpHe0led spadluiluisy g litien_ulled 9% Toug; phonetic
transcription - narrow transcription wewpulleb o BTTHWWS HWTH GG ouBHE DS . @)sususrrdluilsd

FmevdFelareveyiLeir (headword) @ GFTev sTeusurmy 2 FflsasGausnrld  (pronunciation) stetLgmaTs phonetic
script, phonemic script sLilflsd Quirsir (Tamil meaning), g, miglevts Qurmsit (English meaning) sths @)evds sl w G0
S FCFTeV eTeusuTm LweTUBRSSLILIL B eumleirmg (citation / usage), GurstrpeuHmiL_6T sul’ LTy euipd@ (dialect
variation) wpmib sl usssTLITL (B CFTHEHemaruyd (cultural terms) LiL misEhL_6iT SWThE) euSlSTDS .

FILID - Bresr@: sumiiGwmifls Hrey

5.03).5. STHTVEHSSD HIDTT 6p(h VL FID LIGaHHIGET G\HTEHTL & HIeyss (3)hddermerr . Bleupmisir B.A.
slPlullweisasrer 24 grstsepdhsTear 576 LTL BISEHD HLBIGD . $.8).6. Wearprevssdaisrer wwri 400
@ evdgment @evsdlwmiser wpmid 576 urLBiseEpdE@ Gwrfluilued ogliuenulleorsT &)svdaseamrd @muliL L e
w1gw aflfgrey swrfliiug Cursrmy, 576 LTL BisERs @M Wsr aiiflayswr (e-lecture) swryrd sumslermg. &)bs
et eflfleyemremw spedlouig eudHledlHiHg sufleugeunrs wrHm CeuadT(Hb sTedTm) sTevsTasst] , Speech to text &HH&ETS
(1 GIOTEILIT(HEWET 2 (HouTdhdl suHElTDSl . @S L Gews & .[@).85. &)1 euflseflsy 2 (Heurda) eumalsTng)
wpBevreug DRAGON steirp Cuest@um e epevid tilsirailifleysmyssmer sufleulgeulors wrmmieug , &) redwrL_meug) wiri
Gudlssrraiib sulauigauioma wrHmieug GureTm Lswilgseaflsy FHLIL (HouBE DG -
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QDT

O)SBWEIW BT 63(HhISlewenTHh p(h lllGreurTs & .3).a.6ured swrflasiiul L i Ller 9% LsvallgBiseaflsy

LWSTUTL 14 6960TS H(HLD. FTOTDHTSH

o  wIVEEMTESETTTSHEHS G0, CrflulweoryhdbEL 2 srer BewrL_prsr Lilflallswesr FG&F LB .

o surerm YjglitiswL uflevmert sp(h LD B)VIHFHEDTHEWS 6T(LH (LPLGULD.

o L GrmiiFAseT wrLlevdsent euflwirsayhd, Gordlulluiey g titenL ullsib QprmiibelL wLpigujb.

o FSTESEHD JETTHS ewer Cr Qumflufleyd  (mono-lingual), @)@ Gwrfuilein  (bi-lingual) swrfss
Plgu{Ld.

o sTeLVTUN MGG Cevrs FLilflsd NLPEH@ Csussst(hosrallh@ LIsV dn mIsHemer HeVsD pemmullsd 2 (heurdds
o,
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SreusLb (Corpus)

pewsiTauii @)rm. LissTevf] (hewdseulg Gauevedr
QFTLEBTGLILTETT, HLOPL CUISTTHS F(HSSLILIENTSSL L 1D, ClFITENITLI LIVEHEN6VEHSBLPSELD
pann1973@gmail.com

Hewtlevfld CBTLIVBIL LILPLD 6UeMeVS 6T QB TNVBIL LItpLd T Cousddlev eueTThgieuHBlSTDEST .  Hevwllevt]
GSHTTwRISeT0(HHg GLBBSTLD susmy LrailsEsl_sSngl . @)F6r allsnaroursd Sentlssl] emersaBlensvsaflad
WG FISSHImMEB6NeVID LiweTL(hGSLILL B 6uHS DS . UVSVESYPBISET ClGTL BIElF FAmi LsiTeflser
sewfssfluflesr LiwsstuT (B B GHoI6TaTSI. B)HHF @HLedlev Heval EhBeyb sDLESa D SHenflesflenwu|d sHenflesf] Fribs
STUSBISNETULD LIWLGTL (HdFECsTsiTougy) CHemanuraslng . SO sreus Gorfluiliisy 6TeiTLIg) su6Tihieu [HLD
@ g ieyls ifleurs 2 srearg|. @)hulewsvuilsd @)dsL Bewr $reusd &HDlbg ailers@Hln gi.

STaISID

senflesfluflsy LwsTUBSSHID ausnsulled WwempwTss Casifldhg eneudssliul (Herer (m Glrdluiley 9sLevg Lisv
Quriflseaflsy 9ewwBHH LILSeum) LisyIeusVS 66t (texts) Q@T@LIY STeusid sTariL@D . @)gI sp(p Gomyfluilesr
usvBeumi LiflessTrwBISem6T 6TH CrTedlILgTHayDd LVSTLILL L Lebisehsd  (Fields) wpserenw eflliugraseayn
g Plailwed wewmriLigujb @) Hbas Coueir(BHILD.

STUSHSS60 @)L 1bGILIMID LIgNIUEIEST (LpLpewLowiTaGeum ,  uggieusvseflsst AnFey LdEBIBeTTSSeUT ,
Qe rLiFflullesty] o BIsTHIE THGSLUILL L uTSHS IWBISOTTSGUT @)(HIHHOTID . HTeuUsLD 6T(LSHSHI6 T L%H 6% 65T mILD
CuéHGILTYIS6ESTNID SeflssellwrsCGoaur @reTH CFihHSHTHEUT 2 (HouThSHLILIL VLD . (PBHVTEUSHTS,
Sreustd GIomfll LwesTUTL 19 65T SFSTTL,TULTET STe benar efldsSnai . Qurlulluied wHmib Guipsns
Qury) oy itey Sy rmilFAwrerisends@s Csemeuwmret GBI L auensd Srayssmerd Fsv suflens sp (LB @ L_6dT
sewtlerf] HPlujb suswssuiled Crafsbg sweudbdlHrLST 6ThoHd GO L Ssausvsenaruid staflFlsy Cpiey6lFiig)
CuUDpIguUlD. BBTeUGI, SHewsilest] BlTeLSB6T CLPVLD BT sem6Td CHEMEUUITET HdHeUsVSNTS THMILT LWL (g He LD
WPuHngl. G)FCFW uLVMLHETTEY HIeusmsLd Glomlulluied oy i allh @b yeueuTiieysenard ©6lsTesT(®
CueaTeurmer swrflliugsD@GHD HSTTH HYESSSDGL  , Gwrlanasayb sHLUlESD | FEleuTiibs cLpsV
STILOTSH O HLOESTDSI .

QBTGHHSLILED LgnIeusLssT LlssTeuorm G5 fleyCF L@ srmer .

1. sewev, Qrfl, @evddlwid, Hplailwsv, GBI LD, HdHgIeud CuireTn LeVSTLL L
CUIT(HESTEMLOH ATV WD BHS LIGHI6UEVEH6IT .

usVGeumy o Aflwi/uswL_LiLiraflEerg) LewLL1L|ddsiT.

LeVGoum| QUIFT(HBBTH 2 (HeUTHBLILIL L LIgHI6UEDE6IT .

usVGeumy Lig L1 & &er, LullDF s EndsClser 2 (HeuTdhas LIl L LITL BIg6T.

ps»m a=rrﬁ'rr_'r,'e_r, w'r_r')gmb (PpEOMEFTTT D HIHET.

QF B SHT6TSH6T, (§)FLpH6T GUITETNI CILITFIDEEEHEBEHTS 2 (HUTHBLLL L. 2 DI SH6T .

o vk wN

@)emeu GUITSHTM) LIVaUHS 2 WTHW6eNdH CHTey6lFIL pswMLILIg CFHTEHES CouadtHd . Sasrralewws Cursit@m
Sreusd PHOILTHS Sreusd , USTEILTHS $Teusd 6Tar suswsLILBSSILBSSTHer . Fov CHrBIseflsd spp
QuTfl&EClsaTs  BHreusd 2 (Heurd@EGweluTepgl JliLisysusvsemearts LG wrlassaflsy Glorlrmmid GlFiig)
RHBIS T BB LSTEWTHS Sreusd 2 (HUUBSSLILGS DS .
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STQY&HEBET 2_(HEUTHS (LpwDHlaer

S @evdHwmigHemarts LsV(Hd HPIwFCIFUIUD ailFLOTSLI LIV @)en6sTIISETBISHET 2 (heuTddLiLIL (HsTemesr
FTATOTS, Faill_FTeoThengd CFibd HeVIWTETHBSTLD 6TaTLIT LFIHIHHL L 10 (Project Madurai) stetrp spsstemm
2 (jeurdhdlwsirermi. Goa)id @)eurdl SHTeyL 6T LD LI HMEHSLL ewer (Tamil Heritage Foundation) sreirm
SyewwliLh @ukidleumE g . B)H6T 2 (HeuThsbE M &H: &TTenTLOT6T6oUTS6T Gleo i wesflewwd CFihs
sewstlesflGHL0lpL1 ClLITMlEhTHeTTesT SH6vsTewT6rT LHMID FrLTadlewd] opeui . S PEweVFFaIGHET B)bS
@)memriwiGglev (Tamil Heritage Foundation) urgisrésiiu®bdlsrmesr. Qeairwsstlullesrer GlLifeir Brevadslsd L (Hib
1000 gL pemevdgailysHer 2 srerst . @)ensliGUTsTm LN 19613 HMILD Y LDVVLTLTLD HTeVsmIGaTlaisTar &Lilp
QPEVEVF F6U1GH6IT LOHMILD HLOLPEHSBVI6T6N spemevddrarlg et LT dlaener @)emenruidhdled @)enesnrd@d puthdlujLd
BwLGLDHM suESEIng . Ceib @)FHsmist alleva)tiur @ , srariL b CUreTn HLOlpFEeTleT IruTihs SeVrFTy
S|EML_WITETHBISENETL LIVITL & (1p swmulled Ligley ClFiig @)swemrigdlsd 2 _sor allReug s Liswilsener &)bs
IMESL_Lewer ClFig sumalmgi. (http://ccat.sas.upenn.edu/plc/ tamilweb/tagger.html.) .

QBTL 58 TS @) BHhHgIubs Qurfluluis)d oyt uilsd sreus GurifluluiGsy  (Corpus Linguistics) <y @Lb.
@)wLillenib, @)srempuwr Sewflelld G1HTLHVBIL LiGFl6T susVsvemowimed GlLflgib ailflajul L $reyepes6lsTELliy
Qurflullwisd LvGaumi euenasullsy Caumii HIL LV Yl AHSHmeTHMETULD (LpLgeBemarid 6% T(Hdh%H VIS TS
suehglsiTeng). Gurgieurs, @UCurg CuaFli@®L sreus Guriflullwed , allerds Gwruilweded®mhg (Descriptive
Linguistics) wilseyib Caumiuil’ L @BlésCsTenerd 6% Tesr_gi .

Sreus Swrifluilwed: 1980 - sepdh @ wpedr

@upsns ClorLf] eTeiTLZ) (1 UeDTIENMEHE SLILTHUL L g . &reus Glrfluilwev sergyiailsy Casflss
QErhasemeru|d, CSHTL THewerud, OCFTHEDMTL THemaTUD jiqliLienL wTHds ClaTesT(H Quriflemw aflerdas
wpoul L gl. @Fev, @GolliLrs @ Cwrifluilsy 2 _srer QsTLFHe6T s GHWILILIL L 6TevvTamGemad &6 HL_BISHd

Fn g WeT. Yeupemnd Caafsbg suflewFiLbhss @waib eTaTm BoLGEemsemwd CETenTy Hbss . Gwrflulluisv
sueridAullsy Fribsvdglullesr Ojemi@G oD Sl SHliusens HUBSS WG Seurgl BSmeT wHMID GFiiBlmesr
(Competence Performance) ersmib Garerens CuCrmislig . VST sTetTLIG! @(HouTd Cwriflomlensu
UeWSLILI(HdF] allaTdselsve) Blewsvsmilds @ mld @ LD . 9urgl wersserailsy o srarL_&alw Glrluipleneud
GDI&GW. CFIF M6t eTedTLIGI p(HoUTS G Plwpfleweu Houi 2 (HeuTsElw GGTLTHemerd ClaTast®h jarail(BHloug) .
Sjeui 2_Heurdhdw Casremeu eurgl @)svdssnt Hpleweu wi BHIb LydluedliiLgsve 5 Bl DYFGHPVIG S
DLWl sTedTLIsHSU|D ailerdseusvsvgl . @) wLriLllend Gwriflullsir CFS et sTetTLg o siTerTihg Glomifluflesr
WIS mer gyBlailer wprpswwsnwiub CleusflliLiBdg6ug jsvsv.

Sre|cpsvselsTELiy Curflullwsureriger CeuafllliuT B Blewsvs sreysemerCGuwr oy ied @, 6T(HbHIb ClBTEBTLuTT .
Curiflulet HPiSneissTer wrslflepw euenrwmitinGs sl Curiflulwsorearssflsst oM LIeHT oy @HLD eTeTDTT
Sty QueTmrsd 2_srenmihs Glwrdlullsst yPldmenise@ b Gwrdluilsit CFLFNeId @D 2 6rar (LpdelwLmest
Geumiur@®, Qrflé@ SUUTHUL L &HSSHISHMET 2_6TarL_ddl eniomTeT@GL o) @b .
ojemeyFri srey (quantitative data) stesrLigy ojemey, LHLO6T, LIUIG6VeNT LHMILD COTLH SIbFLD B HHEUDBHETH
QEBTERTL_ BTG, Sreusd @)HHMEBI HETYFTH HTeYd 06nd GlET(HdabeusvsV AMbHSH PTG . Y eTTed Glomyf
Guard weflgisst @ounemms QETHES Guievrg . Qeesrmest wHmID afsui (Shannon and Weaver: 1949) ysreyari
BT EYHENET CLPEVLOT S Gl&TewT(h LIsVSeum| g LILiIewL SjeTeyFTi Y ieyd CHTLLTHSHMET HWLDSHSHILI

yereflulwed suruilevrs Gurflemw ailsufl &a wwermsrarssri . @) @wLilenib ribervgl (1965) Gursstm M 6hTH6iT
DISTYFTT HT6Y&6T HNOIFWVTS, TEHFWFIWITES HEWLOUIT o g WIST; JjeUDNDM & Gl TedT(R) GILomLplLs LiwesTLImL 1g 657
2 _aisTemLn Blemevemwt Ml @) wevrg) stest CBrigwiTsGeou LMISSISTETTI 56T |

WIS meir Blewevuilsd Glflgiid eyHmId6lETsiTeniiL(ha] D UTHE W euensHE6r GFISIDeT Blemsvullsy

Carearmmred(hhsTed g6t LIiGlevsstT L wiors: G HeLOW|LD 6TETLISTEILD HOTEYFTT HI6Y ey
(PRSP LOWITETF| B6V6V 6TeTLISTEY(LD 1980-s6aflsL @)susumiiiaypenm ensaill il L g;.
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wefesr sreussbslesr Lmiiy

9 midlev Goriflullest sreus Qurflufluisy 1960 - Hefleir OBTL SoHG5HCVBW QT BIsliLL L g . Guilid (Quirk:1960)
ST Y Teuld B&GbHs S BIglev Qumflls LwesTuT (B HewfllifenL (Survey of English Usage) 1961 - @)ev
QarTLmdlerTi. 8% srevasl L gglev Lirmerdlery (Francis) wpmin &8grm (Kucera) oymiglev Goriflésrest $reusid
SjewwliLgnaTer Lssiluilsd @mhidleri. H6lLrws Cufgh yawswL pbgister ‘Llreysr sritiusiv' (Brown Corpus)
@leumenLw WpuwnHFwmey OlsrLmisiiul L G% @ . @liuewnfl smssTy 20 S esTHS6T HewLClupmgl . e medT
eeutgalld (Jan Svartik) stesrLisui gy miglevls LweTuT & Sewflifenr (SEV) Ulreysssr sreussglsv (Brow Corpus)
QaTLTha Lssiyfbg @)svenr et - @svenrs_ (London -Lund Corpus) sreugss CSTGLiIenL 2 (heuTdHSlesTTiT .

w1Vl LiesTUTL (Hd SHewflifi 1q60 QBT &% STeVSH60 Liswsi] yfips FCwrealiCr s8¢  (Jeoffrey Leech)
sTedTLIGUT @)eVmhiIGTaVL 6V 6p(h HT6us  swwbensd Bmialerri . @)benwwGw LNHsrevgHls Carearmlw LIsVCaum)
SIQUS 2 (HeUTHSHS S BISEHDSE PULDTH HWHSSHl - SHEUTE sayd Lrfss Qupm LIf g6y Caflug
sreusdslesr (British National Corpus) eypsvimrer GsvmisrevL i - gev@eur - Gluisesr (Lancaster - Oslo - Pergen, LOB)
I|HHME W OLI(HHSTeUSBIGER6T spsdTnT &L . UM 1964 CaAwg sreusid @)iGuTg 200 lsvedlwisT ClFThHEHEHS S,
G Qe TeT(hsTengl . B)SHemBUW euaTiFFUilST cLPOSTTERTLD Hesvflevtulleir susLeVeMLEW Y GHLD . SHFLOUWILD 2 V%
Curiflseaflsy CL(HLOLITOVITETEMsY 6T(PSHHI GITHS6SHGTNID CUFsH GTHE6lE  STHILD STeUSHBIGNET 2_(hH6UTdHS]
Cury) g iale, @Dliiurs gereyFri yuiailsd s LBlw SmriusansGu sthuBddlujsraresr .

@ssrewpur Hreus CurPluilwsy , GFuiglmsir Glorifl Blemsvulsr (Linguistic Performance) 1fg mHSmBHF
QFSaisngl. SPISmer GuriflBlsnsv (Linguistic Competence) uflssr Guosv gy itey ComHGsrereug HewL penmuilsd
@uevrs spsiTm. Gspitb Glomiflulest GlFiZmeir wHmeuiseaflsit seuaTsSSINEG 2 L' L & . $reusds Gorfluilwsy i
SOTOYFTIT QY16 (LPSHDITGHLD. HTeussHensd ClaTasT(h LIVEaIMI eUenEBIWTET LIueV6auaBsTHeaT 2 (HouTdhd oy lia]
QrtIL@EDSI. jeTeysFTi Y ia|penD && LUl s CHemeal 556 . WD P(H (PHDUITET HT6USHLD
QarhsSlsTDg. @)SsTeus CQurfluilisy Y iteywenpeuf] CeusflliL@D (pig6yHeT HeeTSHSID aileTdds
Curfluilwed CGumrsitm wHM Cry oy ieysefedHbg CoumiLil L sweu @D . @& FpsTw Qoriflullusy
2 emeiluflwsd Gomriflullwiev , spellullwisy, GerMuwsv Cumsitm LifleysEmL_6T spriLiTesTg STm . B)SI (5 Dy l1ey
wpewm; Comfluiliish gn miser FsvauhHenm oy UIeUSNHTET eI PewDe® I allaTd &HouGDH 2y @ LD . @)1 & evflenf]
Quorflulwiei st G HBIS W CGTL T CETTL TS HewH MG . HTeusLD sTATMHTEV &I 6p(H Hewflesf] ymluyid
(Machine Readable) suswauflGsur 9jsvevg LiwsiTLBSSID euenHuilGeVT eWLBSSTEHLD .

STQISSHB6BT LIILI6HT 6T

STeUBBISET CTfld CaTarensseners Cargemer ClFugsDHEGD , Gwrflulley yslw allFlsemer o Hourd@Gausn@L ,
usnpw aflFlsemer LIILTH CFweusH@GHL , yeTeflalleurt ugliumiie) QFiausnH@Gd , Gwrflenwd HHEHe LD
spUlssaD HsrTdl CursTn GClTfléHsHallsenar 2 (Heurd@d@aush @Gl 2 MIg%IeNeRTILTS SeDLOW|LD .

CFTev6l6IT (3)6VdEHEMIE: dn MIBWET SewLwirenliLI(hdgIb Parse Tagging, 9jps@Qarsvensy (Base) GlsusflLiLi(Bhdg)ib
Tags, GarHEmTLi wHmid eursSlwgBler s Lenwlienu GleuafliiLi@SgiLb Structural Level Tags <ydlwesr
STUSHSS 6T HTHmS CbLBSSE STL_(halsT 6wt .

CorleusdsVibiser i BweTrlds sewflesiiBlrevreariger GomiflliLiwesT Lr (B Enhd6lser 2 (heuTd @b
CueTeurmeflsit aulgsuswUILIHEGD 2 GBI . HSHausD CFTLHD B LIGHL 2 VG TIGMETS W& W TeTeUSD &)
au1g UeH LS HLILIL (Rl6ITOr GledTOlLIT(HsiTHsT CLITETMI Y bHHS CLOTL S E1hd S TEsT GILDEST 6LIMT(HETHEMEIT 611 6L

©@)d5mallaser GlFwmLbhss L (halesTn 6T .
(5 Corfluiled o HeurdsLiILBD CoeTEUT(HT sThs Bjareyd @l LwsTUBILD 6TaTUmSHF CFTHlGsDlw @)uis)ib
Curflésrer GwsTGLTmeaflesr CFws , LweTUTL B M 61 Y SweudHWVletr HievewiGemgbF CrrHemeTull_d

STEUBLD 6P (1 D UI6YSHST6UELOTEH6YLD CFITHeWITHEHETLOTEH6YLD 6161 HI LD .
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SLOPEL Hreusid

SOPl6L HTeuds 2 (HeurdsasLi Liesst] 1987 - @)ev QerLmiSlwg) . eww@fasiter @)hHlw Gmriflseaflsst bHeusssr
Blmieusstid goliLiTesflgyisiter SuIVBTL_ (B Bpl1eyHEHEGTw CLTEds Cur uLsmVsSHPSESEIL 6T (Tokyo University
Of Foreign Studies) @)swewtbgl LsiTaflll LITL BTEVSH6T HeWeTHenG LD Hevwtlestluilsd eyHM] LPH6IT (LPeHMHIITEHI,
Sraussamndsd sLlLlL 2 Heursdwg . @)semers CsrLihg 1991 - @)L @bl rFler WlstTearamid &ienm uilsd
QarLmsiiu’ L @bsw Gwriflseaflsr Csriflsomil u eusridgd (Technology Development in Indian Languages, TDIL)
eTILD Sl L SFleT 1D @)hFlw Gomriflseflsst Hreusds 2 (Heurdaid 6TeTanID D UieydhSlL L b 18 9L suemesst
CrflEEnhd@Gh CsTLBISlLL L g . S CTHlEsETeT Hreus 2 (Heurdhssd @)bslw Gmilaefs b(heuesr
BlmisuesTssTeL Guphelarerariiu’ L g . CFTed Blewevuilsd @evdmemntd Gmluf(hsemnsrd (Grammatical Tagging)
QB TE LY @)enenTdsd CHemaumet GlLOTEILIT(HET 2 (h6uUTHEBLD ,  LuilevOleuetsT HTL_BlHeL ,  @LpsIL 65T
QsrLrewL_ey (Key Word In Context (KWIC) Concordance) 2 _(heurdass Cahemauimsst GLossTGILIT(H6IT &FiTd 6Tk 6T
Swiriliiy, sreus Gevrenrenio GwsrGLrmst  (Corpus Manager) gwirfliiy oy alweneu @)susumiieySSIL L gglesr
WpEIW GP&ECHTeTHTTS @) (HHSesT . @eueuriioysd Sl b 1995 -@leb wpigeuewL_B5g1 . Sl Fwomi 36 @l F
Syerailsy CFTHHMETS GC\ETTL HT6YBH6T Q) SHFHIL L 5HH60 C1BT &SI eweudbsasLiLL (B sTaTet.

1993 - @ev e1Ms Qg (Eric Pederson) eresrLicuMlsir GLIFHSSLOND 9 l16SH ST HTreysHeneart LigCwi(HdgIs
sewflefluflsy ssH Pl CLFHS SLNPHSTET HTeusLD speiTeD LD (F)bFw ClomflsetlsiT B(HeusswT BlmisuesTLD
2 (HeurdhEwig.

Csremssruilsy ‘Giflwr' stedrm Hewwlib ‘Cum)' eTedTm ewLILID TIPS SIS SLO(PSHHTET sp(h C\F TG LIeHLIW| LD
2 (HOUTHE YSHMET H&TTHS SWTTLiled LwesTURSS W sTersr . GsTL rewL_allseafledBhg UDLILIGLL STeysHssT
GO L QFThHS6T @)L bGLMID CSHTL THemends 6% TesTig (d @ LD . @B ULl g W) HTe SSH6TH
QarLrewLallser 2 HourTsdSwsTaGaur  evevg Coumi suflufley GupliL’ L sresGaur @) HdbsHeOTd . @)eueurm
Hewfleflwms) swswrarliLi(Bd suensuilsd GlFThHaeNeT HI6bSHeTBIS6Td 61d T (HLILISHEUSTLD &I 61dshIdk6T
(Corpus) ererliL®FeoTmesr. @)eeusndss Sreusmisst AnLiLrs o srer e Gwriflulls AnbHs sewflsflFri Glrifld
HHANGENET 2 (HUTHEHPLLW|D. B)bSd STeUsBISHET sp(h Grifluiled sTHLIGBID LTHDBISGEHSE @ THL i ddLg
Cubu@BssLiLL 6y CeusTBLD . (3)sleUeNEIITST HTeudkbisHsT HeawflssilFri Gomhlls LweTuTL 14 MH @ Llseayb

Il LI LW TGLD.

“sflwreilsr GFTsveuniSluilled(hhgl $NDBTVSHSLOL auLpBIGD GlFTHaseT ,  9meu LweTLRSSLILI(BID
UTGSWBIGEHL 6T GUDpgud .BTCeTBSH6T, Lwansens, IPlallws), @GYhbens B)eVESIWID eTedTm LISV
siswnHefedlBhg Lrdlser GFrsvounigluilsy @)L bCupnlpabdlearmer . L6 euswaswiTet LIFdlassT CBTLTHg
Frsveumigulley GFidaliLi(hHlermesr.” (www.crea.in, corpus, html)

QFLEILTS SLOlpTiiey oHH W Blmieuestd e PBHSTEMLOG S L_LILI6wvT15 Eh6IT 6pedTDT s , “uphsLolD
BTVHEHEHHTET HTeUHLD ~ 6TeTeId s(h Sl L 1b ClFwevLI’ (HeuHEIm g . @eupplhsTest LiswilEer
pewLGunhmisumElermer. @)liient Ceugallswrails Apliurs 2 meurdld HblipdhELd HLOD 9y tiejs0d MHEGLD

QuflgIb LweTL®ID 6Tewr TS TLILITTSHeUTD . (Www.cict.in) .

Wy ajmr

SIQUBLD, HTEUBDHBHIEHT LILCTHET , HTeYbHerd 2 (HeurTdhEHoss) , sreusks Clwrifluilwisy , pafer sreussdler Upliy
SOV FTeusd gy Flwiest aflerdssliLil (HeTerest . SLONPlEV 2 (HeuTdasLILIL (BTN STeUdBBIGET (Lp(LYSHLO I T6UT

BT BHEWETS OlBTEITL_HTH ML V66V . sterGou FLOlD FAMbP Hreus 2 (Heurdhss (LpwHHFuilsd
LIVEHED6VHELPSBIGET FF(HILIL (LpeiTer T GeussT(HID .
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SLOLPl6L REweVFHOILY HTe s HEmLD
Gamreall. F&8rLmesst

QariflvmIl L Quid@HbT, ChFl 56usdluis) ewOWILD, HeHEVHLOFCIFIIVSLD, GlF6ITem6vT

FVCHTeTH] aRTGHTHTHT HTeVHEESH (peT CarearHl cpssd GHig eTemId GLmHeww eumiiiphg HLilflesriomuilgyid
Ffl  evevg 2 dld Carerplw GCeumy sThs weslls @lerwrullgd  Ffl  Fhisellsdr 2 swrieney HsLVFI
Caxemeuswis swFews Garew(® Csflallss srev Tl ugliinguwirs susribg owrflesst Csrermlesr
S EITHluileT cpsvid pheuhHE@ @) HbGL Urbs yPlswen LIinmeE Osfalssa LweaTLBSSIUSDETS LiFley
CFinu  GeuslriguilGhss . SHHTH YridbLGHlL CHT(hser, suswreysmssr, @&nlufhser, g dlweneu Chrerm)
SeWeU  T(PSSHIGHTTS 2 (HLormler. LsmeTGurensoullsy 6TpgIeusmn @ sTaflewiowirs @)(HLLIGTID HeunHenm
Fflwrer wpswmuilsd Lrmflsg) QUBSTEV HeRTL BTL &6 PITLO6D () (hdEHLD HetTemio Cl&TenTL_STeLd
LHeTEWTeNeUS6T LIweTLRSSLILIL B 6ubHevT .

LILPBISTE) QeneVdaallgsafls) QLTS BgIsTer sureorhHm 2 aurensarTeT sLblpiseafler efr sursorm , &6V,
SOTFFTTD, UewTUT(H CUTSTD dn MISHHOT @)TTWD I FhHGSH Ul 2_wTihg GClETsiTeug jeudluib . |HBTEV
PEMEVF FrelIq BT YSTECHTT FeVi LITHEHTSHS UHSSBTTE Heweussr LINEBTVSSe) Feaulg Lig 1GLTTTed

Uy sHE Csl(h) 9 FF ugllenuls CUDDET . PENVF HaUIGHENET LITEISHTHH6060T CLPsVLD 6THITHT6V FibhdHh ullest (5,
Quryl, &Hemev, USTUTH, I SBTVSHL L SH6T Felpd BlewevsnLd YIWeT & Dlss 9l 2 aTeniBHsT SlewL_dhiskd
QFlusH @ UTWILILITS HeDLH DG . sTaTGou pewevd FaulgmHemer Guenfl LFTwifldHe) Wlseayb 9eudwii .

BLOWsOL W HOTFFTT Clgmestenioullest wHIss CFTSSTS FaugsHeT HHBLLIBGUG LTSS TV FhSISlT
Qareiremwenpwiujb, HPlewauw b @B FYSTWSS DG uPsIGEDG. wells @eTdSler  HELTFFTT
Cpretenwenw HPHgH ClaTsrer e wWahHlw QUTHaTTS SHeulgssr &HSLULBSIMGI. Feulgsaflsy WewMHHI
FLGG I Plays GlFveushdler giementuileorTsy WL HiGWL Feps sevTdary Lflpgenriailsr @enL Cleuaflenw
BIrliu @piguidb eTTHD 2 _ewTewwenws FLHL  HTVBIHOTD HTT 2 WITPLEHSSI. 6TOTE6U  FULPSHTiIGH6oT
@ssrewpur wHYD  sTHTHETL Chewmeuds@ Haugsemearts urgisriiug e 1Wes eudwib. LPHISTOSHIB60
aslEuflu 9 Nflepiast SBisEHLW  surphrl seflsy GCU@ED uGdomw CFwauflss it HDlensu
TS UGG LITGHISTSSTTHT. LsVCBaum| eulgeumisaflsy sTipd LwsTUBSH TTISG6T. sHFLWID @b ailene
wHliuHy  CFrsgisser urTgasriillsTepwwrsd srewrmosd  Pbg CuTGHLD Blewsvulaerargl. LVGsumi
ugglsefley  suiispmid urrwflddlstylyn AsPlsAltiug)  wrsslrwsty  seflwri  Lrgsriiile
QeaumiwGer FHLsAmgH1. @bs alewsv LHILDD GFsusems urgisTiiug Csfw UlrFflenerwm@d. FHeuly
DUMTHIGET 6 BTl iger FHSSlr WOHMID SOTFFTTSMS UTHISTEHGD SOTeneDWS OlBTERTL g
FOUIGH6T, HOTFFTTLD OHMID YPlewsy FYSTWSHEHIDG OCeualliuBss 2 seoyb e WiHEw GewesTiium@ib.
BlITeuUTHLD, Hemev LOHMID HVTFFTTLD, YallFTSSlrd, sallengsst, DD, SdbgHeud, euTaTFTHEHTL, Gous

WHBITBISET, SHBT HWBHT YBW LITL BISEHET 2 _6TeTL &g

QeuliLiwptd FrliLgupld GsTenTL Cgsrerml (h s u Geulin Blewevulled PewEVFFoUIGHET LIV BITHMTET(H%6T
SPwTosy  B)HLILISVHED.  PEMeVF 6Ly H6If63T 6UTLPBTET FLOTT (LPHBTMI 6T (HBHOTTGHLD . 6TEUCUETEY HT6T
uymrifldgl eubsTID HeMeaudssT BreTenL_ails) 2 (HLTHOWEDLHH , WHH, 6TIPdHSHISHH6T WBIH i bal ST6T
SrenTa GuTi efl(Hb. jeueuTn| LIHTEIW TENeVHET CFHLPMIISD & (PTLISTSH HEHEUBMET BjdFall L ILTECGeur
SIVVG| BVSBLOTEHBCWIT LTHIBTHSIS OlsTsTEhHe) s 5 jeudlwib .

@bBTLs6eflsd, 9Id WHMID SaTTT LIVSHMVE HLHBIGAIID , THF BTVSEBISOYID, T WHMID Sesflwimi
sTflg s glewmoseflend , Sesflwri Bpeusstmiseaflad , Seflwmi Brevshiseafled , rdler g rmiidd

EDLOIIBIFEITIEV PENEVF Fr6Ulq HEIHLD HTHHF FoulgHEHLD LITHISTLILI6D emweudsLiLIL iq (HdhlesTm 6vr . @)emeusgssir
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FaulgHemeT LITTOMSEI eudlermerr . Lugmwiliiy i B CUTETg . Sjeneuseaflsy LTS b HL_dG@GHD HHeusBem6rT
LG Q&5 CoushdiT . Y BNE CHemeuITaTOUDENMD 2 L 6WTlg WTHF GlFiIHTS CousHir(hd . 95 Wrbsefley |,
F6UlgH61Tl6D @)(HdbEGHLD SHUVHMETONLEVTLD (3)6VdEHLOTHE] (LPeHDWITET HT6yd HeThSeD LITSHISTHE]
@) swemtiG et suruilevrs sp(hmIFlenenTdgl CUITE a6 LweTUTL 1g D& GlsTeanr(h eur Geussir(®Ib .

2 6V (PLpsuSBleY|psiTar GlLIHLOLITeVTST SLOLD HMlEhTH6T @)ensmTitbenslt LpMlur njleyid ., sewilet] LupMlw
S liuenL wHMID LweTur® GFwedur® unpmlw 9 mleyb Hewflet] sull Feuly Hefleh 2_6Tar GaeUVBEN6IT 6T6M6UTM)
B VdEHLTSGHeug) 6TeTSm Ggefleursst  GMleyid 2 ewL_weuisHenTsEGou @) HSSDTTHST . &) HHSID Sjeuiseaflssr
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Aim
The goal of the Natural Language Processing (NLP) is to build Computer software that will analyze, understand and
generate natural language like a human. There are two ways in which we can build software 1) Rule based modeling of
the natural language 2) Corpus based modeling of the natural language. In rule based modeling of the natural language,
the natural language information is to be given in the form of rules (Phonotactic, Morphotactic and Syntactic rules) . In
corpus based modeling of the natural language, the algorithm itself derives the rules from the annotated corpora
(electronically stored tagged linguistic data) .The present paper discusses the issues while developing annotated corpora
at word level for the Modern Tamil.
Annotated Corpora
Annotated corpora means the electronically stored text or speech data can be marked or assigned with some notations or
tags in such a way that a machine can understand the text or speech data. The marking may be at different levels of a
language i.e Phonological, Morphological, Syntactic, semantic and Pragmatic levels.
Annotated corpora at word level
Each word has their own class and parts of speech (POS) tagging are simply the problem of placing words into equivalence
classes. Garside (1995) says POS tags to each word is passed through the stages of morphological analysis and
grammatical interpretation.. Generally, specially designed codes carrying grammatical information are assigned to the
words to indicate their part-of-speech with regard to their use in the text (Leech and Garside 1982) . In most cases, a well-
defined set of linguistic rules are used to identify and assign POS tags to words to determine their lexico-semantic entities
and syntactico-grammatical functions in the text.

Uses of POS tagging:

POS tagged corpus is a valuable resource for the works of Natural Language Processing, Language Technology and
Machine Learning

It is useful for describing a language.
It is very useful for testing a new linguistic hypothesis.
At lexical level it allows to analyse the morphological structure of words represented in their surface forms.

At orthographic level it draws distinction among the homographic forms used in the same text or similar other texts to
make distinctions in their semantic roles, and

At syntactic level it allows to identify syntactico-grammatical functions of words.

Procedure for doing POS tagging

In general, the process of POS tagging may be carried out on a piece of text at three separate stages as the followings
(a) Stage 1: Manual or automatic pre-editing of text,

(b) Stage 2: Manual or automatic tag assignment to words, and
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(c) Stage 3: Manual post-editing of tagged text.

Stagel: Corpus usually contains some extra symbols, spelling mistakes, some missing words and sentences etc this should
be cleared. Tokenize the corpus properly by separating punctuations from preceding tokens and by splitting sentences or
phrases into their constituent tokens.

Stage2: In this stage, only one tags should be assigned to each word based on their syntactic and grammatical function of
the word in the sentence.

Stage3: At this stage the entire tagged text database is manually post edited to verify if words are properly tagged.
Tagset

Tagset are names given to a set of tags from which tags are to be given to the input words in a text. The tagset consists of
grammatical tags, which may include the morphological, morpho-syntactic, semantic, and discourse level of tags.

There are different types of tagsets are available 1) Flat tagset 2) Hierachical tagset 3) BIS tagset. Following is the list of
tagsets used for the Tamil language

Ganesan’s POS tagset, Annamalai University,
Amrita POS Tagset. Coimbatore,

AUKBC tagset, Anna University,

Kongu Engineering College POS Tagset, Erode
Rajendran’s ILMT-Tagset, Tamil University,
Vasu Ranganathan’s Tamil Tagset
kathambam of RCILTS-Tamil tagset
LDC-IL-Tamil hierarchical tagset CIIL, Mysore,
IIT-Hyderabad tagset

Microsoft research labs-bagalore tagset

The present paper identified the problem in POS tagging based on the following 14 tagsets developed by CIIL Mysore

Pronoun (P)
Demonstrative (D)
Noun (N)

Nominal Modifier (J)
Verb (V)

Adverb (A)
Participle (L)
Postposition (PP)
Particle (C)
Numeral (NUM)
Reduplication (RDP)
Residual (RD)
Unknown (UNK)
Punctuation (PU)

RN U A WNE

e e S S Y
HPwWwNPEO

Issues in POS tagging
The issue of assigning part-of-speech to words, although appears to be simple, straightforward and one dimensional, is in

fact, embedded with several theoretical and technical complexities with regard to identification of actual lexico-semantic
entities as well as syntactico-grammatical functions of words used within a piece of text.
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1) In Modern Tamil, the word ‘enRu’ occurs in the following way. So based on the syntactic of the sentence we have to
assign POS tags for the words.

1.wh-adjective

Example: enta naalil nii vantaai “ in which day you came ”

2.Adverb

Example: tollai enRu tiirum? ‘when will this problem solve’

3.Conjunction

a.Quatative

Example: avan naalai varuvan enRu connaan ‘He said that he will come tomorrow’.

b.Called

Raman enRu oru aal irukiRaara? ‘a person called raman is here?

c.Purposive

The subordinate verb end with a future tense marker

Example:

naan paNattai ungaLukku koTukkaalam enRu ninaitteen ‘I thought | can give the money to you ’

d.Onomotpoeic

Example: avan kutu kutu ena ooTinaan ‘He rans quickly quickly’
e. Giving focus
naan unakku enRu vaangiya peena? ‘I brought the pen for you only’

2) Tamil has adverbial suffix which is responsible to make any word into adverb example cuttamaaka (cleanly), cukamaaka
(happily), nicaimaaka (surely) amaitiyaaka (silently) but there are other cases in Tamil where this adverbial marker ‘aga’
can come with the Proper noun avan raamanaka vantaan (he came as Lord Rama) .If we tag it as adverb the important
information like proper noun will be missed out in POS tagging.

3) Compound

whether all the compound words should be written as one word or two separate is a problem. V.l.Subramaniam quote as
follows for compounds in a texts “In some places segmentation of the head word was problematic”. The principles of
segmentation adopted are: If the units A and B mean X and Y, A is listed with meaning x and B with y:

If A and B mean only Z then A and B are listed as one word. In some cases A and B may give a different sense also. For
example: the word 'Vilaimagal’ 'prostitute’, it is possible to assign the meaning 'price' to ‘vilai’ and the daughter to
'makal’, the prostitute is a woman who sells her body. Here, he says the word ‘vilaimagal’ should entered as a single
entry.
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If we follows the theory, then we have to split the following words also maangkoTi * mango trunk’ 1) ‘ma’ ‘mango tree’
and ‘koTi’ ‘trunk’ and 2) the word ‘mankani‘ “mango fruit” ‘ma’ ‘mango’ and ‘kani’ “fruit’. But it is not necessary to split
these compounds. Because these compounds are occurring in few places and it was lexicalized in Tamil.

Conclusion:

The present paper discusses only a few problem in POS tagging for the Tamil, still a lot more problem exist in Tamil
language.
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Building an Intelligent Rule Based System for Tamil Computing
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CAS in Linguistics, Annamalai University, Annamalai nagar
ganesan_au@yahoo.com

Introduction

Computational Linguistics (CL) or Natural Language Processingl (NLP) has been developed as a separate discipline
involving the subjects, linguistics, computer science, statistics, and logic. This branch of study mainly concentrates on the
development of suitable models to represent the linguistic knowledge along with other knowledge to the system for the
purpose of analyzing, understanding and generating a text in a natural language. Worldwide many of the tools, developed
for these purposes impress our imagination. Programs for orthography and grammar correction, information retrieval
from document databases, and translation from one natural language into another, among others, are nowadays
available for many languages. However, we have to admit that such programs still lack real intelligence. The ambitious
goal of creating software for deep language understanding and production, which would provide tools powerful enough
for fully adequate automatic translation and man-machine communication in unrestricted natural language, has not yet
been achieved, though attempts to solve this problem already have a history of nearly 50 years.

This suggests that in order to solve the problem, technologists will need to use the methods and results of a fundamental
science, in this case linguistics, rather than the tactics of ad hoc solutions. Neither increasing the speed of computers, nor
refinement of programming tools, nor further development of numerous toy systems for language “understanding” in
tiny domains, will suffice to solve one of the most challenging problems of modern science—automatic text
understanding. In this paper | discuss a computer tractable model, which | have designed and adopted in my software viz.
Morphological Analyzer, Paradigm Generator, Morph and POS Tagger, and Spellchecker in Tamil, for representing Tamil
morphology. | explained, in brief, the representation of morphological information in terms of Machine Readable
Dictionary (MRD) through the unification based grammar formalisms, called feature structures (attribute — value systems)
and the morphotactics through the mathematical formalism, called Finite State Automata (FSA) and Augmented
Transition Network (ATN) .

Tamil Morphology

Tamil is a verb final language with SOV pattern. It shows the Subject-Predicate agreement. It is a left branching language.
The head of a phrase finds its place at the right most position in that phrase and all the attributes are placed to the left of
the head. The words are classified into 4 groups viz. peyarccol (Noun), vinaiccol (Verb), iTaiccol (Paricle) and uriccol in
traditional grammar and are now grouped into 8, viz. Nouns, Pronouns, Verbs, Adjectives, Adverbs, Postpositions,
Conjunctions and Interjections in modern linguistics. Tamil is an agglutinative language; A stem can take many suffixes
one after another to have different grammatical forms and semantic notions. A stem with one or two suffixes acts as a
stem and further takes more suffixes. And Tamil is a morphologically rich and complex language. Particularly Tamil verbs
have a long string of morphemes that express a range of meanings like tense, mood and aspects as well as sense of
assertion, negation, interrogation, reflection, emphasis, etc.

Morphology is the branch of grammar that deals with the internal structure of words (Mathews, 1974) . i.e. It is the study
of meaningful parts of words. The structures of Tamil words are

i) Root (payyan ‘boy’)

ii) Stem + suffix (payyan+kal ‘boys’)

iii) Stem + suffix +suffix +... (paTi+tt+a:n+a: ‘did he read?)

iv) Prefix + stem + suffix + ... (‘am+maNavan+ai ‘that student (acc.)’)
v) Stem + stem (kai+viral ‘hand’s finger’)

In Tamil verbs and nouns are more productive in the sense that they can produce more word forms. The noun takes plural
marker to make plural forms and it declines to different forms by taking case markers. Particles and postpositions can be
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suffixed to a noun. Similarly, a verb can be conjugated to different forms by suffixing tense markers, person-number-
gender markers, infinitive, conditional, relative participle, verbal participle, etc. A verb in Tamil can have more than 1600
forms including forms with clitics, particles, postpositions, etc.

Tamil words are formed by the three morphological processes; inflection, derivation and compounding. The formation of
word forms are normally discussed with the following three components, viz. morphological lexicon’, morphotactic rules
and rewrite rules. The morphological lexicon of Tamil need not have entries for different word forms like paTitta:n ‘read —
he’, paTitta:L ‘read —she’, paTikka ‘to read’, paTitta ‘on who read’, paTittu’ having read’, paTitta:l ‘if one reads’, etc. It
only needs to list the unique morphs {paTi}, {tt}, {a:n}, {a:L}, {a}, {u}, and {a:l}. The suffixes apply to {paTi}'read’ and other
verbs like {koTu} give’, {izhu} pull’, {muRi}break’, etc. as well.

How does one know that */ttpaTia:n/, as oppose to /paTitta:n/ ‘read-past-he’, from the morphemes {paTi}, {tt} and {a:n}
is invalid? The legitimate order of morphemes are expressed by morphotatic rules such as

finite verb —»verb stem + tense + PNG marker
relative participle —pverb stem + tense + rp marker

The order of morphemes in the words is explained by the morphotactic rules . The syntagmatic pattern adds suffixes to
the right in the fixed order in an isomorphic way for each added grammatical meaning.

The legitimate addition of suffix to a stem or suffix to a suffix needs more clarification. The suffixation is not always very
simple. For example, the morphemes {kal}+{ai} = /kallai/ ‘stone (acc.) ’ and not */kalai/. There are some changes in the
morphemes and they are conditional. When {ai} is added to {kal} ‘stone’ the final [I] in {kal} is doubled. i.e. the final [I] of a
monosyllabic word is doubled when it is followed by a segment starting with a vowel. Such changes are called
morphophonemic changes and are explained by rewrite rules.

| —»ll/ (C) v --V [ where v refers to short vowel and V to any vowel]

The morphophonemic processes that are involved in Tamil morphology are assimilation, insertion, deletion and
gemination.

Computational Linguistics

Computational linguistics is an interdisciplinary field dealing with the statistical and/or rule-based modeling of natural
language from a computational perspective. The grammar of a language is mainly written for human use and they as such
cannot be used for computers to process the language. Keeping the linguistic rules as base computer tractable rules or
grammatical model has to be evolved. Linguistics aims at to describe the structure of a language in terms of rules. The
précised set of rules which generate infinite sentences are considered to be a good grammar. Whereas in computational
linguistics how precise or elaborate the grammar given to the system is not very important, but the grammar must be
computer tractable and should analyze / generate a text correctly in a short span of time. Accuracy and speed are the
main criteria for assessing the efficiency of the model represented to the system. Rest of this paper will discuss the model
that represents the morphological information of Tamil to a system.

Computational Morphology

Computational morphology is a subfield of computational linguistics. Computational morphology concerns itself with
computer applications that analyze words in a given text, such as determining whether a given word is a verb or noun. As
shown above words in a language are not simple lexeme; may be inflected or derived or compounded. It is practically not
possible to list the entire word forms in a language, especially for language like Tamil. Then the dictionary will have few
lakhs of entries, which will be difficult to the computers to use. The efficient way to represent the word forms would be
listing all the unique stems and suffixes in the dictionary and having a program for deriving words from the morphological
components. Almost all practical applications that deal with natural language must have morphological component. After
all, an application must first recognize the word in question before analyzing it syntactically, or semantically or whatever
the case may be.
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The typical morphological analyzer for any language tackles mainly three issues: the morphological lexicon, rewrite rules,
and morphtactic rules. Apart from these, there are other issues which should be addressed when we think of any
automatic processor for Tamil. First, the definition of a word. It is very difficult to define word meaningfully. For example,
the utterance /paTittukkontirukkiRa:n/ ‘is reading — he’ can also be written as /paTittuk kontu irukkiRa:n/ or /paTittuk
konTirukkiRa:n/, or /paTittukkonTu irukkiRa:n/. All the four ways of writing are available and acceptable. Second, writing
a word with and without sandhi operation (morphophonemic changes) . The word /nu:Rkal/ ‘books’ can also be written
as /nu:lkal/ ‘books’. Third, choice from many alternant forms. There are different past tense markers in Tamil, {t}, {tt},
{nt}, {in}, {R}, {T}, {n}and {i}s. The selection of a correct one for a given verb is not always a rule governed, mostly semantic
based. Forth, more of exceptions in paradigm generation. Particularly, a considerable number of verbs in Tamil do not
have many word forms. For example, /vil/ ‘sell’, /paya/ ‘be afraid’, /ini/ ‘sweet’, etc. do not have imperative forms; the
second one does not have conjugation other than past tense. Any model developed for Tamil must tackle all these issues.

Approaching a Word

For computational purpose it is considered that a word is a chunk of characters between two consecutive spaces or
punctuation marks. A word can be a lexeme or inflected or derived or compounded. When it is not a lexeme, it has to be
segmented for meaningful components. A word is normally approached from the beginning, i.e. Left to Right (L to R) . But
it can also be approached from the end, i.e. Right to Left (R to L) . In my analysis the latter approach is followed (Ganesan,
1994, 2003) . There are three reasons for opting R to L approach: one, the word final suffixes are limited when comparing
to the stems, which are unlimited. Second, the suffixes are almost unique that they can indicate what could be the stem,
whether a noun or verb, etc. Whereas many stems belong to more than one category. Third, a part of a stem can be a
stem. For example, in the verb stems such as /aTikol/, /aTipaTu/, aTipaNi/, atipo:Tu/, aTipiTi/, aTiyeTu/, aTivai/ etc the
first part /aTi/ forms a stem. These lead to backtracking4 and slow down the system processing.

Morphological Lexicon

A list of unique morphs constitutes the morphological lexicon of a language. In case of Tamil the list of morphs are not
adequate for computational purposes. The morphological lexicon must have more information about the morphological
components. They can be provided in the form of feature structure or category — value matrix. For example, take a noun
/maram/ ‘tree’. The feature structure of the stem is

/maram/ cat = noun
num = sing
per=3
gen = neut
head = maram

These features are necessary to analyze the inflected word forms like /marama:/ ‘is (it) tree? /marankal/ ‘trees’
/marattai/ ‘tree- (acc) ’ etc. and also to verify the agreement with the predicate in a sentence. These features are
represented in the form a database, which | call a Machine Readable Dictionary (MRD) in my analysis. There are two
MRDs: one for stems and the other for suffixes. The structure of the stem MRD is

Stem/type/grl.cat/status

The stem alternant gets a separate entry in the MRD. For example, the word /maram/ ‘tree’ has two entries, as given
below.

maram/01/ian/id/
mara/02/ian/id/

The MRD has four fields. The first field gives the value / head of the stem. Second one gives the noun type that it belongs
to. | have classified the noun into 19 types and the verb into 48 types based on the first suffix that the stem takes. Many
scholars classified the verbs based on the past tense markers that the verb takes. But that classification is not handy to
work computationally. These stem type numbers account for many features that are necessary to parse the word
meaningfully and to have feature unification (explained in the next section) which is exhibited by the components. The
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third field gives the grammatical category of the stem, in this case it is an inanimate noun (ian) and the forth field shows
whether the stem can be an independent (id) or dependent (de) component. Similarly, the suffix MRD has the following
structure.

Suffix/type/grl.cat/word tag /

Here too there are four fields. The first one gives the value of the suffix. The second field, “type” gives the direction to the
machine, where the possible morphological components, that can go with this suffix in the next (towards left) level, are
stored. While the third one gives the grammatical value of the suffix, the forth one marks the word level tag information,
if the suffix is the determining component. Otherwise it is given as /0/.

a:L/36/3sf/FV/
um/10/part/0/

The selection of the first morpheme after the stem is only phonologically conditioned, but also, in some cases,
grammatically and semantically conditioned. As all the words are enumerated in the MRD, the type number tackles the
selection of the its adjacent component. The type number unifies the stem or a morphological component and its next
morphological component. For example,

/maram/ /cat =nhoun /mara/ cat = noun
per=3 per=3
no = sing no = sing
type=1 type=2
head = maram head = mara
—
—
{nkal} cat = noun {a:} cat = noun
type =S1 type = S2
head = nkal head = a:
N—

Here the feature matrix for /mara/ ‘tree’ and {nkal} ‘plural marker’ unify on the basis of the category “type”. The stem
/mara/ belongs to noun type 2 and {nkal} belongs to S1, where S1 is the stem group which includes the noun classified as
type 2. Similarly the feature matrix for /maram/ ‘tree’ and the morpheme {a:} ‘interrogative marker’ unify, as the stem
group S2 includes the noun type 1. But, /maram/ + {nkal} or /mara/ + {a:} does not unify. Therefore the formation of
ungrammatical forms are avoided through feature based grammar.

Rewrite rules

The rewrite rules explain the phonological changes that take place when two morphological components are combined.
This issue of rewrite rules is tackled by taking the alternant forms of morphemes into account in the morphological
lexicon and by assigning proper value for the category called “type”, both in the stem MRD and the respective suffix MRD.
The Finite State Automaton which models the morphological processes of Tamil is explained below.

An FSA is usually modeled by a program. The program receives a string from an input tape. It reads one character at a
time from left to right. After reading the last character, it either accepts or rejects the string. An FSA consists of a finite
number of states. First the machine will be in a state called initial state. As it scans the input string character by character
it takes different states. One or more states will be marked as final states. The states are represented by small circles and
are labeled g0, g1, g2, etc. as given in the following example. Here qO is the initial state. g4 is the final state and is
indicated by double circle. The transitions from one state to another is indicated by a labeled arc. The machine makes
discrete moves from one state to another, the possible moves being just those given in the transition arc After the last
character of the input is scanned if the automaton is in the final state, the input is accepted: otherwise, it is rejected. (For
more details see Jurafsky, 2000) .
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OO
In my approach, the functioning of the automaton differs in two respects. First, the automaton is not reading the string in
the input tape character by character. Instead, it truncates the input string character by character from the left hand side.
Second, the transition from one state to the next is not on the basis of positive match each character. Instead, the
remaining string after truncation is compared with the labeled arc and if it matches then it moves to next state.
Otherwise it remains in qo. Another form of FSA is Finite State Transducer (FST) . An FST is a FSA, but instead of scanning

one tape, it scans two tape simultaneously. One is an input tape and the other is the output tape. The difference is that
the transitions — the arcs in the diagram — are labeled with instruction rather than simple symol.

For example consider the finite verb /pa:Tina:n/ ‘sing — past — he’. The system first finds the match in the stem MRD.
Since the word is not a lexeme, it does not find a match. Then it starts to segment the word using FST for L; This
Transducer truncates the first character from the input string. The remaining is /aTina:n/. It compares with the LHS of the
labeled arc and since there is no match it takes the path *:* and remains in the same state. Then it truncates the next left
most character. Now the remainder is /Tina:n/. Since there is no match, it remains in the qq state. It repeats the same till
the remainder becomes /a:n/. When the remainder is /a:n/, it takes the path labeled as [{a:n}: PNG] and reaches the state
g3, which is a final state. It accept the /a:n/ and writes as PNG in the output tape.

a:N: PNG

a:r: PNG

a:rkal: PNG

With the remaining part of the input, /pa:Tin/ the system takes the FST for L, Now the system truncates the first
character and compare the remainder /aTin/ with the labeled arcs. As there is no match it takes the path *:* and remains
in the state qy It repeats the procedure till the remainder becomes /in/. Now it takes the path /{in}: past/ and reach the
state g, which is a final state. The system writes /past/ in the output tape. Now the system with the remainder /pa:T/
looks for a match in the stem MRD as per the information given in the “type” and verifies in S file whether the verb type
(1) is listed against S2. If it matches in stem MRD and in S file’ then /verb/ is written in the output tape.

in: past

kinR: pre
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The information on the output tape i.e. PNG, past, and verb are reversed (as the input word was analyzed from the end)
and are arranged as verb, tense and PNG. Now the ATN given below for the FV takes these as input and accept the given
word is a finite verb.

Morphotactic Rules

The morphotactic rules explain the arrangement order of morphemes in the word forms. The morphotactics is modeled
through an Augmented Transition Network (ATN), an abstract machine like Finite State Automata (FSA) .

Similarly in ATN the transitions are labeled with strings (terminal or non terminal) . For example the morphotactic rule for
a Finite verb is

FV = verb stem + tense marker + PNG marker.

This can be mapped to an ATN as follows:

verb stem tense PNG

- e

Consider the following Finite verbs in Tamil.
1) /{pa:T}+ {in} + {a:n}'sing-past-he’

2) /{pa:TH {i} + {yatu}'sing-past-it’

3) /{pa:Tu}+ {kiR} + {a:n}'sing-pre-he’

The mapping for the three FVs are one and the same, but the morphemes combined are not the same. In (1) and (2) the
past tense markers are {in} and {i} respectively, which are determined by the PNG markers, {a:n} and {yatu}e. Similarly in
(1) and (3) the tense markers are {in} and {kiR}, which determine the choice of the stems {pa:T} and {pa:Tu}. Here the
unification of features are on the category “type”. In the former {a:n} belongs to type 36 and the morpheme{in} s listed in
the next level under 36, but not the morpheme {i}. So, the system makes correct analysis and never allows the
combination of morphemes {i} and {a:n} or {in} and{yatu}.

Conclusions

The twenty-first century will be the century of the total information revolution. The development of the tools for the
automatic processing of the natural language spoken in a country or a whole group of countries is extremely important
for the country to be competitive both in science and technology. To develop such applications, specialists in computer
science need to have adequate tools to investigate language with a view to its automatic processing. One of such tools is
a deep knowledge of both computational linguistics and general linguistic science. The models designed for Tamil
morphology is purely based on linguistic description and those rules are converted into the abstract models.

Notes

1. The terms computational linguistics and Natural Language Processing are used synonymously, though there are
differences between them.

2. Morphological lexicon is the inventory of all morphs in a language.

3. {t}, {tt}, {nt} and {in} are the four past tense markers. The others can be derived from these using some
phonological rewrite rules. But, here all are taken as markers.
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4. Backtracking a procedure where the system comes back to the same position a number of times when it fails in its
previous steps.

5. InSfile the verb types / noun types which can go with a particular type of suffix are listed as S1, S2, ..... For
example, if a suffix is marked with S1 in the type comes to the stem MRD, and if there is a match for the verb stem,
then it compares whether the type number of the verb is included in the S1 list. If so, the word is accepted.

6. In this system {yatu} is taken as an alternant form of the PNG marker {atu}. It first segments {yatu} as a morpheme
and later realizes to {atu}.
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ABSTRACT

Recent Machine Translation (MT) has focused on translation of non-colloquial language. Teaching the diglossic situation
of a language like Tamil is always a challenging work, and requires e-learning tools to express the difference between the
multiple faces of the language. Here the idea is to make use of the existing rules that defines the convergence of
colloquial language from the formal one. This paper is an attempt to develop a fully automatic NLP system to translate
the Formal Tamil (FT) to Colloquial Tamil (CT) . Automation of the translation is achieved by expressing the conversion
rules in terms of Turing Machine of Finite Automata paradigm. Though the Turing Machine handles word by word, the
overall system is capable of converting a FT document into a CT document. Here the system performance is around 82%.

1. Introduction

In many Languages the colloquial version as found in typical conversations is different than text found in technical
manuals, newspapers and books. The chance for a language which has two forms (colloquial and formal) is termed as
diglossic situation. Tamil is one such language which has diglossic situation namely Formal Tamil (FT), mostly for writing
and Colloquial Tamil (CT), for speaking. The language of writing differs considerably from the language of everyday
conversation — so much so that there is no universally accepted way of writing the colloquial variety in Tamil script.
Handling this diglossic situation within Tamil Nadu, would not be a major problem. But for the people who knows only
writing Tamil (like Tamilians who have born and brought up in foreign countries) faces some difficulties to learn the
colloquial Tamil. As most of the Tamil course materials available are for writing Tamil, those who do not have the practice
of speaking in Tamil will find it difficult to identify the equivalence between these two forms. And another problem is that
most of the times it is not possible to avoid the influence of formal Tamil in their speech. More than 40% of Tamil NRI kids
are coming from Non-Tamil speaking backgrounds to primary schools [4]. This implied a lack of authentic context of the
usage of the Mother Tongue Language at home.

A great deal of Machine Translation (MT) has focused on translation of non-colloquial language. Thus it would be a
noteworthy work for Tamil Language and Tamil Computing researchers to focus on the development of colloquial Tamil
teaching aid which gives the equivalent formal Tamil. The part of Tamil Language researchers have started considering
this issue during 1980s itself [2]. A well defined collection of rules have been established for the conversion of colloquial
Tamil to formal Tamil. So far 29 rules have been derived based on phonology and morphology of Tamil. Now it is our turn
to automate these rules.

Thus a relationship between complexities in learning the oral language in parallel with formal version is an emerging field
in the current research of natural language processing. Aim of this research paper is to present the automation of the
derived rules of Formal Tamil (FT) to Colloquial Tamil (CT) converter using a virtual Turing Machine Automata as an
implementation aid. This work is expected to bridge the gap between the formal and colloquial Tamil of NRI Tamil
learners.

2. System Design — FT2CT

Any formal Tamil document will be the input for the system and the expected outcome is a corresponding colloquial
Tamil document without any change in the meaning. Figure 1 shows the overall architecture for the converter. The word
splitter splits the document into individual words. Before splitting, all the punctuation marks have to be hidden. Turing
machine is constructed as a rule based system of FT2CT. Each word of the document will be the input for the Turing
machine. TM construction is discussed in the fore coming chapters.
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CT document

Word
Splitter

FT document

Repeats for each word

Figure 1 — FT2CT Architecture
3. Why TM?

Turing Machine is essentially a finite automaton that has a single tape of infinite length of which it may read and write
data. One advantage of Turing machine over programs as representation of what can be computed is that the Turing
machine is sufficiently simple that we can represent its configuration precisely. And comparing to programming languages
the state of the variables can be followed in a more precise and understandable manner. [6]

Turing Machine has great computational capabilities that can be used as a general mathematical model for modern
computers. It can model even recursive enumerable languages. Thus a Turing machine can model all the computable
functions as well as the languages for which the algorithm is possible. Turing Machines can be programmed. Hence TM
accepts a very large class of languages. So it is considered as a most powerful computational model.

Conceptually a Turing machine, like finite automata, consists of a finite control and a tape. At any time it is in one of the
finite number of states. The tape has the left end but it extends infinitely to the right. It is also divided into squares and a
symbol can be written in each square. However, unlike finite automata, its head is a read-write head and it can move left,
right or stay at the same square after a read or write. Given a string of symbols on the tape, a Turing machine starts at the
initial state. At any state it reads the symbol under the head, either erases it or replaces it with a symbol (possibly the
same symbol) . It then moves the head to left or right or does not move it and goes to the next state which may be the
same as the current state. One of its states is the halt state and when the Turing machine goes into the halt state, it stops
its operation.

3.1. Formal Definition for Turing Machine
M= (QI ZI rl 6! qSI Bl F)
Where,

M: The Turing Machine
Q: The finite set of states of the finite control.
2: The finite set of input symbols.
T: The complete set of tape symbols; Z is always a
subset of t.
6: The transition function & (g, X) = (p, Y, D)
Where,
P & q are states in M, q is the sourceand p is the destination
Xis an input symbol
Y is a symbol in 1, for replacement
D is the direction for next move (left or right)
gs: The start state, a member of Q, in which the
finite control is found initially
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B: The blank symbol. This symbol is in T but not in X
F: The set of final or accepting states, a subset Q

4. System Construction
Main focus of this paper is the construction of Turing Machine for predefined rule.

4.1.Rule 1

@)Br5Bl60 ClBTL_BIGLD sp(h GFTV60lL B)ETHWS (GG BT BjV6VG| W&TILD 7w GotCluITedlE6ir 61b S T6L
@)&ri erarors wrmdlng [1] & [2]. (er.&1: Hewsliy — OgmasLiL), @)sLp — sTHLD)

T™1= ({qsr A1, 92, Of }l {TL}I {TLI B}r 61 Qs, Bl { Qf})

Where § is, aga/aga, €
Aiga/Aiga. €
6 (g, Eagaram) = (q,, Eagaram, R)
6 (g1, Agaram) = (q,, Agaram, L)

6 (g4, Aigaram) = (q,, Aigaram, L)
6 (q,, Eagaram) = (gs, Yegaram, R)

) 4

Eaga/Eaga, 2> Eaga/Yega, >

Figure 2 — TM for Rule 1

4.2.Rule 2

2 H75Fe0 CBTLBIGLD CIFTVONISEH BHSSHI S BTLD HeVsVgl 0&TTLD eyMlw 2 uliGloil 6TWHSHIH6T 6UHB TV
2 &rib p&rwrs wrpb. [1] & [2] (s1.&T: @L L — CEsTL6D)

TM2= ({qs, dy, 9, 9 }, {Tamil Letters}, {Tamil Letters, B}, §, qs, B, { as})

Where § is, aga/age, <
6 (g, Vugaram) = (qq, Vugaram, R) -
6 (a1, Agaram) = (g, Agaram, L) RN
6 (g4, Aigaram) = (q,, Aigaram, L) T
6 (g,, Vugaram) = (q;, Vogaram, R)

Vusza/V

Figure 3 — TM for Rule 2

This machine is only for Rulel, the solid lines denote the actual transition and the dashed lines indicate the transitions for
the fore coming rules.

4.3.Rule 3

(1 GlFTeLe0l6tT BMIFIWITS H6VeVL @)ewL_uilsd 6u(HLD o&TTD CUFHUPSHL Fendhal ST HPH MG
THTSSDGLD GlewL Ll B @e0lsSlarmg) . (sT.&T: @)ewa — 6TF, LTeHS — LITS)

TM3= ({qs, 91, gf }, {Tamil Letters}, {Tamil Letters, B}, §, q,, B, { a¢})
, S, Aiga/aga,

%) ”



Where § is,
& (g1, Aigaram) = (qr, Agaram, R)
Figure 4 — TM for Rule 3

4.4.Rule 4

@DHSHT @ewL_Blemevwrdln “$5" eTerenid (PewL_Blewev @)Hrbensd MBS auBLEILITLE "&FF” ereTmd, " bdb”
sTeorLIg) " 6hd” eTedTmILD oMM LI(HSlSTD6. (6T.&T: LI &S T — Lilg FFT6T, Ll b mTedt — spLflehFTedr)

TM4= ({qs, g1, 92, A3, Ga, 9 }, {Tamil Letters}, {Tamil Letters, B}, §, qs, B, { ar})
AY
Where 6 is, Th-th/ch-ch. > N
6 (g4, Eagaram) = (q,, Eagaram, R) Eaga/Eaga.
8 (az, th-th) = (a3, ch-ch, R) ---
8 (az, ndh-th) = (qa, nj-ch, R)
/
ndh-th/nj-ch, > ,
/
Figure 5 —TM for Rule 4

S63fldGHDlensv 9 (DG BTHT , STHT, %I, VST ClwiisCarT® (igeuswL b GFThHoseaflsd GGl pddi
@l 9sg1 2 &1 CFibhHl (LplgeusnL_SlTnE . OBy ewevs CHTL THE UL VHT, eTasT GWGWIT®H (LpLysusHL_w|Lb
QFrpsaflsy Varid 2 &rbGsTH CFihagl pedldbaliLiRBMGI . (67.85 LIV — LIVEY], LITED - LITEY])

4.5.Rule 5

TM5= ({qSI A1, 92, 93, 94, 95, Je, At }l {Tamll Letters}, {Tamll Lettersl B}' 61 Qs, BI { le})

n/n,
Where § is, >

NA/N’ n/n, -nu, >
8 (qs, SVS) = (a1, SVS, R), & (g5, LV) = (q4, LV, R) N/N-Nu, =
8 (as, n) = (a2, 0, R), & (a1, N) = (a2, N, R) SUS/SVS TR

6(qy,1)=(az I, R), 6 (as, L) = (a2 L, R)

& (92, B) = (a3, B, L), & (as, B) = (qe, B, L)

&(a4 1)=(as, I, R), 8 (a4, L) =(as, L, R),

& (a3, n) = (ar, n-ny, R), & (a3, N) = (g, N-Nu, R

6 (q3I I) = (qfl I-IU, R)r 6 (q3l L) = (qfl L-Lul R)I
6 (q6l I) = (qfl IU, R)r 6 (q6l L) = (qfl L-Lul R)'

L/Lu. >
Figure 6 — TM for Rule 5
[SVS=> Short Vowel in Solo and LV = Long Vowel ]

4.6.Rule 6

S63fldGHMlewsvs Hallidhg) eorsr GGWTEW e CIIGWTHID  (igeuswL Wb GFTHE6f6 sy , T Glosvedlss
2606 QBB , (BT WpHCETOSH6TewL (phewsw 2 uNGrredlullsy sTmudlesrmest . (6T.6T: UBBTET - 6UBST™,
GurGesrmid — GUT@srm™)

TM6= ({qs, 1, Az, O3, d¢ }, {Tamil Letters}, {Tamil Letters, B}, 8, q,, B, { as})
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Where § is,

s, !SVS) = (g4, ISVS, R),

ds, n) = (a2 n, R), 6 (g1, m) = (a, m, R),
gz B) =(as, B, L),

s, n) = (ay, B, R), 6 (g3, m) = (ay, B, R)

OO0 O O0

Figure 7 —TM for Rule 6

[ISVS = Except SVS]
4.7.Rule 7

@By eV GIGTL THG wWar GCliiuflsy (pigeuen_wjib CFTHSHET @)HTHaHIL 60T CFTHGI (Lplg-6r6wL_65T D 6vT . (e1.&m:
sril - srull) . GPlewed CBTL THE wWeET Ciiullsd wpigeusnLujb QFThHaEsT @) 19655 B)aTdgIL 6T Caipgl
YuysuemLEermerr. (st.am Qumi — Quminudl) . gma&rr oPlw rwsd e CwrsEnh @%b sTPlw
wasrE8STH (PlgeusHL_BleTmerr. (61.5m: sna — ewgull) .

T™7= ({qSI A1, 92, 93, 94, Qs, d6, 97, Q¢ }I {Tamll Letters}, {Tamll Letters' B}I 61 Qs, BI { qf})

Where § is, SV/SV.

§ (9 SV) = (s, SV, R), 8 (g, LV) = (qa LV, R), YV

6 (qs, Igaram) = (q5, Igaram, R), & (a7, B) = (qy, Yi, R),
6 (qll YI) = (qll YII R)I 6 (qZI B) = (q3l BI L)I

6 (q4l YI) = (qSI er R)r 5 (qSI B) = (qGI Br L);

6 (q?al YI) = (qfl YI-YIEI R)I 6 (qGI YI) = (qfl YIEI R)

Figure 8 — TM for Rule 7

lga/lga.

5. Performance Analysis

The rule based system of colloquial to Formal Tamil conversion is tested with 1282 words totally. Table 1 gives the
performance of each rule.

Rule # of Test words in FT # of Correct CT words
1 243 203
2 231 190
3 152 134
4 271 220
5 289 233
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6 172 141

7 167 129

TABLE 1 — Rule wise test results

Overall system performance is 81.97%Reason for degradation is that for some words the converted version changes the
intended meaning of the input word. For example as per rulel the term “Eadai” will get converted into “Yadai”, which has
completely different meaning (“eadai” means “in between” and “yadai” means “weight”) . Such special cases need to be
handled separately.

6. Conclusion and Future Work

In this work, Turing Machine is constructed for 7 rules of FT2CT conversion. This system can act as a convenient tool to
develop e-tutor kit to teach colloquial Tamil to NRI Tamil students. Likewise there are totally 29 rules exists. By
implementing all the 29 rules a complete version of formal Tamil to colloquial Tamil converter can be published. It is
highly modular allowing rapid extension to new target languages which has diglossic situation, provided the relevant rules
need to be identified in advance.

Here the work is limited only for words, and is extendable to sentences and documents which are in colloquial form.
Further work is planned to focus on the reverse process (i.e. Colloquial Tamil to Formal Tamil), which can create great
impact on formalizing the output of speech to text converter and many like documentation works. This can also be added
as a add-on feature in a Tamil Text editor for special purposes.
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A Parsing Engine for the Study of Tamil (Finite —Tensed) Verb Structure
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Introduction

Tamil is one of the South Dravidian Languages in India. It is agglutinative in nature and as a result, highly rich in
morphological processing like inflection and derivation which cause many orthographic changes. Further, Tamil language
has a rich literary and grammatical tradition. The earliest extent of Tamil work tolkaapiyam is a grammatical treatise
which is considered to have been written before the beginning of the Christian era. It is very gratifying to note that the
author of this great grammatical work was well known for many problems of Tamil morphology and morpho-phonemics
that deal with internal organization of words including sandi rules. It is not claimed that it is a complete grammar.
However, the attempts in morphological works like morphological parsing of verbs are still being done by many scholars
in order to achieve a complete grammar in Modern Tamil in the aspect of natural language processing (NLP) .

Relating to parsing, exhaustive and detailed study of parsing Tamil verbs under various head words like infinitive, time
expression, relative participle, verbal participle and person, number gender etc. is being worked out by various scholars at
the Center of Advanced Study in Linguistics (Annmalai University), Tamil University, Madras University, and so on.

In general, to parse a word is to provide an explanation of its grammar. It includes the morphotactic structure of word
and its rules. In parsing, the word is grammatically named; and the components or morphs of it are explained as well.

Once a formal parsing was experienced in the study of grammar to great extent; but now it has a less important place in
the academic arena. For instance, the term parsing is now-a-days rarely used in the school level examinations, as well. In
a number of examinations, however, the students are still asked to explain the grammatical function of certain words in a
given context, and on the other hand it really amounts to parsing process. As a result, the students are subjected to
follow a scheme of parsing properly. For instance, if we are asked to explain the grammatical function of particular words,
we will generally find it necessary to give the scheme and we are free to add other notes to make it clear that we fully
understand the grammatical points involved. Though the vital grammatical points are given below, for this paper the
grammatical category verb is considered for the study of its internal structure.

e Nouns: Number, case, reason for case

e  Pronouns: Kind, person, number, case, reason for case

e Verbs: Kind - transitive or intransitive or even ditransitive, conjugation - strong or weak, voice, mood, tense,
person, number, agreement with subject.

e  Auxiliaries should be taken with the verb to which they belong and the compound verb parsed as a whole.

e  Participles: Tense, voice, word qualified

e  Gerunds: Tense, voice, case (as for nouns)

e Infinitives: Tense, voice, if verb noun — case (as for nouns), if qualifying infinitive- word qualified

e Adjectives: Kind, degree (if any), word qualified

e  Adverbs: Kind; degree (if any), word qualified (In the case of relative adverbs, name the antecedent)

e  Preposition: Word governed

Objectives of the Paper
The objectives of this paper are:
e To parse the finite verbs (tensed - present, past and future) found in Modern Tamil with the labeling of its
component tags through a computer program written in VB6.
e To create a Tree Diagram or Parse-Tree of the given verb, according to morphotactic rules. The visual parse tree

will make us understand the components of the parsed verb easily.
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e To compile a lexicon consisting of nearly 800 root verbs for this article. The lexicon is a must for returning/
extracting information, wherever as well as whenever necessary, while parsing the given verb.

Reviews

The various works on morphological analysis like morphological parsers have been developed by many scholars in India.
But, for all we know, the works have not been seen on market, yet. Thus, as we, a student of linguistics at CAS in
linguistics, Annamalai University and teacher of English at Trincomalee, Sri Lanka and the Associate Professor of linguistics
at CAS in Linguistics, Annamalai University are very much interested in the field of NLP, we would like to engage ourselves
into developing this user-friendly and detailed Tamil Verb Parsing Engine tool for modern Tamil finite verbs (tensed) as
our complimentary contribution to our mother tongue, i.e. Tamil language spoken in India, Sri Lanka, and other countries
in which the Tamil diasporas live.

Methodology of Morphological Parsing Engine

Generally morphological parsing engine is a computer program that performs the parsing process of the words based on
morphotactic rules or analysis. In our program, the engine (program) obtains an input as a string (verb tokens) from the
user for parsing process and it almost verifies whether the given string is a valid construction of the source language
(Tamil) .

As far as the syntactic analysis is concerned, parsing is explained in two terms which are top - down parsing and bottom -
up parsing. Similarly, left to right parsing and right to left parsing, are advocated for morphological analysis. To this
seminar paper, the right to left parsing and the top - down parsing are applied for recognizing the verb root, verb stem
and also the suffixes that are affixed to the stem, and for creating a parse-tree, respectively. Further, right to left parsing
is an attempt to find the suffixes affixed with an input string and by starting from the right to left order and since it is an
attempt to find the left most inflecting base for an input string, a right to left parser may require to do back tracking, i.e.
the repeated scan of the given input until the base of the input string is obtained. Top - down parsing starts from root
node of the given string and proceeds towards leaves.

Considering this article, the following three steps are involved in the methodology of the Parsing Engine for Modern Tamil
Verbs (Tensed) .

a. Data Collection: For the present study, most of the finite verbs in modern Tamil have been collected from the
KRIYA (Tamil Dictionary), text books and dailies as the primary source of data.

b. Coverage: In finite verbs, only the tensed (present, past, and future) verbs have been taken into consideration.
The rest of the verbs like imperative, hortative and optative that belong to tense less finite verbs, are not taken for
account for this paper.

c. Data Analysis: The above mentioned data are analyzed by applying computational linguistic approach for
identifying the components or morphemes of the finite verbs like present, past and future tense markers; Person-
Number - Gender suffixes; and the stem or its alternants that have to be parsed through the computer program.

Hypothesis

After implementing our concept in this program, the completion of our task (the product, i.e. Tamil Verb Parsing Engine)
will be fully successful without any complication.

Description
1. Parse Tree (Tree Diagram or Verb Inflection Tree) of a String

Parse tree refers to an instance of a non-terminal in a given string by the right hand side of the production rule, which left
hand side is the non-terminal to be replaced. It produces a new string from a given string, therefore the process
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(inflection) can be used repeatedly to obtain a new string from a given string, and if a string obtained as a result of
inflection contains only terminal symbols then no further parsing is possible. While inflecting a string, ever inflection or
derivation is considered to be a step in the parse-tree construction; then we get a graphical display of inflections of a
string as a tree, called as parse tree of a string. It satisfies the following requirements:

1. All the leaf nodes of the tree labeled by terminals of the grammar.

The root node of the tree is labeled by the start symbol of the grammar.

3. A string whose inflection is represented by the given tree, is a string obtained by concatenating the labels of
the leaf nodes of parse tree in a left to right order.

N

2. Parsing

The Tamil Verb Parsing Engine (TVPE) is a tool basically used to identify the morphemes or components of a complex or
derived verb. It takes a derived verb as an input string and separates it into the root verb and the corresponding
morphemes as tense marker and PNG marker. The function of each suffix or morpheme is labeled. It uses rule-based
approach. The steps involved are as follows:

1. A tensed finite verb is given as an input. Then, the morphological parsing engine or analyzer starts scanning
the string from right to left to looking for suffixes. A list of suffixes ruled out based on lexical morphology is
maintained for this purpose.

2. It, then, searches for the longest match in the suffix list.

3. The morphological analyzer removes the last suffix; and then, determines its tag, finally adds it with the word’s
suffix list.

4. Then, it checks the remaining part of the verb in the lexicon of nearly 800 verb roots (for the purpose of this

seminar article) and exits if the entry is found.

Based on the identified suffix, it generates the next possible suffix list.

6. The second step is repeated with the current suffix list.

o

Examples

Simple Present

1. Gusaimmsn (peecukiRaan)

Gus < Verb Root > following parse tree.

-&\i < Present Tense > Verb

-y < 3t Person Singular Masculine >

2. Gusalsipnsi (peecukinRaan) i Skiffixes

1. Gudlemnsir (peecinaan)

Bux < Verb Root >
1. Gussuneir (peecuvaan) Tense PNG

|

Gua - & - e

2. Guaib (peecum)
Bus < Verb Root >
o 1b < Future Tense & 3 Person Singular Neuter > €.

Note that in the above examples, the suffixes italicized in the following set of grammar, are affixed with the verb stem

peecu for denoting tense and person-number-gender (PNG) .
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V = S; T PNG (structure of finite verb - tensed)

St = peecu (verb_ root)

T->Pg/Pa/Fy

Pr > -kiR- / -kinR- [ -kkiR- / -kkinR- (present tense markers)
Pa—> -in- [ -t- [ -tt- [ -nt- / -T- [ -R- [ -n- [ -i- (past tense markers)
Fy—> -v-/ -pp- / -p- (future tense markers)

-um- (future tense & 3" person singular neuter)

PNG - -een [/ -oom [ -iir [ -irrkal [ -aay / -aan / -aal [ -aar /

/ -aarkal [ -anar [ -atu [ -ana (person-number-gender markers)

V stands for VerbS; stands for STEM

T stands for TENSEPNG stands for PERSON-NUMBER- GENDER
Pg stands for PRESENTP, stands for PAST

Fy stands for FUTURE

Implementation of Parsing Engine:

The parsing engine for the above grammar can be implemented by writing a program in VB6 to process the input string
for performing the successful completion of the parsing. Thus, the parsing engine scans the characters of the input string,
and whenever it gets the sufficient characters which constitute a token of the string, it reflects the morphologically
parsed output. In order to perform this task, the parsing engine must know the tokens of the string to be implemented,
i.e. it must know the keywords, identifiers, operators, delimiters, punctuation symbols, etc. Then, when it scans the
source string, it will be able to return a suitable token, whenever it encounters a lexeme for a token. The lexeme is a term
used to refer to a sequence of characters that expresses lexical as well as grammatical meanings in the given string that is
matched by the pattern specifying the identifiers, operators, keywords, delimiters, punctuation symbols, etc. in the
language. Therefore, the features involved in the design of the parsing engine are:

1. Specification of the token of the input string.
2. Designing a suitable recognizer for recognizing the tokens.

Sample Visuals:

@ Taonil Verb Parsing Engine ~—4

Tamil Verb Parsing Engine

Guam - alh - sk

Gus < Verb_Root >
£4) < Present Tense >
@ <3 Person Singuiar Masculine >

I R T )
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Conclusion:

This attempt results the output as a full-fledged efficient parser for Modern Tamil Verbs (tensed) . The aim of this attempt
is successfully attained, and it implies that the hypothesis is fully proved and accepted. Further, this tool will be very
useful for all kinds of learners, language teachers, researchers, programmers, and scholars who are involved and work in
the field of computational linguistics particularly in machine translation and Tamil verb (tensed) grammar analyzing and
teaching, i.e. Tamil computation.
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Abstract

This paper presents machine learning solutions to a practical problem of morphophonemic changes. The machine
learning algorithms treat the morphology acquisition problem as one of ‘learning to map’ one form of representation into
another. For example, sequence of characters into morphemes, set of morphemes into a grammatical category.

The study which deals with all kinds of changes like addition, deletion, alternation etc., when two or more morphemes or
words occur together is called ‘Sandhi’. In general the end of the first morpheme or word and the beginning of the
following one are taken into account in Sandhi. The end and the beginning of morphemes that are added can be either a
vowel or a consonant or consonant cluster. There are many combinations of such characters. These Sandhi rules should
be explicitly specified for morphological analysis in a rule based system. These rules can be learned automatically by the
system from the training samples and subsequently be applied for new inputs.

In this paper we discuss the machine learning model which learns the morphophonemic rules from the training data.
When adding case suffixes to nouns, certain nouns undergo sound changes. The Sandhi rules describe these changes. In
this model, we have trained the system to learn the noun inflectional patterns. The Decision tree algorithm is used for
modeling.

Introduction

Many of the Indian languages are morphologically rich languages. Words in these languages are formed by combining
meaningful constituents, called morphemes. Some morphemes are free morphemes and others are bound morphemes
which join with free morphemes. The way in which these constituents are organised in word-forms follows morphological
rules. Morphemes may have varied form in particular contexts, when we speak of allomorphic variations of that
morphemes.

One important aspect of morphemes is that they change when grouped together. Actually, they influence each other
phonologically. These changes are called morphophonemic changes so that we can say that they are changes in the
phonological structure of words which occur when morphemes are grouped together.

When suffixes are added with words, a change in the word or addition of consonant or vowel takes place depending upon
the nature of the suffix. The rules that make a change in words when adding suffixes are called sandhi rules. The word
'sandhi' is a Sanskrit word meaning ‘meeting together’. Application of sandhi rules is necessary to correctly write and
pronounce complex word forms.

Morphophonemics is the study which deals with the phonemic variations of a single morpheme in the given
environment. It deals with all kinds of changes like addition, deletion, change etc when two or more morphemes occur
together when they stand in conjunction, is called sandhi.

It is undeniable that the morphological aspect is indispensable for making sandhi rules. Internal sandhi occurs when two
morphemes are added with one another and external sandhi occurs between two free-forms or two grammatical forms.
The internal sandhi occurs in the morphological structure because, it relates to the sandhi of the morphemes within a
word. So it is called “morphological sandhi”. The latter one occurs in the syntactic structure of a language. So, it is called
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compound or phrase or “syntactical sandhi”. A morphophonemic rule has the form of a phonological rule, but is restricted
to a particular morphological environment.

An example of a morphophonological alternation in English is provided by the plural morpheme, written as "-s" or "-es".
Its pronunciation alternates between [s], [z], and [iz], as in cats, dogs, and horses respectively. A purely phonological
analysis would likely assign to these three endings the phonemic representations /s/, /z/, /iz/. On a morphophonological
level, however, they may all be considered to be forms of the underlying object //z//, which is a morphophoneme. The
different forms it takes are dependent on the segment at the end of the morpheme to which it attaches — these
dependencies are described by morphophonological rules. The alternative realisations of morphemes are called
allomorphs.

Machine Learning

Machine learning is one of the important research and application areas of artificial intelligence (Al) . Machine learning is
concerned with acquiring knowledge from an environment in a computational manner, in order to improve the
performance. Machine learning is the capability of a computer to learn from experience (training data) and to extract
knowledge from examples. A successful learner should be able to make general conclusions about the data it is trained
on. This allows it to act appropriately in new situations. Many machine learning techniques have been applied to NLP
tasks.

Most natural language processing (NLP) tasks require the translation of one level of representation to another. For
example, in text to speech systems, the spelling representation of words is translated to a corresponding phonetic
representation; in part-of-speech (POS) tagging, the words of a sentence are translated into their contextually
appropriate POS tags. All these types of NLP tasks can be formulated as a classification task, and are therefore
appropriate problems for machine learning methods. Classification-based learning starts from a set of instances
(examples), each consisting of a set of input features (a feature vector) and an output class.

Decision Trees

Decision trees are one of the techniques for solving classification problems. Decision trees are easy to create, to
understand, and to apply, and they are quite accurate. Other important methods are maximum entropy models, memory-
based learning, neural networks and Genetic algorithms. Decision trees have been applied to a wide range of NLP
problems including grapheme-to-phoneme conversion, part-of-speech tagging, tokenization, parsing, language modelling,
classification of unknown proper names and spam detection. Many of these methods directly apply decision trees as
classifiers [Black et al.].

Decision trees are learned from training data. Each data item consists of a set of features describing an object and the
class of the object. Table 1 shows an example data items. Decision trees are recursively built beginning with the top most
node by (1) computing the best test for the current node according to some splitting criterion, (2) creating a subnode for
each possible outcome of the test, and (3) recursively expanding each subnode in the same way until a given stopping
criterion is satisfied. Usually, the decision tree is simplified (pruned) in order to avoid overfitting of the training
data[J.R.Quinlan].

Sandhi rules in Tamil

Tamil is an agglutinative and concatenative language, where morphemes are strung together to form long words. There
are free morphemes and bound morphemes. The bound morphemes act as affixes which combine with other morphemes
to form inflectional and derivational categories.

Affixes can be realised in many ways. For example, past tense is realized with ¢, 1¢i¢, i¢i¢, ¢¢, and i¢ and plural is realized
with e+¢, ecé+¢, éce+¢. These alternations are conditioned by the phonological properties of the surrounding sound
segment of the affixes. However, morphotactic constraints which involve the ordering relations among morphemes are
also effective in realisation of word forms. That is, affixes cannot be attached one after another in a free order. Thus in
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designing language analysers, one should design and implement the mechanism that performs the phonological
alternations and check the validity of ordering for the realisation of morphemes.

When adding a particular morpheme with another morpheme, the changes occurred depends not only on the characters
but also on the type of the morpheme. In the following case, unless we know whether the first member of the given
combination is a noun or a verb or something else, it may not be possible for us to predict the resultant form.

BTH N+ g DBrisnL

BT V + g >Not applicable

Lig N + 60 D Ligwimev (Instrumental case)
Lg V+ g0 2uigggmred (Conditional verb)

Here, neither the phonemes nor the syllabic structure is responsible for the difference found in their sandhi behaviour.
The factor which is responsible for the difference is the morphological structure, that is, the first one is of noun plus suffix
type and the next one is verb plus suffix.

In Tamil, a noun is inflected for both number and case, the plural suffix is first added to the noun stem, optionally
followed by the euphonic increment -in/-an, and then the case suffix is added. When a noun is inflected for case only, a
case suffix is added to the stem or to the oblique stem, if any. When different types of suffixes are added to the noun,
various morphophonemic rules operate.

When adding case suffixes to nouns, certain nouns undergo sound change. The Sandhi Rules describe which nouns
undergo which changes. When a word that ends in a vowel and a suffix that begins in a vowel are added together, a glide
- either i1 or sk - is inserted in between. Selection of either u1 or 6us is determined based upon whether the final vowel is

one of the 'front' vowels @), w, 6T, 61, or g one of the 'back' vowels 9|, 9, sp, @ 2 or 2ar respectively. Front vowels

take the glide ur and back vowels take the glide s.

Words with the syllable structure CVC, nouns ending in &y, (® and my undergo a number of different changes when a
case suffix is added. Some case suffixes such as interrogative suffix, conjunctive suffix and the emphatic suffix (<, 2 _ib,

1) do not follow these rules. Some nouns ending with consonants with a syllable structure CVC where the vowel is short
is added with any suffix, the final consonant is doubled.

Developing a rule based system to model these sandhi changes involves many complex linguistic rules. But, a supervised
machine learning techniques can be used to develop such models from the sample data. The morphophonemic rules can
be learned automatically from the examples given to the system. The following table 1 shows the types of sandhi changes
on the given noun stems when case suffixes, adjective marker, adverbial marker and plural suffix are added.

Table 1. Various noun inflections and plural forms

Class 1 Class 2 Class 3 Class 4
Category Suffixes -inserted éu-inserted Doubling 54 inserted (-1b)
Nominative NULL Lig L& & 60T L LD
Accusative -0 Lig e LI&en6l & 6357 6 63T UL 5605
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Instrumental

-9,6V LIg uImeV LIgr6U 6V > 6UIT 6UBT IT6V LIL_&% 6V

Dative 2 &G Lg.d@ RELIEIC] SHITIVIS S UL 5815
Locative (360 Lig ufled Lgallsv & 6307630116V UL $&l60
Ablative @) BB Ligq ufled b g ugafledl(hbgi ET 0 CuIGIES| UL $ 31 hH I
Sociative -2 L et/ 9@ LILg U657 LI&6)L_65T & 60T WD) L_63T UL &&IL_65T
Genitive @ et/ @epiewLw | LiguilsienL_w usallgnienL S TER eI LW UL SgleniemL_w
Adjective -y T Liig wimest LIg+6 T 6dT 356307 630T T 63T u_orest (7)
Adverb -5 Ligwms LHaITs & GUITERTT S uLors (7)
Plural -&6iT g ser (7) us&ser (9) sevoraer (7) uL_miger (8)

Sample data Class

L + @ 2 Uigeow

1 - ui-insertion

ug + & > LiGeme

2 - qu-insertion

H6V + g D HVeWeV

3 Consonant Doubling

UL + g 2 UL Gmg

4 -g4 inserted (-1b removed)

allpg + ¢ 2 alpews

5-2_deletion

sTH + 2 > ST 6w

6 - 2_deletion, Doubling

STV + 80 2 HTeM6V

7 No change (Normal)

Various plural forms of the given noun stems

L + &6 2 Lig &6l

7 Plural form 1 (No change)

UL_LD + H6T 2 LIL_BISH6T

8 Plural form 2

L& + $H6T 2 LFHH6T

9 Plural form 3
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H6V + &6 D BMHE&ET 10 Plural form 4

(Consonant change sv-p)
Cered + &6t 2> GlFThHaer

ST + BT > YL sHeir 11 Plural form 5

(Consonant change eir-1")
BT6T + H6iT > BTL_&6iT

Feature representation

Different types of sandhi changes take place on different stem and suffix combinations. Training data is collected from the
corpus for the above classes. The class numbers represent the type of sandhi changes. Maximum of 10 characters from
the end of stem and 5 characters from suffix are used as nominal (symbolic) features. As the category of stem in this
model is only noun, it is not specified as input explicitly. The class number is given as the output during training. The table
2 shows the feature vector for sr(® + @3 and uL_ib + et which belongs to output categories 6 and 8 respectively.

Table 2. Feature vector with input features and output class

Stem feature Suffix Feature Class
1 2 3 4 5 6 7 8 9 10 11 12 13 14 | 15 16
X X X X X X & o L P o X X X X 6
X X X X X L1 Y L ) ) & Y 6T X X 8

The training data in the specified format is supplied to the decision tree classifier that is used to classify feature vector of
the new words. The classifier generalizes from the training data. The output classes match the output of the rule based
system. The decision tree learning algorithm was tested on a Java based WEKA open source machine learning tool.

Conclusion

The sandhi rules are important in word formation. An automatic sandhi checker or sandhi generator can be used as a
critical component in morphological analyser, generator and text-to-speech synthesizer. In this paper we have presented
an approach for a machine learning model which acts as a classifier to classify sandhi changes on noun inflections.
Studying the capabilities of these types of algorithms on various word categories with different representation schemes
are encouraging.
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Introduction

Dependency parsing is a form of syntactic parsing of natural language based on the theoretical tradition of dependency
grammar [4]. It is a process of analyzing the dependency structure of a sentence. Tamil is always head-final language. The
verb comes at the end of the clause with a typical word order of Subject Object Verb (SOV) . However, Tamil language
allows word order to be changed, making it a relatively word order free language. In Sangam literature poems the
syntactic structure are more complex due to this relatively free word order nature of Tamil language. Dependency
grammar is better suited for languages with free or flexible word order. Dependency parser for the contemporary Tamil
language has been already developed [5]. This paper proposes a dependency parser for Tamil classical literature —
kurunthokai.

Kurunthokai

The Sangam literature contains about 50, 000 lines of poetry contained in 2381 poems attributed to 473 poets including
many women poets. ‘Kurunthokai’ is one of the eight anthologies (Ettuth thokai), which belongs to the Sangam age. It has
401 short poems of 6 to 8 lines, and written by 205 poets. The syntactic structure of the poem is very complex since many
clauses are embedded in it. So, developing an automatic dependency parser for the Tamil classical literature- Kurunthokai
will be a most wanted work of the modern era.

Architecture of the Proposed System:

The architecture of the proposed system is given below:

ruvinchal verw

S TaRge

Owjmndeccy juwrwed

Kerurthekai Verse

Fig:1 Architecture of the Proposed System
The proposed system contains three modules:

1. POS Tagger
2. Dependency Parser
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Part-of-Speech Tagger: The Part of Speech (POS) tagging is done to obtain the labeled Part of Speech or other lexical class
marker such as noun, verb, adjective, etc in the given verse .

Dependency parser:. Dependency parsing is done to obtain the grammatical relation of the words in the verse. This
decides which relations (subject, object, location, etc.) they have with the main verb or the root word. This is also used to
obtain the types of clauses present in the verse.

Methodology of the proposed system

The methodology adopted to develop the modules is the Machine learning approach. Machine learning deals with
techniques that allow computers automatically learn to make accurate predictions based on past observations. The major
focus of machine learning research is to extract information from annotated data automatically, by computational and
statistical methods. So the annotated data plays a key role in supervised machine learning techniques.

There are two main tasks involved in supervised machine learning; 1) . learning or training, 2) . Prediction. The system is
trained with a set of examples called training data. The primary goal is to automatically acquire an effective and accurate
model from the training data. This is a typical task for supervised learning and is usually called concept learning or
learning from examples. The accuracy of the model will be better if the training data size is larger. The second phase of
machine learning is the prediction, wherein a set of inputs is mapped into the corresponding target values, based on the
generated model. The main challenge of machine learning is to create a model with high prediction accuracy. Here the
training data will be generated for all the verses in the Kurunthokai, so the testing data will be of gold standard data.

POS Tagger

MBT (Memory Based Tagger) is an approach to POS tagging based on Memory-based learning. It is an extension of the
classical k-Nearest Neighbor (k-NN) approach to statistical pattern classification. Here all instances are fully stored in
memory and classification involves a pass along all stored instances. The approach is based on the assumption that
reasoning is based on direct reuse of stored experiences rather than on the application of knowledge (such as rules or
decision trees) abstracted from experience. Hence the tagging accuracy for known words will be cent percentage. As our
test data will be of gold standard data and we use MBT for POS tagging the kurunthokai verse.

Customized POS tagset

The customized tagset contains 23 tags. We are not considering the inflections. The customized tagset is developed with
the perspective of Tamil grammar Tholkaappiyam [6]. The customized tagset with examples is given below Table (1) .

S.NO Main Category Tag Category Tag Set Example
1. QuUuwTFCQFT6L <NN> LoD
Ouwr (Common Noun)
Noun

2. ( ) Amliy Qi <NNP> OSlworest
(Proper Noun) L)

3. ugledl® GlLwi <PRN> &G uwirssr
(Pronoun) S|QUEHT, 9IS
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4. aflesrm LFleO(® <PNI> WIT6UGT, WITS,
@uwir wirir
(Interogative
Pronoun)

5. Nrd) uged®H <PNR> Brer
O uiwrr
(Reflexive Pronoun)

6. sTeRTaLl QLT Cardinal <CRD> spearmi, 100, &

(Numbers)
7. Ordinal <ORD> QPETMTID,
PATDHTOUG
3. aflspsTapHmI <VF> 6u[b g TedT
aflemesr (Finite Verb)
Verb

9. ( ) aflemedr 6TFFID <AVP> YY)
(Adverbial Participle)

10. (Infinitive Participle) | <IVP> QT

11. BILIh&EHEIT 6TFFLD <CVvP> YE
(Conditional
Participle)

12. QU 6TFFID <AJP> Qb
(Adjectival Participle)

13. QB riflsd GLiwi <GN> GETY
(Gerundial Noun)

14. QuuirenL_ti Quwi | <AN> [h6VEVEU BT
(Adjectival Noun)

15. aflensrurevsnesruyn | <PN> Y

@uuwi (Participle

149




Noun)

16. GuuwrsnL <ADJ> B6VEV, LS T 6T
o Mg G&Fmev (Adjective)
Modifiers
17. allemesTiienL_ <ADV> OPHTSH,
(Adverb) Grpmi
18. S|eTeUeML_ <QF> uev, Flev
(Quantifiers)
19. U <CL> 2 _Ib, &, 6T, 9,
STLD, STedT
@ ewL_& ClFred (Clitic)
20. 2 _auLD 2 (HLy <CwW> PUU, 2 DL
(Comparision Word)
21. Gauhmisnio 2 (HL <CM> 2, A, &
(Case Marker)
22. NesrenimL <PPO> Cumev, GPl5s!
(Postpositional
word)
23. SWF <PAR> Flsr, 063, (1
(Particle)

Dependency Parser

Parsing is related to the automatic analysis of syntactic structure according to a grammar. It is usually performed after
basic morpho-syntactic (POS) categories have been identified in a text. Dependency parsing is a form of syntactic parsing
of natural language based on the theoretical tradition of dependency grammar. The dependency structure of the
sentence is defined using dependency label and dependency head. Whenever two words are connected by a dependency
relation, we say that one of them is the head and the other is the dependent, and that there is a link connecting them. In
general, the dependent is in the form of modifier, object or complement. The head plays the larger role in determining

the behavior of the pair.

Table 1: Customized POS Tagset
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In our proposed dependency parser system the representation the source of the edge represents the modifier and
destination points to the head word. The customized dependency tagset contains 35 grammatical relations. MALT" parser
tool is used to obtain the dependency parser for kunthokai verse. An example of the data set is given below.

S.no Word POS tag Depn arc | Depn tag
1| wruyd <NN> 2 | <CJ_SuB>
2 | epmuyib <NN> 3 | <CL_SuB>
3| wmri <PNI> 4 | <COP>
4 | o &wGrr <VF> 23 | <F_CL>
5 | eThemSu LD <NN> 6 | <CJ_SUB>
6 | BIbewSU|LD <NN> 9 | <CL_SUB>
7 | eTiD <PNI> 8 | <ATT>
8 | wpewmss <NN> 9 | <LOC_ATT>
9 | Camafli <NN> 23 | <F_CL>

10 | wreyiid <PN> 11 | <ATT>

11 | Buyib <PN> 14 | <CL_SUB>
12 | et6u <PNI> 13 | <ATT>

13 | sufl <NN> 14 | <LOC_ATT>
14 | oz <VF> 23 | <F_CL>

15 | Q&b <ADJ> 16 | <ATT>

16 | yevis <NN> 18 | <ATT>

17 | Quwev <VN> 18 | <ATT>

18 | pir <NN> 19 | <CL_SuUB>
19 | Gumrev <PPO> 23 | <PP_CL>
20 | ojeiTe®L_WW <ADJ> 21 | <ATT>

21 | QBEHFLD <NN> 22 | <R_SUB>

'http://maltparser.org/userguide.html
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22 | smib <PNR> 23 | <NSUB>

23 | sevbgerGeu <VF> 0 | <ROOT>

Conclusion

MALT parser tool is language independent tool used for dependency parsing which is implemented for several languages.
Using this tool the dependency labels and position of head in Tamil language is obtained.
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Abstract

This paper presents a rule based model of Parts of Speech (POS) tagset for Classical Tamil Texts (CTT) . The noun forms are
Type pattern (a word form), verb forms are Lemmatization (grouping together all of the different inflected forms of the
same word) . This is based on form agreement method. This is a very efficient and novel approach because Tamil
Language has a build-in system of agreement/concord in the sentence. Classical Tamil Tagset is divided into two basic
classifications, namely noun morphology and verb morphology.

1. INTRODUCTION

There are a few POS Tagsets for Modern Tamil Language such as IL-ILMT, AU-KBC, IL-POST Microsoft, LDC-IL Mysore, etc.
There are various methods in POS tagsets like linguistic rules, stochastic models and hybrid approaches, and each
approach has its own merits and demerits (Rajendran. 2007) . In this context, Classical Tamil further presents a challenge
in developing an automatic POS tagger as the language is highly inflectional and morphologically rich. Hence, it is essential
to consider text processing prior to POS tagging in order to achieve high performance and more reliability.

2. POS TAGGER FOR CLASSICAL TAMIL

To assign an appropriate Parts of Speech to a word in a sentence automatically this is our fundamental objective. Input as
a string of word and an output as a single best tag for each word us provided in this model. Words are grouped together
into classes (sets) which show similar syntactic behavior, often typical semantic type. Word categories are systematically
related to morphological process. Significant amount of information about the word and its neighbors. The tagset consists
of two broad subcategories, namely 1) closed class types (relatively fixed membership involving Determiners, Pronouns,
Postpositions, conjunctions, Auxiliaries, Particles and Numerals), 2) open class types (relatively unfixed membership
connected with Nouns, Verbs, adjectives and Adverbs) .

3. BASIC IDEA OF THE POS TAGGING

The noun form carries plural marker, case markers, clitics, postposition, etc. The noun form may be a root or a stem or an
oblique base form. The root form means that there is no future segmentation (kal ‘leg’, kan ’eye’) and the base form
means that the root word can be added with any suffix for example (kannan (kan+an) ‘male person’, kunram (kunru+am)
‘hill’), the oblique means the form that carries a suffix or an equivalent to another form kinarru (kinaru) ‘well’, arru (aru)
‘river’, en (nan) ‘', tan (tan) ) ‘my’.

CLASSICAL TAMIL POS TAGS (50)

1. ADJ- Adjective Ouwren_

2. ADV-Adverb aflenesTuien

3. CCD - Co-ordination urGaSlw @)ewL_Folarsd

4. CCS - Subordination QBT B)ewL F6lFTed

5. DEA - Demonstrative Adjective FLHUGLwrenL

6. DEM - Demonstrative FL_QUGLwiT

7. DIA - Interrogative Adjective aflesTrLIG LIwremnL_

8. DIN - Interrogative efleoTrLIG LI

9. DRF - Reflexive SD&HL Q0 QL

10. MA — Accusative QErw L@l Glumrmer Gsummiento
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11. MD - Dative QarenL Csunmienio

12. MG - Genetive 2 swLenw Ceunhmisnio
13. MI - Instrumental &mall Geunhmienio

14. ML - Locative @ Caupmienio

15. MOB - Oblique Friflenw

16. MP - Plural LIGITEWLD ©_(THL|

17. MSO - Sociative 2 | efl&psd Ceummiemio
18. MS-Source Bs1%e0 Geummienio

19. NC- Common Noun Cumrgs CQuwir

20. NCR - Cardinal 6TevoTEm)| L1 O L1

21. ND - Derived Noun S SSL1 Glwi

22. NOR - Ordinal 6TewoTem) 16O LI TemL

23. NP - Proper Noun @ unHelLwir

24. PADV - Adverbial Particle allenariienL @)ewL_dClaFTsy
25. PAR - Particle @)ewL_dClaFTsv

26. PCLI - Clitic L (h6T

27. PCOM - Comparative Particle 2 QI 2_(HL

28. PEXP - Expletive I HFFCIFT6D

29. PINFR - Intensifier QUEVEVED L

30. PINT - Interjection aflwiifen_g& Glamev

31. PONOM - Onomatopoeia 596016 @M

32. POS - Postposition Ulsstemi pLseir

33. PU - Punctuation JTEEEICIEC)

34. UNK -Others Ulm

35. VAX - Auxiliary verb SHlenewwTallewsvT

36. VB - Verbal Base allewerriiig

37. VF-Verb Finite aflswest pHMY

38. VFA - Appellative Verb Finite @Ol eflener wpHmI

39. VFP - Finite Participle pHEMFFID

40. VINF - Infinitive O F W Glew6dT 6TFFLD

41. VN -Verbal Noun (non-past) @il Tiflm GlLiwi
42. VNP - Verbal Noun (past) Qsmiflm Gluwi

43. VOP - Optative alwimi G reir

44. VP - Verbal Participle aflemwerTQlwIFF1D

45. VPA - Appellative Verbal Participle @Dl eflenerQuidaib
46. VPC - Conditional Participle BILIHEHEDEIT 6TFFLD

47. VPN - Participial Noun allewerr i mevsm ety Ld GLIwi
48. VPNA- Appellative Participial Noun @Dy allepesTwreveneswTd GlLiwti
49. VRP - Relative Participle O LT 6TFSFID

50. VRPA - Appellative Relative Participle @O QUWEyFFID

3.1 Plural marker
Plural means a grammatical form that designates more than one of the things specified.

wevitser = weviaser (NC) ; flower+MP = flowers

3.2 Case markers
A case marker is a suffix, it occurs after noun and pronoun.

Accusative Case marker —s» (ai), Instrumental case marker —gy6v (al), Sociative case marker— g® (6tu), Dative

case marker — &@ (kku), Genitive case marker — @)er (in) and Locative case marker — gevsr (kan)
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3.3 Postpositions

A postposition is a word that occurs after noun which may or may not be an appendage to the case marker.
wevi + 2 6 (NC) = wevpeir; flower+postposition = ‘inside flower’
Guwiimlemwsv + gpssreori- (NC) =word + postposition = ‘before word’

3.4 Vers

In general, a Tamil verb form takes tense marker along with person, number, gender markers (PNG) . There are
no multiple meaning features of tense markers and PNG markers. But it provides many conjugated forms of the
verbs. It is well known that in almost all natural languages, verbs are considered to be the most important part of
speech. Verbs play a very important role in languages. As Tamil verbs are inflected to various grammatical
categories as distribution of the Tamil verbal base is necessary. In such a way, the verb forms consist of verb root
and conjugations are classified. There are sixteen major types of verb conjugations as follows 1) Verbal Base (Vb),
2) Infinitive (Vinf), 3) Verbal Noun (non-past) (Vn), 4) Verbal Noun (past) (Vnp), 5) Verbal Participle (Vp) 6)
Appellative Verbal Participle (Vpa), 7) Relative Participle (Vrp), 8) Appellative Relative Participle (Vrpa) 9)
Conditional Participle (Vpc), 10) Participial Noun (Vpn), 11) Appellative Participial Noun (Vpna), 12) Verb Finite
(Vf), 13) Appellative Verb Finite (Vfa), 14) Finite Participle (Vfp), 15) Auxiliary verb (Vax) and 16) Optative (Vop)

3.5 Adjectives (ADJ)
A word or phrase naming an attribute, added to or grammatically related to a noun to modify or describe it.
There are two types of adjectives. They are inherent and derivative adjectives. Both are marked as single tag. Ex.
steveu, sV (ella, pala)

3.6 Adverbs (ADV)
An adverb is a part of speech. It is a part of language verb, there are two types of adverbs. They are inherent and
derivative adverbs. Both are marked as single tag (sysi@, <y bisesrid (arku, ankanam) ) .

3.7 Pronouns (D)
A pronoun is a word that takes the place of a noun. (sussr, ysusir (avan, aval) ).

3.8 Farticles (P)
A particle is a function word that does not belong to any of the inflected grammatical word classes (such as
nouns, pronouns, verbs, or articles) . It is mostly used for words that help to encode grammatical categories
(such as negation, mood or case), or fillers or discourse markers that facilitate discourse such as well, ah,
anyway, etc. steirmy, stedrigy) (enru, enpatu)

3.9 Clitics (PCLI)
Clitics may belong to any grammatical category, though they are commonly determiners, or adpositions.
e +e67 = VG

3.10 Numerals (N)
A numeral is a noun, divided into two types cardinal and ordinal. Both the types can be marked as a single tag
(spsdTmI, @) revwr(h), spssTMITLD, spedsTMTeug) (onru, irantu, onrdm, onravatu) )

4. POS TAGGER PROCEDURE AND ARCHITECTURE
4.1 Procedure

POS Tagger has two tasks: Training task and tagging task. In the training task we have trained the validated tagged data
into base-level training module. This module generates a database that validates the root word. It searches the form of
the word in the root dictionary if it can find out the root dictionary it assignd the appropriate tag, if it fails, it goes to the
root dictionary in order to find out the rules of the suffix list to match the word. If the word is available, it assigns the
appropriate tag and if it fails, it names it as an unknown category. The tagging process follows the following procedure.
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4.2 Architecture of POS

The architecture of POS Tagger consists of three layers such as Data Layer (DL), Process Layer (BL) and Presentation

A 4

Layer (PL) . The system of architecture is shown below

Data Layer

Stop <

/

Text — Hibernated Text i:> XML Database
]
Token input
Process Layer ﬁ
Rules
Yes H
Root Word = [ Result with Category

Suffix dictionary

-

/

The Data layer is developed at the time of Training; it encapsulates all the information related to data from the tagging
modaule like Electronic Text, Hyphenated text and Extensible Markup Language Database. The Process layer contains logic
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for retrieving persistent data from the DL and placing it into process objects. The PL gives graphical user interface (GUI)
application for end user application

Input: A verse from the kuruntokai

wimiil 2 (b @prit 2 (b wiri Qyahwii g
6THewa 21D [ihenad 2 _1b 6TLD (pewm Cskerfli
wreT 2 (b 5 2 1b 6T sudl Mlgiid

©FD Lysvid GlLwev B Guimev

II6TL] 2 WL OBEHFLD HTLD H6VHHEUT 67 .

Output: An annotated text

wimiit/NC 2_10/PCLI ¢pmiit/NC 2_1o/PCLI wiri/DIN gy a8lwiii/FV gp/CLI
sThem5INC 2_10/PCLI mi5em5/NC 2_iv/PCLI 67id/PIA @pemn/NC Gassfli/NC
wrest/PRO 2_1p/PCLI ﬁ/PRO o 10/PCLI 61/PIA Gukﬁ/NC @”Iﬂg,ub/VFA
©@&F1b/ADJ Ljevib/NC QLiwsd/RP 5ii/NC GLirsv/POS

916o7y/NC 2_eswL_/RPA @e5&10/NC &irid/PRF sevibgest/FV e5/PCLI./PU

CONCLUSION

In significant part of the development of any Natural Language Processing system, Parts Of Speech system has to be
framed. Tagged corpus is of basic resource for all NLP research. The Parts of Speech tagger is mainly used for Morphology
analyzer, generator, Parser, etc., The tool provision category of the text is essential in this case. Ambiguities are common.
To avoid such ambiguities, there is a need for syntactic and semantic information of a particular word. Hence POS for an
analysis of Classical Tamil plays a major role in NLP.
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POS TAGGING FOR WSD IN TAMIL FOR COMPUTATIONAL ANALYSIS

Dr.P.CHANDRAMOHAN

Assistant Professor, CAS in Linguistics, Annamalai University
Introduction

Each and every language in the world has its own structure which is well constructed and well principled in terms of
application as well as formation. It should be noted that there is no direct relationship between word and sense
assignment, but in between there is some object orientation which helps in designate the sense. The lexical units are
arranged according to the language specific contexts demands. Of course the language carries some common features.
i.e. called universal ones.

Many words have more than one possible meaning. For example the word aTi have number of meanings, when it comes
with tense marker it is a verb which means ‘to beat’. Similarly when it comes with case marker it is considered as a noun
which means “foot of the leg, line of verse’ etc. After an infinitive of a verb, it serves as a causative marker and an auxiliary
verb, used to indicate that the action in the main verb is executed with some harshness. Linguists discuss this
phenomenon under multiple meaning and it proves to be complex. It can be seen that a word may have many meanings.
Some of which are very different and some are related. Given these complications it is important for a computer which
attempts language processing to be able to correctly determine the meaning in which a word is being used. The different
meanings of polysemous and homophonous words are known as ‘sense’ and the process of deciding which is being used
in a particular context “Word sense disambiguation”. WSD is regarded as one of the most interesting and longest standing
problems in the analysis of languages.

POS tagging and WSD

Part of speech and sense tagging are similar operations. Both perform a type of lexical ambiguity resolution and each
assigns a single tag to all or most of the words in a text. Word types for which each polysemous word has a distinct
grammatical category associated with it. These words will always be disambiguated if its part of speech in a text is known.
For example the contexts free situations where the information obtained from the base / root word as well as the suffix
or case ending used with a word. This becomes useful because many inflected words in a language are added with
particular sense after using class — specific suffix or case ending. Each of these types of information is potentially useful
for disambiguating meaning be it manually or by computer.

In Tamil the words like paTi, o:tu, 0:TTu, na:Tu etc. Can either be a noun or a verb in context free situation.

Verb Noun

paTi (to read) paTi (foot step/ measuring vessel)
paTitta:n paTiyai

paTikkira:n paTiya:l

paTippa:n paTikku etc.

This can be demonstrated by considering the following sentences.

R/
0.0

Surya a:Ra:m vakuppu paTikkira:n ( “Surya is studying sixth standard”)
ma:Tip paTiyil viLlaiya:Da:te: (Don’t play on the step”)

Sahana naTanam a:Tukira:L (“Sahana is dancing”)

avan a:TTaip pa:rtta:n (“He saw the goat”)

X3

o

X3

o

X3

o

These words can be treated as a noun if a nominal case ending is tagged to it. Or they are verbs if a verbal suffix is tagged
to it. Therefore these usages are disambiguated by their syntactic behaviour. This information source can be used for
disambiguation when two meanings of a word have different parts of speech and the grammatical category of a particular
usage can be determined.

158



It is difficult the words which are only ending with nominal form or verbal suffix. These words will be disambiguated by
only some part of speech assignment, and others will not be disambiguating without identifying the sense relations.
Consider the following examples:

In Tamil the words like athikaaram, alaku, iTam etc., are multiple meaning words which are accepted only case marker.
Similarly the words like kaTTu, koTTu, aTi etc are the forms considered as only verbs. Here part of speech is not useful to
disambiguate the words. To disambiguate the words first we have to identify the textual meaning. Further on the basis of
this concept we have to identify the sense on the basis of context.

Words convey certain references by implying the sense representation associated with its semantic implications. In fact
the nature of a word in terms of semantic implicational coverage can be considered as direct and transferred. The
transferred concept here refers to the suggestive meaning of a word, where as the direct refers to the etymological
meaning of a word. This distinction mainly depends upon the semantic coverage related to the possible context in which
a word can be used. If a word occurs in major /dominant context it will be considered as direct semantic nature, where as
in the case of secondary (idiomatic) concept the word it occurs in more than one context. More over the meaning will be
considered as static in the entire context, when the word functions a direct concept. In contrast the meaning assigned
through the secondary concept varies from context to context.

Context to refer to an immediate linguistic environment (rarely detached or isolated) in which a particular word occurs.
Since it is not always explicit, it may be hidden within the neighbouring members of a word used in a piece of text. If we
cannot extract the information relevant to the meaning of a word from its immediate linguistic environment, we need to
take into account the topic of discussion as a sphere of necessary information. Taking these factors into consideration,
Context may have classified into three types: (a) Micro context (b) Transferred context and (c) Topical context.

Micro Context

The micro context refers to the immediate environment of the MMW in a sentence where it has occurred, surrounding
its immediately preceding and succeeding words. Conceptually, the immediately preceding (i.e., left) word (LW1), the
key word (MMW), and the immediately succeeding (i.e., right) word (RW1) (= LW1 + MMW + RW1) constitute a lexical
block, where the MMW is the main member while the LW1 and the RW1 are supporting members. Systematic
interpretation of the lexical block will supply necessary information to retrieve the contextual meaning of the MMW. The
members of the lexical block generate a network of semantic relationship from which the intended meaning of the
MMW is derived by integrating meanings provided by the LW1 and the RW1. Thus, in majority of cases, proper
importance to the micro context will help us to obtain the actual meaning of the MMW. Within the sphere of
structural semantics, it is a unique network of syntactically related members within which each member derives its
meaning from the interface of its semantico-syntactic relation with other members. To examine how the micro context
supplies information to understand the contextual meaning of the MMW, on experimental basis, | have used 4 sets of
lexical blocks where | have put the MMW in the middle and one word in each side (+1) in the following manner (Figure 2)
. | have distributed the sample data set to Tamil speakers to examine if they can understand the contextual meaning of
the MMW by associating meanings of the neighboring words without referring to the sentences. The informant is
provided with only one set of data at a time in sequential order: [Set 1] > [Set 2] > [Set 3] > [Set 4].

[Set 1] w1 Pmw  [Rwp |

[Set 2] Ly [mMmw [ Rwy | Rwp |

[Set 3] Ly [wy [mMmw [ rwy |

[Set 4] Ly [wg [mMvw [ rwy | Rwp |

Figure 2 Position of MMW in the local context (LW = Left Word, RW = Right Word)

The micro context provides us necessary information to know if the MMW holds relation with its neighboring members.
A POS tagger assigns each word in a text to its word class. For example,
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Puttakam paTikkira:n

“(He) reads book”

<s><wt = “NP” >puttakam </w><wt="VP” >paTi<mc</w><wt="pt” >kkir</w><wt="PNG” >a:n</w><c>.></c></ s >
Surya a:Ra:m vakuppu paTikkira:n
“Surya is studying sixth standard”

<s><wt="“NP”>surya</w>a:Ra:m</w>a:Ra:m<wt="VP”>paTi<mc</w><wt="pt”>kkir</w><wt="PNG”
>a:n</w><c>.></c></ s >

aval paTiyil pa:l koTutta:L
“She gave the milk in the measuring vessel”

<s><wt="NP”>aval</w>paTi<mc</w><wt=CM>il</w><wt="VP”>koTu</w><wt="pt”>tt</w><wt="PNG”
>a:l</w><c>.></c></ s >

In the above sentences the occurrence of the MMW (i.e., paTi) and RW1 (i.e., pa:l) as a lexical block within the micro
context helps us to consider them together with a direct meaning, which is possible to derive if the words are treated
separately in the sentence. Without further reference to any other context, we can understand that paTi is not used in
general meaning.

Transferred context

The information obtained from this context is useful for understanding lexical collocation of words used in a lexical
block. From here, we can know if co-occurrence of any two words is caused by choice (to evoke an intended sense) or by
chance (having no special significance) .| have found that association of two different words (W1 and W2) can denote a
special meaning (idiomatic and/or metaphoric), which is not obtainable from the outline of individual literal meanings
of the words. That means the co-occurrence of the W1 and the W2 in a particular lexical block can generate a special
meaning, which is different from the literal meaning of each word. Moreover, collocation of the MMW with the new
words generates new special meanings, which are different from the literal meaning of the words. Consider the
following examples (Table 1)

Neighboring Words Literal Meaning Special Meaning
eTu to take To take something with hand
tuNi etu to take cloth To buy the dress material
paNam eTu to take money Draw money from bank
taNNi eTu take water Collect water
V e:laikku a:L eTu take the man for Recruit

work
Kaiyai eTu to take hand Remove the hand

Table 1 \ariation of meaning due to lexical collocation of words

Topical Context
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The topical context refers to the topic of discussion and focuses on the content of a piece of text. Quite often, it is
found that the actual meaning of the MMW depends heavily on the topic which has a strong role to alter etymological
meaning of the MMW. The following examples can show that the event of meaning variation of the MMW takes place
due to variation of topic or content— a regular phenomenon noted in all natural languages. It also implies that we
should extract relevant information from the topic to trail the change of meaning of the MMW.

caTTai paccai niRamaaka irukkiRatu (“ The shirt is green in colour”)

na:m paccai mi:nai ca:ppiTa muTiya:tu (“we can’t eat raw / uncooked fish”)
paccai maNNil pommai ceyyala:m (“We can make the toy with wet clay”)
paccai pilLlai pa:l kutikkitu (“Young baby drinking milk”)

avan paccaiya:ka pe:cuva:n (“He used unparliamentarily words” )

A LN P

If we analyze the above sentences independently, we shall find that the MMWs (paccai) do not have any notable
variation in meaning. But if we combine all the sentences with context together and analyze, we can easily extract a
special meaning of the MMW. Taken together, the sentences display a network of meanings, which is not obtainable
from individual sentences. Here, special meaning is possible to extract only when we refer to the topic and interpret the
sentences with close reference to the topic of the text.

Conclusion

Thus identification of suffix marker or case ending often helps to categories a word to particular lexical class and sense
with reference to its context of use. But, if we find that information obtained from the context free situation is not
sufficient for understanding sense variation. In linguistics a word has a bundle of information related to phonology,
morphology, lexicology, semantics, syntax, text, grammar, etymology, metaphor, discourse, pragmatics and the world
knowledge. It is not easy to capture all the information of a word just by looking at its surface form or to its
orthography. We require a versatile system along with our native language intuition to interpret all the possible explicit
and implicit meanings of a word used in a text for computational analysis.
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Abstract

This paper describes the works to build a Morphological Analyzer for Classical Tamil using Rule-based approach.
Morphology is the study of internal structure of the word. Morphological analysis is a process of segmenting words into
morphemes and a process of analyzing the word formation. Morphological analyzer is a tool for any type of Natural
Language Processing work. It is a computer program which takes words as input and produces its grammatical structure
as output. It identifies and segments the words and assigns the grammatical information. Capturing the agglutinative
structure of Tamil words by an automatic system is a challenging job. This paper is going to reveal a rule-based approach
for case marker.

Introduction

Natural Language Processing (NLP) is a computerized approach to analyze the text based on a set of theories and set of
technologies. And, being a very active area of research and development, the basic objective of Natural Language
Processing is to facilitate human-machine interaction through the means of natural human language.

Morphological analysis of a word is the process of segmenting the word into component morphemes and assigning the
correct morphosyntactic information. For a given word, a morphological analyzer (MA) will return its word and the word
class along with the other grammatical information depending upon its word class. MA returns all possible parse for a
given word, without considering the context. MA is a very essential for languages having rich inflectional and derivational
morphology such as morphologically rich languages like Dravidian languages.

Morphological Analyzer is a vital tool in NLP applications. In morphological rich languages, as there are multiple affixation,
the finer grammatical information which helps in building efficient NLP applications, can be obtained only from
Morphological Analyzer. Morphological Analyzer is required in most of the applications such as information extraction,
QA system, machine translation and spell checker. There are several approaches attempted for Morphology for Tamil, We
present a methodology for morphological analysis of Tamil, a morphologically rich, in this paper. We present a rule-based
method for Morphology for Classical Tamil, particularly case marker.

Tamil morphology

Tamil belongs to the Dravidian family of languages. It is one of the Classical Languages. It is a verb-final language and has
a relatively free word order; it is an inflectional language. Agglutination is another feature of the language. Tamil
morphology is characterized as agglutinative or concatenative, i.e., Words are formed by successfully adding suffixes to
the root word in series. When suffixes attach to the root several morphophonemic changes take place. The orders in
which suffixes attach to a root form determine the morphosyntax of the language and the various changes that take place
when a suffix attaches are called the morphophonemics.

Challenges in Morphological Analyzer for Classical Tamil

Tamil is a classical language which belongs to the Dravidian language family. Tamil literature has existed for over two-
thousand years. The morphological structure of Classical Tamil is quite complex since it inflects to person, gender, and
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number markings and also combines with auxiliaries that indicate aspect, mood, causation, attitude etc in verbs. A single
verb root can inflect for more than two-thousand word forms including auxiliaries. Noun root inflects with plural, oblique,
case, postpositions and clitics. A single noun root can inflect for more than five hundred word forms including
postpositions. The root and morphemes have to be identified and tagged for further language processing at word level.
The structure of verbal complex is unique and capturing this complexity in a machine analyzable and generatable format
is a challenging job. The formation of the verbal complex involves arrangement of the verbal units and the interpretation
of their combinatory meaning. Phonology also plays its part in the formation of verbal complex in terms of
morphophonemic or sandhi rules which account for the shape changes due to inflection.

Methodology

Finite State Automata (FSA)

FSA is a model of behavior composed of a finite number of states and transitions between these states. FSA is an abstract
device used for recognizing simple syntactic structures or patterns. An automata is normally depicted by directed graph,
called State Diagram and it is also represented in a tabular form as State Table. An FSA, as a string processing device,
accepts strings as input and decides if the structure is correct, that is, it either accepts or rejects the string. From a
mathematical perspective it is regarded as a function, mapping a set of string to the set {Accept, Reject}.

Case Marker

Case system links a noun phrase and other parts of the sentence through inflection markers, or a word which may be
called as a adposition including preposition and postposition

1. Object case (-ai)

eyilai -eyil + ai

Word /
Grammatical
category+0OC

Identif. Rules:
Object case Word
(-ai)

+ ai

2. Instrumental case (-otu)
kotiyotu-koti + otu
3. Associative case (ku, -kku, -akku, -ukku)
4. Dative case (in)
karumpirku-karumpu + in + ku, cattarku-cattan + ku
maturaikku-maturai + (k) ku, tamakku-tam + akku
avanukku-avan + ukku
5. Genitive case (-atu)
ellatukuppai- el + atu + kuppai, pataiyatukulam - patai + atu + kulam
6. Locative case (-kan)

porutkan - porul + kan, malarkkan - malar + kan
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7. Nominative case (0)
Rules for Case Markers
Rule 1: Case suffix
The morphosyntax of case suffix may be summarized as
Root + {ai} { al} { in} {il} { ku } { kku} {akku} {ukku} {atu} {kan}
a) After segment the case marker, if remaining word end with consonant later add “-u’.
The following example illustrate the inflection of a case suffix of ‘in’
anpin -> check the root word dictionary
anp + { in} (if ‘no’ remove the suffix in)
anp + {in} (add ‘U’ at the end of the root word), anpu + in
The following example illustrate the inflection of a case suffix of ‘il’
eluttil -> check the root word dictionary
elutt + {il} (if ‘'no’ remove the suffix il),
elutt + {il} (add ‘U’ at the end of the root word), eluttu + il
b) Case suffix for ai, Remove the suffix ‘ai’, Check for root word dictionary
If yes print result, If no remove (y /n) case marker, Check for root word dictionary
If yes print result
Ex. toliyai -> toliy ai {remove the suffix ai }
toliy {check dictionary / no word}
toli y {remove y the last phoneme} = toli+y+ai {Result}

c) To split a suffix from the word. The word consists of double letters between words and suffix namely n, |, |, n
which are segmented separately.

(kan, kal, col, tan)
Ex. kannukku -> kan+n+ukku, kallukku -> kal+|+ukku, collukku -> col+I+ukku
tannai -> tan +n+ai
Analysis
The morphological analysis identifies root and suffixes of a word. Generally rule-based approaches are used for

morphological analysis which are based on a set of rules and dictionary that contains root words and morphemes. In rule-
based approach, a particular word is given as an input to the morphological analyzer and if that corresponding morpheme
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or root word is missing in the dictionary then the rule-based system fails. Here each rule depended on the previous rule.
So if one rule fails, it affects the entire rule that follows. In the course of testing of the rule, certain inconsistencies and
lapses in recognizing certain word, First have been found nineteen thousand and nine hundred Classical Tamil root word
corpus has been taken for analysis of that corpus is applied the case markers rules. The careful appraisal and study of the
words is conducted to identify and overcome the lapses by incorporating certain amount of data into the root word to
enhance the coverage and the overall performance of the morphological tools. The following problems are also well
noted

1. Some words end with y (u1) and v (¢u) which is a part of the word. Do not operate their Sandhi rules. For
examples aficay, kay, pay, vay and tev.

2. In some words which require the doubling of the end consonant before add the suffix. For example
kannai (kan+n+ai), mannai (man+n+ai)
tammai (tam+m-+ai), emmai (em+m-+ai)
collai (col+l+ai), pallai (pal+l+ai)
neyyai (ney+y+ai), meyyai (mey+y+ai)
ponnai (pon+n+ai), vinnai (vin+n+ai)

3. Moreover -u (tu and ru) adding rule is a role between word and suffix. Here it is doubling the final consonant
after removing the case marker. If the check before the dictionary For example
nattai (natu+-tt+ai), vittai (vitu+-tt+ai), arrai (aru+-rr+ai), kdrrai (kGru+-rr+ai)

4. -uadding rule plays an important role between word and suffix. Here doubling of a variant consonant occurs
after removing the case marker. For example

marpai (marpu+--rp+ai), calpai (calpu+--Ip+ai)

Conclusion

This paper has described the Morphological Analyzer for Classical Tamil rule-based approach; in this paper rule-based
approach is applied for Case marker. These rule-based approaches for case markers produce the result with more
accuracy. In future, using the approach we can develop a rule-based approach for the analyzing not only case markers but
also other markers and grammatical variations.
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ABSTRACT

The technologies of the “Knowledge Age” are transforming our focal point from personal, secluded information systems
and repositories to a wide exchange and sharing of information in order to widen the size and depth of knowledge
available to an individual.

The availability of such a kind of sharable knowledge is possible with the help of a Knowledge Management System (KMS).
To access knowledge from the knowledgebase of a KMS, a user can query the system through a query processing
subsystem of the KMS. The system in turn should provide accurate, relevant and consistent information to the user. The
accuracy of the information depends not only on the technical intricacies in designing the knowledge retrieval subsystem
but also in the intelligence the subsystem should possess in analysing the query submitted by the user, so as to retrieve
relevant information from relevant sources. Thus it is very important that some machine learning techniques be adapted
to analyse and classify the queries. A good classification system improves the overall performance of the KMS. This paper
deals with the classification of queries for the Agricultural Knowledge Management System (AgriKMS) developed in Tamil.

Developing a question classification system for an AgriKMS in Tamil is a complex task. AgriQuestion Classification (AgriQC)
helps in minimizing search space by analysing the Tamil language queries and generating the appropriate structured
query to be submitted to the knowledge retrieval system. Machine learning approach is adopted for the AgriQC so that it
provides important clues for answer selection and extraction. The design of a classifier and the extraction of the
candidate features are the two key issues to be tackled in the AgriQC. Four features namely subordinate word category,
question focus, syntactic and semantic structure are used for feature extraction.

The feature set is then used for classifying the questions given by the agriculturists to the AgriQC system. This system
thereby acts as a sub system of an agricultural knowledge management system whose goal is to collect knowledge from
experts in agricultural domain, unstructured and semi structured knowledge from www and social community sites and to
disseminate knowledge to the end users by answering their queries using the AgriQC.

1. Introduction

Knowledge services can be otherwise called knowledge management activities are, the activities like creation, access,
transfer and application of knowledge. From management perspective it is clear that these activities involve a
heterogeneous group of people or entities working on the knowledge and therefore requires a consistent and reliable
service. Therefore these activities must be governed and controlled by a management system.

A KMS (Knowledge Management System) refers to an information technology-based system to support and assist
communities in knowledge management activities. To provide these services a basic Knowledge Management System
consists of a knowledge retrieval module, knowledge extraction module, knowledge updation module and knowledge
transfer module. This complicated task requires the storing of information in a structured Knowledge base which provides
the needed infrastructure for a variety of knowledge services.

This knowledge base plays a vital role in the knowledge management system. It is a repository of domain specific
information managed by the knowledge management system .
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Thus a KMS is not a mere knowledge distribution system, but rather an interactive and open work environment. Of the
number of user groups like knowledge creators, updaters, modifiers another major group interacting with the system is a
group questioning the system for retrieval of information in their natural language. The question answering system, a
module of the knowledge retrieval system should manage the user queries, select a correct answer from several
candidates and provides exact answers for the query since a single query may be reformulated in different ways.

Question classification (QC) provides important clues for answer selection and extraction and hence a good QC system
improves performance of the overall QA system. QC helps in minimizing search space by generating the appropriate
queries to the information retrieval system. The natural reasoning system is capable of differentiating and indentifying
queries posed to it and accordingly returns the expected answer. It handles the task with no difficulty and this process is
termed as the human cognition. But it is difficult indeed to introduce this reasoning process within a machine which is still
under research. Query framing differs from user to user. Processing queries of varied types appearing in different formats
is a bottleneck to a machine. It is a hard task developing a question answering system which will produce exact answers in
natural language. The difficulty of pinpointing and verifying the precise answer makes question answering more
challenging than the common information retrieval task done by search engines.

This research attempts to provide insights into the following issue:

How should agricultural related questions in Tamil be classified in the question answering systems with relation to the
type of answer sought?

The remaining part of this paper is organized as follows. Section 2 describes the different approaches being used for QC.
Section 3 explains our original work for AgrilQC in Tamil . In Section 4 we conclude this work .

2. Literature Survey

The difficulty of Natural Language Processing (NLP) has limited the ability of a question answering system to give accurate
answer to questions that are quite specific to a particular domain.

MULDER is claimed to be the first general-purpose, fully automated question-answering system available on the web.
MULDER's architecture, relies on multiple search-engine queries, natural-language parsing, and a novel voting procedure
to yield reliable answers. However, the difficulty of Natural Language Processing (NLP) has limited their ability to give
accurate answer to questions that are quite specific to a domain. In addition to the traditional difficulties associated with
syntactic analysis, there remains many other problems to be solved, e.g., semantic interpretation, ambiguity resolution,
discourse modelling, inference, common sense, etc[14].

In order to avoid a number of difficulties in developing QA systems, a candidate set of question are generated
automatically by analysing the sentences present in the selected documents. The question-answering system architecture
basically uses sentences within a document as a source of question/answer[3].

Praveen Kumar et al [7] discuss about a question answering system that extracts domain specific keywords from the
question and converts it into a query. This query is given as input to the search engine which retrieves relevant
documents from the web after weighing and ranking them. Case based classification method is used to classify question
types. They claim that this classification methodology helps in the later part of answer selection to put selectional
restrictions to check which candidate answers satisfy the semantic constraints [7].

Q/A system based on knowledge base finds the most similar answer-sentence with the target question from the
knowledge base and then return the corresponding answer to the user, the retrieval mode of which fully takes advantage

of the large-scale of texts, and also avoids bringing the error resources in, which is a very good retrieval mode [5].

The prior knowledge of the estimated answer type helps the QAS to extract correct and precise answers from the
document collection[2].
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Emanuela Moreale and Maria Vargas [1] use argumentation for finding answers in the specific domain of student essays.
The argumentation categories are obtained by means of bottom up approach: categories being definition, reporting,
positioning, strategy, problem, link, content/expected, connectors and general. The query classification phase involves
processing the query to identify the category of answer that the user is seeking[1].

Works (Hovy et al. 2001; Moldovan et al. 2002; Roth et al. 2002) have shown that locating an accurate answer hinges on
first filtering out a wide range of candidates based on some categorization of answer types given a question. Specifically,
this classification task has two purposes. First, it provides constraints on the answer types that allow further processing to
precisely locate and verify the answer. Second, it provides information that downstream processes may use in
determining answer selection strategies that may be answer type specific.[11].

3. AgriQC — A Novel Question Classification System

The AgriQA (Agricultural Question Answering System) requires both context based retrieval of information and
inferencing of knowledge. People questioning the system may be of mixed type; both educated and uneducated. The
research is oriented towards both the category taken into consideration.

In this section we concentrate on the Agricultural Query Processing Module, a submodule of the AgriQA, the technical
details required for it’s implemnetation. The work is organised and approached as follow: a. Challenges in Analysing a
question in Tamil; b. question classification strategy; c. the features to be extracted discussed.

3.1 Agricultural Query Processing Module

The query processing module for the agricultural domain involves processing of simple and complex queries. The feature
set includes namely subordinate word category, question focus, syntactic and semantic structure. Unlike simple
questions, complex questions cannot be answered by simply extracting named entities. These questions require
inferencing and synthesizing information from many sources.

3.2 Challenges in Analysing a question in Tamil
3.2.1 Position of the question tag

Usually when a question is raised, the question tag is analyzed first. Based on the question tag the next level of analysis
continue. In English the question tag usually appears as the first word in the question. This helps in chunking the question
for the question tag initially and based on this it is easier to classify the questions. But in Tamil the position of a question
tag is usually present at the end or in the middle and may also vary. For eg

BTHMI L L6V 6TETM TV 6T63T6uT ?

&1L GHLper(F) 6TeL6UETE SHTEVLD 6UET(HLD?

2 (PhGI SHIUSHT 6ThS HTVSHlV 2 MLGH ClFnuiti@E g ?
CBsLE0IEL 2 _6iTer 2aTL’ | F&15 ST 6T63TGl6vT6ITSOT P

6Thd HTVSH6L GClBed 2 MLGH GlFiiiwevTid?

And also the question tag helps for further identifying the answer type in the AgriQA system.
3.2.2 Question characteristics namely lexical, syntactical and semantics play a major role in the classification of questions.

Extraction of syntactic and semantic information usually requires language-specific tools. Tools, such as parsers, are not
well suited for processing questions since they are trained on a corpora that don’t contain many questions [4]. The
relatively simple bag-of-word approaches that are successfully used in text retrieval are not sufficient for extracting
specific, fact-based answers in an AgriQA system. It requires linguistic processing ranging from the relatively simple
pattern matching and lexical look-up tables to the more difficult analysis of syntactic and semantic structure. Natural
language processing techniques like shallow parsing, named entity recognition, part-of-speech tagging and logical
transformations [9] are required.
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3.3 Question Classification Strategy

A novel strategy, in addition to conventional search and NLP techniques, is used to construct the AgriQC system. We took
a set of questions in Tamil in the domain. The questions are largely factual, requiring a listing, descriptive answers, . We
manually classified them into four classes as listed below and are supported with suitable examples. Since no standard set
of categories exists in the domain, we chose a rather coarse set that seemed appropriate to us.

Named Entity (animal, people, thing)

CrpLulCrr® Ceumy stesrsr Luflisewer Breir 2or(®R) LIUNTTS eueTT&aH6VTID?

6Ths UM WITET LpFFE6T GbHLwilens $rdsddn (Hib?

Location (city, country)

QBsL ClaTsTLpHeL SLOPBHTL 146V 6THIG HewL ClLIMISDGI?

QpHUUT Flsors LulflL@ED TBleVBISST sTemeu?

QpHuWiT 9 FHTs 6ThIE allswaraldssiLGED &7

Description (definition, description, manner, reason)

» Definitions

Numeric

The question tag what (etesresr) helps in retrieving a description of the entity searched for eg. 2ar(h) Liuili
6T6OTEOT? BTHMI BL L6V 6TTMT6V 6T6dT68T? HedTGIFII BleVID 6TTMT6L 6T6dT6W? 16T OIFUI Bl6VID 6T6TDT6V
6T6OT6OT ?

Explanation

6Th rglflwmret wesr QBHUWIHEEG 2 SbDSSI,

Manner

QpHuulleny sTeuaisid Luilfl_sorid?

List

CBeLEIsD 2 _6iTemr 2ar’ | & g6 6T65T GlevT6dT6wT?
CBsv HCBwTs ailewerdas GlUD THOGHS 2 FHIGHET Liw6T LI(HHH6VTID?

Measurement
ClFbewL GBL FTG LI (LPOMEHGHS CHWEUIWITET 6)leWH H(ETEMEU 6T6ITEUT ?
Seasonal

@6V ML & (& TDM HTEVLD 6T ?
QHLuli 1pBlihg 2 L 6T sTHGLITPE SmususnL ClFiiw Coussor(Rib?
2 (PHGI HIUHT 6THG HTVHD 2 Mg ClFinuliL@B S ng?

> Order
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CBHLul(HEHEG SBHSSH! HHLeOL 2 DHLGS] GlFiiweorom?

The question types can further be classified as low order and high order and can be either closed-ended (convergent) or
open-ended (divergent) depending upon the type of answer they return [10]. A low order question requires the system to
simply recall a simple single fact. On the other hand a high order question expects the system to recall facts and
simultaneously show that they understand the topic, situation or solution to a stated problem. In otherwords, a high

order question will expect that a system should understand the relationship between a fact or piece of knowledge within
the greater context of the situation.

Closed-ended questions requires factual data that are generally short, while divergent type of questions requires an
ability to recall some information from stored memory, but must apply that knowledge and other knowledge to explain,
extrapolate or further analyze a topic, situation or problem[10].

Feature to be extracted

In linguistics, subordination is a principle of the hierarchical organization of linguistic units. The principle is applicable in
semantics, syntax, morphology, and phonology and most work in linguistics use the term "subordination" in the context
of syntax. Thus to put it in a nutshell “Subordination is a relation existing between two syntactic units, whereby one unit
is subordinate to the other and the latter is superordinate to the former”[13].

The relationship can be represented as a syntactic structure by trees. Trees are used for exhibiting constituency and
dependency structure. Dependency grammar focuses on syntactic dependencies.

The analysis of an agricultural question posed by a user revealed the free word order. Thus dependency structures is well
suited for the language. The example below shows a dependency tree, an ordered tree i.e. it shows actual word order.

QUET(THLD

S

&HTeVLD

S

&bl

&IDL| HT6VLD 6U6MT(HLD (HIDL| 6T6M6U6TEY STEVLD EUET(HLD?)
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QUG (THLD

&bl

FTVSHD G

6T6UAEITEY HTVSHSIMN G HLDL| 6UET(HLD
QUG (HLD

&LD SHIT6EVLD

HLDL| GUAT(HLD &T6VLD (&LDL| 6UET(HLD HT6VLD 6T63T6HT?)
Conclusion

The aim of the Agricultural question classification system is to analyse the query posed by an user to the system and
retrieve the apt answer expected by the user. We discussed some of the methods used in the existing QA system and
proposed a new strategy suitable for the agricultural domain. In the query processing module we have discussed about
the difficulties involved in processing a query in tamil language, identification of question types, subordinate word feature
extraction which will further help in the retrieval of the exact answer and the dependency structure suitable for the
language.
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ABSTRACT

This paper focuses on a novel automatic machine translation system for translating Tamil noun words into sign language
variants. Noun words generally do not contain a generic meaning or predefined sign, so a special method has to be
designed for translating Tamil noun words to sign gestures in sign language. Two methods are followed in representing
nouns words in sign language. Namely finger spelling approach and Air writing approach. This work explores a novel
approach of translating Tamil noun words to sign gestures using finger spelling approach to sign gesture. Finger spelling is
a act of spelling out alphabets with the help of fingers and fingers displacement. Finger alignment for each letter is
represented using a Dactylology chart. The final outcome of the proposed system is hand animated sequences of letters
in Tamil noun words.

1. INTRODUCTION ON SIGN LANGUAGE

Sign language is the native language for hearing impaired people and is not universal. It varies slightly from region to
region just like dialects of a spoken language. A single sign can have different meaning in different sign language. For
example same sign is interpreted as “slow” in SriLankan sign language and “easy” in American sign language (ASL) .

To overcome the communication barrier between hearing impaired and normal hearing community an automatic
machine translation will be very useful. There are various machine translation systems being developed to translate
spoken language text to native sign language. Some of the systems are especially developed to be used in particular
domains such as in banking hall, weather forecasting, in post offices by the hearing impaired community[3]. A complete
and full fledge system that translate spoken text to Sign language is not yet developed and only little work is carried out in
translating Tamil text to Tamil sign language.

A machine translation system has to bridge the structure of sign language ie the usage of the hand movements, palm
orientation, fingers (manual) and body, facial expression (non manual) on one side to the grammar of spoken language on
the other side, since the structure of Sign language is different from the spoken language and there is huge lexical gap
between them. Therefore reordering of signs is needed to convey the correct meaning.

Usually the sentence of the spoken language may contain noun, verbs, adjectives, tenses, and numbers. More care should
be taken to represent them in sign language. Tenses, temporal aspects and verbs are signed in different position in
signing space and emotional words are signed through facial expressions[4][5]. Word sense disambiguation issues in sign
translation systems can be overcome by contextual models. In the case of proper noun there is a need to apply a different
approach in translation process. The objective of the proposed system is to translate nouns in Tamil text to Tamil sign
language in an effective manner.

Generally in sign language, nouns and proper nouns are signed by Finger spelling and Air writing method. The Air Writing
is an approach where with the help of the fingers the signer will draw the alphabetic representation in the air. This means
that structure of the alphabets is shown in air. The important aspects in Air writing method is that the signer must
correctly, perfectly and accurately show the alphabet orientation.

Though Air writing method is simple to represent the alphabets it has the following drawbacks: It depends on the signer

speed in representing the alphabet, knowledge of the signer about the alphabet structure; as it vary among individual and
focus of the recipient. These constraints/drawbacks can be overcome by a better and robust method namely Finger
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spelling method. It is mostly used to represent the noun words in sign language. The proposed approach deals with the
Finger spelling representation of Tamil noun words.

This paper is organized as follows section Il discusses on various machine translation approaches used in sign language
translation systems. Section Il deals with the finger spelling concepts. Section IV dealt with system architecture and its
working and Section V is about evaluations of the system and section IV about the conclusion and further enhancement
of the system.

2. SIGN LANGUAGE TRANSLATION SYSTEM

Various methods are followed in general to translate spoken text to native sign language. The machine translation
methods are classified as Example based method[6], direct transfer method and Interlingua method. In example based
method initially a set of sentences in spoken language is translated manually into sign sequences and stored. With the
help of this repository, the translation process is carried out. Direct translation method is based on word-byword
translation[7]. Each spoken language word is mapped onto a sign. Simple reordering rule is applied to get the sign
sequences. The system is limited to the availability of signs and sign-word mapping. In Interlingua Approach the source
language text is initially analyzed and converted into some abstract meaning representation, called an Interlingua. Then
sign language is then generated from the Interlingua representation. All these methods depend on the morphological
aspects of the spoken language.

In these methods tagger and parser are used to identify the nouns, verbs, adjectives tenses, plurals, genders, named
entities and other parts of speech. Apart from tagger and parser, word net dictionary is also used. Nouns and proper noun
words will occur in the sentence in different forms. It is a challenge for a translation system to identify the noun words
which occur in a sentence in different forms. The noun can be name of a person, name of a place or can be referred as he,
him and by using POS tagger, dictionary and anaphora resolution techniques these words can be identified, then these
words are tokenized into individual letters and these letters are represented using finger spelling method.

3. FINGER SPELLING APPROACH

One of the approaches that are used in sign language to communicate is the Finger Spelling which is the representation of
letters by using only hands which are the basic units of sign language. As there are no proper and specific signs for noun
words Finger spelling method is used to represent noun words in sign language. It also helps native Tamil speakers.

In the finger spelling approach the nouns are first tokenized into individual letters. Then based on the way the letter is
written symbols are assigned to them using dactylology chart. Tamil letters have circular shapes; partially due to the fact
that they were originally carved with needles on palm leaves, a technology that favored rounded shapes. The writing of a
Tamil is a combination of alphabetical and syllabic systems. Tamil has twelve vowels, eighteen consonants, four Grantha

-

consonants (‘gh, eig, e, @m’) and one special charter ‘s3’. Table | shows an example the Tamil Finger Spelling based on

dactylology chart for the word “o_ror”.
TABLE | Tamil letter mapping based on dactylology chart.

Famil
Tamtl Phonetic
Waord Finger

Spelling
spelling
o &7
4
2107 |2 i1h+ a8 ol
’
4
AL
¥
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Dactylology chart gives gesture representation for each Tamil letter in sign language using hand movements. Figure 1.2
denotes the finger spelling which is representing letter 'sy ', which is a vowel in Tamil language. In Tamil finger spelling,
left hand is dominated by the right hand. Right hand makes alternative gestures to represent each Tamil letter.

Figure 3.1 Representation of letter 'e5 '

Moreover, as shown in figure 3.1 right hand travels through each finger of left hand to represent vowels. Another most
important point is that, these finger spellings should be made within the human body range, which means with in a

shoulder range. All Five Tamil vowel letters (', "', '2a1, 's5, 'spar') has exploit finger movement.

4. SYSTEM ARCHITECTURE OVERVIEW

The proposed system architecture for translating Tamil noun words to Tamil sign sequences is shown in fig 4.1.The
architecture of the Tamil noun words to Tamil sign language translation system is essentially a pipeline of three stages
namely Reader, Planner and Hand Animator. Initially noun words are identified using tagger and Tamil dictionary after
which the noun words are separated and are given as input to the reader. The reader along with help of the dactylology
chart[9] maps the signs and this is sent to the planner where the Hand movements are fixed and in the hand animator
modaule the sign sequence for the noun word is generated and finally animated in 2D screen[2][8].

A.Text preprocessing

The given Tamil sentences are preprocessed with the help of Word net dictionary and anaphora resolution techniques to
identify noun words. Then these words are given as input to the Reader.

B.Reader

The Reader takes Tamil Noun words as input. Using Tokenizer (uyirmei algorithm) the given noun word is separated into
individual letters or Tokens. These tokens are classified into uyir (2_), mei (o) and uyirmei (wor) letters This algorithm

takes into account the Unicode of the character and accordingly identifies the uyir and mei letters and with the help of
this the uyirmei letters are generated. Then the symbols are generated from the symbol predefined chart namely
Dactylology chart.

Hand

gn M et Hand
<« Planner | S
s Animator |
\K Input 2ol Reader |
Dacrytology Graph h
: i L

Figure 4.1 Architecture of translation system
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The sign representation of each letter or alphabet of Tamil language set is available in the dactylology chart. Another
important task performed in this module is the identification of the sign for uyirmei letters. These letters formed from
both uyir and mei characters. Though there are two character representations for uyirmei while generating the signs for
these letters it should be a single step and this issue is taken care by the planner.

C.Planner

In planner the characters are checked whether they are kuril or nedil character which is most important in determining
the Hand animation. The tokens or letter along with their signs are fed into the planer. The kuril and nedil characters are
identified and depending on this the hand gestures are generated. If there are kuril characters then the display is a static
gesture and nedil characters then the display is dynamic gesture. In static gesture the right hand just touches the left
hand. Whereas in dynamic gesture the right hand makes movement on the fingers of left hand. The output of this module
is given to Hand animator to animate the sign sequence.

Hand Animator

This is the last module in the system where the signs for the noun words are animated. The animated signs are sequenced
and are displayed on a GUI for effective understanding by hearing impaired people. Fig 4.2 shows the output screen for a
word. In this depending on the kuril and nedil characters the gestures are generated.

. Action script
If char are

y kuril
INPUTIOM pe@nnes movement

without hand

If char are

odil Action script with LT”
S hand movement ' ¥

Figure 4.2 Hand Animator

5. EVALUTION CRITERIA

251
20 1

151

O precision
101 @ recall

2 b b 3

Figure 5.1 precision and recall graph

The elevation is done based on precision and recall. To the example presented the precision and recall graph is obtained
as shown in the figure 5.1 both are calculated using the formula each letter Precision=TP/TP+FP, Recall= TP/TP+ FN For o_
precision= 1/1+3= 0.25= 25%, Recall= 1/1+4= 0.2 =20%. Similarly for the remaining characters the precision and recall are
calculated for our example.

6.CONCLUSION
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The proposed work is synthesize of Tamil Sign Language gesture for Tamil noun words. The complexity is reducing in the
process, instead of determining uyir-mei characters as uyir and mei separately, we can created a single image. This
reduces both the time complexity and space complexity. At present sign gestures has created only for Tamil nouns words,
Later it can be emphasized for the verb, tense, etc. Tamil Signs were developed by using the Dactylology chart. In future,
individual character or written form of uyir mei characters can be synthesized based on Regular Expression and by
generating the grammar. The system can also be developed to synthesize the common noun.
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Abstract

Each case marker has a number of functions which lead to case mismatches in machine translation (MT) .
Hence, any effort in the direct mapping of case markings often results in non-standard or ungrammatical
constructions in the target language. In detail, this paper attempts to find out the divergent functions of the
nominative, accusative and dative case markers between Telugu and Tamil and provides various solutions to
handle them in Transfer Based MT system.

1. Introduction

Building a machine translation (MT) system is one of the challenging tasks in Natural Language Processing. Even though
Tamil and Telugu are two closely related languages belonging to Dravidian language family, still they exhibit a
considerable amount of diversity at every level viz. morphological, syntactic, semantic and lexical levels. Keeping these in
mind, building a MT system for this language pair can be not only non-trivial but also challenging. The paper deals with
the issues in the development of an automatic Telugu-Tamil bidirectional MT systems.2

To build a more sophisticated and effective MT system, it is significant to identify divergences (i.e. cross linguistic
differences) between the pair of languages. This paper focuses on case divergences i.e. the differences that occur due to
case selection in Telugu and Tamil.

2. Case mismatches

Case is a system of marking dependent nouns for the type of relationship they bear to their heads (Blake, 1994:1) . In
certain cases, languages show a great mismatch in the patterning of the morphological case against the patterning of the
syntactic case. It arises due to the distinction of a case (form) and its grammatical role (function) that it expresses.

Case marking with nominals in Telugu and Tamil is exhibited as suffixes to express the different syntactico-semantic
functions. The inflection of case is overtly marked except in the case of Nominative which is @ in both the languages as in
Table-1.

Language NOM ACC DAT INST ASS LOC ABL GEN
Tamil @ -ai- (u) kku/-al - otu/ -il/ -iliruntu/ -in/-utaiya/

-ku utan -itam  -itamiruntu -atu
Telugu @ -ni/-ki/ -to -té -6/ -nuMdi/ -yokka

-nu -ku -daggara -nuMci/

Table-1: Case System of Telugu and Tamil

2. Machine Translation systems discussed here are being developed under the project of IL-IL MT at CALTS, University of Hyderabad, as a part of the
Consortium of Indian Languages to Indian languages Machine Translation Systems funded by DIT, Ministry of Information Technology, Govt of India.
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Here are some of the major reasons for case mismatches between Telugu and Tamil.

1. Case Syncretism
2. Case with Complements to Postposition

3. Case Syncretism
Case syncretism occurs when a single inflected form corresponds to two or more case functions (Comrie 1991: 44-47) .
Distinct case values are determined on a language-specific basis, so that the case syncretism by the definition involves an

observable asymmetry between paradigms within a language (Bearman, 2009:219) .

Both in Telugu and Tamil, a number of instances of case syncretism are found and that poses problems in MT. Here, we
list the divergent behaviour of the use of the nominative, accusative and dative case markers between Telugu and Tamil.

3.1 Nominative Case Marker

Nouns in the nominative case have different functions such as (i) subject, (ii) predicate, (iii) subject complement, (iv)
object complement and (v) object (Lehmann, 1989:25) .

3.1.1 Subject: The nominative case marked noun is used as a subject in both Telugu and Tamil. When a subject is in the
nominative case, it controls verb agreement.

(1) Te.ramudu; ikkadi-ki vacc-a-du; .

Ram.NOM here-DAT come-PST-3SGM

Ta.raman; inké va-nt-an; .

Ram.NOM here come-PST-3SGM

'Ram came here'

However, when a predicate indicates the capabilitative mood, Tamil optionally uses the subject inflected for the
instrumental case marker or otherwise called as inflected for the lexical passive (Subbarao & Bhaskararao, 2004:163),
whereas the subject in Telugu is in the nominative case.

(2) Te.nénu i pani ceyy-a-gala-nu

I.NOM this work-@ (ACC) do-INF-can-1SG

Ta.enn-al/nan inta vélai.y-ai.c ceyy-a-muti-y.um.

I-INST/I.NOM this work-ACC do-inf-can-3SGN (default)

'l can do this work’

3.1.2 Predicate: Noun phrases in their predicate position occur in the nominative case in Tamil. In Telugu, the predicate
nominals are in the oblique case agreeing in person and number with the subject when it is in the first or second person
singular or in the first person plural. Such agreement is manifested by the occurrence of a pronominal suffix which is co-

indexed with the subject.3

(A) Predicate noun:

3The addition of pronominal suffix with a noun is otherwise called pronominalized noun (Krishnamurti and Gwynn, 1985:134)
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With first person singular With first person plural With second person singular

(3) Te. nénu yuvakudi-ni . (4) Te. manamu yuvakula-mu. (5) Te.nuvvu yuvakudi-vi.
we.incl.NOM young man.OBL-1PL. You.NOM young man.OBL-2SG.
I.NOM young man.OBL-1SG.
Ta. nam ilaifiar-kal. Ta. niilaifan.
Ta. nan ilaifan. we.incl. NOM young man-PL.@ You.NOM young man.@
' We are young men' 'You are a young man'

I.NOM young man.@

'l am a young man'

In Telugu, abstract nouns of quality with adjectival force occur in the position of a predicate in equative [NP-NP]
construction [Krishnamurti and Gwynn, 1985:p125]. These nouns do not show agreement with subject and are in
nominative form and similar to Tamil. The nouns like poVdugu 'tall', eVwwu 'height’, etc., do not agree with the subject.
(6) Te.nénu mi-kaMté podugu

I.NOM you.PL-than tall (noun) .@

Ta.nan unkal-ai vita uyaram

I.NOM you.PL-ACC than tall (noun) .@

'l am taller than you'

(B) Predicate Adjective: The predicate adjective too behaves in a similar fashion as mentioned above in (3), (4) and (5) in
Tamil and Telugu.

(7) Te.nénu maMcivadi-ni.

I.NOM good person.OBL-1SG

Ta.nan nallavan.

I.NOM good person .

'l am a good person'

(C) Predicate Numeral: A Predicate numeral is the number expression that occurs in the predicate position. The numerals
in predicate position function exactly like predicate nouns in terms of agreement in Telugu. Hence, they appear in oblique
form.

(8) Te.mému muggura-mu.

we.excl.NOM three person.OBL-1PL

Ta.ndnkal mivar.
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we.excl.NOM three person.@

'We are three persons.'

3.1.3 Subject Complement: The nominative case is used in Tamil when a noun functions as a complement to the subject
with a verbal predicate. Similar to predicate nouns, the subject in Telugu agrees with the subject complement when it is
in the first or second person singular or in the first person plural.

(9) Te.nénu; maMcivadi-ni ; ayy-a-nu;

'I.NOM good man.OBL-1SG become-PST-1SG'

Ta.ndn; nallavan ; Gnén;

'I.NOM good man.@ become-PST-1, sg'

'l became a good man'

3.1.4 Object Complement: The noun must be in the nominative case when it functions as an object complement in Tamil.
In such cases, Telugu noun is marked for accusative case. Irrespective of the ontology of object, the accusative case
marker is mandatorily assigned to the object and its complement object in Telugu as in (10) .

(10) Te.nénu vadi-ni rayi-ni/ maniRi-ni cés-a-nu.

| he- ACC stone-ACC/ human- ACC do- PST- 1SG

Ta.nan avan-ai kal/ manitan akk-in-én

| he- ACC stone.@ / human.@ make-PST- 1SG

'l made him into a stone/a human'

3.1.5 Object: The noun may be in the nominative case when it functions as an object which is [-animate] and [-specified]
both in Telugu and Tamil.

(11) Te.nénu pata pad-a-nu

I.NOM song @ (ACC) sing- PST- 1SG

Ta.ndn pattu pat-in-én.

I.NOM song.@ (ACC) sing-PST-1SG

'l sang a song'

3.2 Accusative Case Marker The direct object of a transitive verb is accusative case marked either overtly or covertly. In
both the languages, the accusative case marker shows syncretism with the nominative case marker (@) when the direct
object marker is not overtly case marked.

The major divergence on marking accusative arises due to the following reasons between Telugu and Tamil:

1. Differential Object Marking
2. Accusative Case Marking of Theme in the Non-nominative Subject (NNS) Construction
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3.2.1 Differential Object Marking

The variation in the occurrence of case marking w