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On behalf of the South Asia Studies Department here at the University of Pennsylvania, I would like 

to extend our warm welcome to the esteemed delegates of this conference. Our department is not only 

the oldest South Asia Studies Department in the US, with Tamil being part of its curriculum from the 

1940s, it has also produced in the past some of the most important works on the subject of Tamil 

language and literature in the United States. We are honored to have members of INFITT and wish 

them great luck in years to come. 

 

 

Dr. Daud Ali 

Associate Professor and Chair 

South Asia Studies 
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On behalf of the South Asia Center, I welcome the members of INFITT to the University of 

Pennsylvania for the 10th Annual Tamil Internet Conference.  We are delighted and honored to be able 

to host this important conference here at Penn.  I want to take this opportunity to thank Dr. Vasu 

Renganathan and Dr. Harold Schiffman for organizing the conference and for their significant 

contributions over the years to the field of Tamil language study.  The South Asia Center together 

with the South Asia Studies Department has long been committed to supporting excellence and 

innovation in South Asian Language scholarship and pedagogy.  Dr. Renganathan and Dr. Schiffman 

have provided critical leadership in these efforts, at Penn as well as nationally and internationally.   

We are pleased now to have the opportunity to lend our support to this conference and to the 

important work of INFITT.  We hope that your visit to the University of Pennsylvania will be 

extremely productive and that you will also have time to enjoy our wonderful city of Philadelphia.    

 

 

 

 

      

Kathleen D. Hall 

Associate Professor of Education & Anthropology 

Director, South Asia Center 

University of Pennsylvania 
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Professor Harold F. Schiffman 

Honorary Conference Chair, Tenth Tamil Internet Conference 

Emeritus Professor of Dravidian Linguistics and Culture 

Department of South Asia Studies 

University of Pennsylvania 

 

 

 

 

 

 

 

I would like to extend a hearty welcome to the members of INFITT who are gathering in Philadelphia 

for the 10th annual Tamil Internet Conference (TI2011).  My colleagues in the Department of South 

Asia Studies join me in welcoming you here.  Our department is the oldest department in the US 

devoted to the study of South Asian languages, and Tamil is  one of the languages that has been 

taught here since its inception in the 1948's. We can also claim to have been in the forefront of 

innovation in the use of information technology for the teaching and learning of Tamil and other 

South Asian languages, as can be seen from our Tamil Resources website at 

http://ccat.sas.upenn.edu/plc/tamilweb/tamil.html and we have also participated in the conferences 

sponsored by INFITT since its  inception.  We look forward to a successful conference and even more 

progress in the development of IT for Tamil in the years to come! 
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Dr. Vasu Renganathan 

South Asia Studies, Uni. of Pennsylvania,  

Philadelphia, USA 

Chair, Local Organizing Committee 
 

 

 

அᾹᾗ நᾶப᾽கᾦᾰᾁ 

வணᾰகΆ.  எᾱகளᾐ அைழᾺைப ஏιᾠᾰ கட᾿ கடᾸᾐ மா நிலᾱக῀ பல கடᾸᾐ இΆமாநா᾵ைடᾲ 
சிறᾺபிᾰக வᾞைக தᾸதிᾞᾰᾁΆ உᾱக῀ அைனவைரᾜΆ ெபᾹசி᾿ேவனியாᾺ ப᾿கைலᾰ கழகᾷதிᾹ 

ெதιகாசிய ைமயᾷதிᾹ சா᾽பாக வரேவιபதி᾿ ேபᾞவைக ெகா῀கிேறᾹ.  உᾷதம நிᾠவனᾷதிᾹ 

இᾺபᾷதாவᾐ மாநாᾌ பல உᾷதம நᾶப᾽களிᾹ ேபᾞைழᾺபி᾿ சிறᾺᾗற நடᾰகவிᾞᾰகிறᾐ எᾹபைத 
எᾶᾎΆ ேபாᾐ நΆ தமி῁ நᾶப᾽களிᾹ ெசΆᾗலᾺ ெபயனீெரன ஒιᾠைமᾜΆ அயரா உைழᾺᾗேம நΆ 
மனைதᾰ கவ᾽வதாக இᾞᾰகிᾹறன.  அவᾔΆ இவᾔΆ அவனிவᾹ ஆேம எᾹற திᾞᾚலாிᾹ கᾞᾷᾐᾺ 
பᾊ நாΆ அைனவᾞΆ அவாிவராக ஒᾹறிைணᾸᾐ நΆ கᾞᾷᾐᾰ களᾴசியᾱகைள அᾐ இᾐெவன 

நΆமிைடேய பகி᾽Ᾰᾐ ெகா῀ᾦΆ வாᾼᾺைப ஏιபᾌᾷதிᾷ தᾸத இᾸத உᾷதம நிᾠவனᾷதிιᾁ நΆ 
நᾹறிையᾷ ெதாிவிᾺேபாமாக!  இᾸநிᾠவனᾷதிᾹ தமி῁Ὰபணி ேமᾹேமᾤΆ வளர நாΆ ஒᾹᾠ ᾂᾊ 
வா῁ᾷᾐேவாΆ.  இைணயΆ வழி இைணᾸத தமி῁ உ῀ளᾱகளிᾹ தமி῁Ὰபணி ேமᾹேமᾤΆ வளர 
உᾷதமᾷதின᾽ அைனவைரᾜΆ வா῁ᾷᾐேவாΆ உளமார!  

இῂᾫᾷதம நிᾠவனᾷதிᾹ தமி῁Ὰபணி சᾸதிராதிᾷதவைர சாவாᾚவா இளைமேயாᾌ எᾹெறᾹᾠΆ 
ᾘᾷᾐᾰᾁᾤᾱகேவ விைழேவாΆ!  

 

அᾹᾗடᾹ 

 

வாᾆவாᾆவாᾆவாᾆ அரᾱகநாதᾹஅரᾱகநாதᾹஅரᾱகநாதᾹஅரᾱகநாதᾹ 
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Dr. K. Kalyanasundaram 

Chair, Conf. Program Committee (CPC) 

Tamil Internet 2011 Conference 

 

 

Message 

 

Growth in wide usage of Tamil in personal computers started about 25 years ago, almost with the 

growth of Internet and discussions in the virtual world through Email and mailing lists. The required 

tools (fonts and text editors) were developed largely by few software professionals and free lancers. 

Creativity of Tamils led to a wide variety of fonts being used for information exchange through the 

Net . Soon there was the realization that networking worldwide and development of standards are 

essential to nurture a healthy growth of Tamil content on the net.  

INFITT (international forum for information technology) was one of the  initiatives launched to serve 

this need, with active participation of key software developers  of all important Tamil speaking 

regions. Tamil Internet Conferences of INFITT continues to be the only annual forum that brings 

together all those interested in the development of softwares for computing, Tamil information and 

communication Technology ICT in general. I am happy that I could be part of the INFITT 

Management, in the team of organizers for several earlier conferences and also contribute to the 

present TIC 2011 to be held at the University of Pennsylvania. 

A notable and very important development for Tamil Computing and INFITT is ever increasing 

number of academic researchers participating in the Tamil Internet Conferences and presenting their 

research work. Major research efforts are now in Universities. Following co-hosting of TiC2002 and 

TIC 2009 by the Tamil Departments of the University of California at Berkeley and University of 

Koeln, Germany, another Institution well known for its lead in computer-aided teaching of Tamil, 

University of Pennsylvania, is hosting this conference. Possibly for the first time, TIC2012 will set 

records as one where majority of paper presenters are from academic institutions across the world. 

Teachers and young students taking active interest in Tamil Computing is a very good sign for Tamil 

Computing. So I take this opportunity to thank sincerely the hosts INFITT and University of 

Pennsylvania for continuing this conference series. 

  

Dr. K. Kalyanasundaram 

 Lausanne, Switzerland 

 Former Vice-Chair (2004-2006)  

 & Chair (2007-2009) INFITT 
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தமி῁ இைணயΆ தமி῁ இைணயΆ தமி῁ இைணயΆ தமி῁ இைணயΆ 2011 வா῁ᾷᾐ மட᾿ வா῁ᾷᾐ மட᾿ வா῁ᾷᾐ மட᾿ வா῁ᾷᾐ மட᾿ 

அᾶடᾱகைள விᾨᾱᾁΆ ஆழிᾺ ேபரைலகைள ஒᾷத நிக῁ᾫகளா᾿ த῀ளாᾊனாᾤΆ, அழிவிᾹ 
விளிΆைப எ᾵ᾊவி᾵ேடாΆ எᾹᾠ கᾶைண ᾚᾊᾷ திறᾰᾁΆ ேபாᾐ பிறᾰᾁΆ அைமதியிᾹ ஆனᾸதΆ 
எᾶணிலடᾱகாᾐ. அᾸத ஆனᾸதᾷதிᾹ எ᾿ைலைய தமி῁ இைணயΆ 2011 எமᾰᾁ வழᾱகியᾐ எᾹறா᾿, 
அᾐ மிைகய᾿ல. ப᾿ேவᾠ கᾞᾷᾐ ேவᾠபாᾌகᾦᾰᾁ இைடயிᾤΆ, மீ᾵கᾺப᾵ட உᾷதமᾷதிᾹ தமி῁ 
இைணயΆ தᾱᾁ தைடயி᾿லாம᾿ ᾚᾹறாவᾐ ஆᾶடாகᾷ ெதாடர உடனிᾞᾸᾐ ஒᾷᾐைழᾷத 
ேபᾞ῀ளᾱகᾦᾰᾁ எனᾐ மனமா᾽Ᾰத நᾹறி. காாிᾞ῀ கதிரவைன தιெபாᾨᾐ மைறᾷதாᾤΆ, கதிரவᾹ 
மீᾶேட தீᾞΆ; இᾐ உலக நியதி! உᾷதமᾷைதᾲ சா᾽Ᾰத காாிᾞ῀ மைறய உடᾹ இᾞᾸᾐ பணியாιᾠΆ 
எனᾐ சக ேதாழ᾽க῀, உᾠᾺபின᾽க῀, ெசயιᾁᾨ உᾠᾺபின᾽க῀, இைணய மாநா᾵ᾌᾰ ᾁᾨ நᾶப᾽க῀, 
பணிᾰᾁᾨ நᾶப᾽க῀ மιᾠΆ மிᾹமᾴசாி ஆசிாிய᾽ ᾁᾨவினᾞᾰᾁ எனᾐ மனமா᾽Ᾰத நᾹறி. 

ேநιᾠ, இᾹᾠ ேபா᾿ நாைளᾜΆ ெதாடர᾵ᾌΆ நமᾐ தமி῁ இைணயΆ. நமᾰᾁ῀ ᾐளி᾽ᾰᾁΆ 
ேவᾠபாᾌகைள மறᾸᾐ, நᾶப᾽களாக 2012᾿ மீᾶᾌΆ ஓ᾽ தமி῁ இைணயᾷதி᾿, தமி῁, தமி῁ᾰ கணினி 
ெமᾹேமᾤΆ உய᾽வைடய தமி῁ உலகᾷதிᾹ மιெறாᾞ அைமதிᾺ ᾘᾱகாவி᾿ சᾸதிᾺேபாΆ என 
உᾠதிேயιேபாΆ. 

TI 2011 – Chair's Message 

INFITT had its own share of organizational Tsunami, and I am very pleased to come united to 

celebrate the peaceful TI2011 that came after the Tsunami. In spite of varied difference of opinions, I 

am glad to see the revived INFITT continuing its journey to conduct the yearly conferences, popularly 

known to the Tamil IT world as TI. I sincerely thank all of you who have come together and offered a 

helping hand to make this a success. Dark clouds hiding the sun is a natural phenomenon. The Sun 

will raise again. I sincerely thank all friends of INFITT, Members, Executive committee members, 

Tamil Internet Conference committee members, Working group members and Minmanjari editorial 

team members who devote their personal time and money to make this happen.  

Let us continue our journey like yesterday and today for yet another Tamil Internet Conference in 

2012. Let us keep our differences aside and vow to meet again as friends in another conference in 

another peaceful part of the Tamil world for the betterment of Tamil and Tamil IT. 

 

International Forum for Information Technology in Tamil 

Registered as a Non-Profit Organization in U.S.A 

www.infitt.org 
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D. S. Maniam 

             i-DNS .Net International Pte Ltd 

                            Singapore 

                                        Executive Director   

                                         INFITT 2010- 2011 

 

 

ெபᾹசி᾿ேவனியா ப᾿கைலᾰகழகᾷதி᾿ நடᾰᾁΆ பᾷதாவᾐ ஆᾶᾌ மாநா᾵ᾊ᾿ கலᾸᾐெகா῀வதி᾿ 
நாᾹ உᾶைமயிேல மிகᾺெபாிய அளᾫᾰᾁ மகி῁ᾲசி அைடகிேறᾹ.  தமி῁ ெமᾹெபாᾞ῀ 
உᾞவாᾰᾁந᾽க῀, இைணய வ᾿ᾤந᾽க῀, ஆ᾽வல᾽க῀ ேபாᾹேறா᾽ தமி῁ᾰ கணிைமயி᾿ தாᾱக῀ 
ெபιறிᾞᾰᾁΆ அறிைவᾜΆ ஆழᾷைதᾜΆ ெவளிᾰகா᾵ᾌΆ நிக῁ᾲசியாகேவ வᾞடாᾸதர உᾷதΆ 
மாநாᾌக῀ இᾞᾸᾐவᾸதிᾞᾰகிᾹறன. ெபாᾐவான பிரᾲசிைனகைள ஆராᾼᾲசி ெசᾼᾐ, அதᾹ 

ᾙᾊᾫகைள பகி᾽Ᾰᾐெகா῀ᾦΆ ேமைடயாகேவ தமி῁ இைணய மாநாᾌக῀ இᾞᾸᾐவᾸᾐ῀ளன. 

அெமாிᾰகாவிᾹ பிலெட᾿பியாவிᾤ῀ள ெபᾹசி᾿ேவனியா ப᾿கைலᾰகழகᾷதி᾿ ஜூᾹ 17-19 இ᾿ 
நைடெபறᾫ῀ள மாநாᾌΆ தமி῁ᾰகணிைமᾰᾁ ஆᾰகᾘ᾽வமான பᾱகிைன வகிᾰᾁΆ எᾹᾠ உᾠதியாக 
நΆᾗகிேறᾹ. 

உ῀ᾧ᾽ அைமᾺᾗᾰ ᾁᾨவிᾤΆ மாநா᾵ᾌ நிக῁ᾫᾰᾁᾨவிᾤΆ தைலைமயாள᾽களாக ெபாᾠᾺேபιᾠ 

இᾸத நிக῁ைவ ᾙைறயாக நடᾷத ᾙᾹவᾸதிᾞᾰᾁΆ ேபராசிாிய᾽க῀ ஹர᾿᾵ எஃᾺ ஷிᾺமᾹ, ᾙைனவ᾽ 
வாᾆ ரᾱகநாதᾹ, ᾙைனவ᾽ ேக. க᾿யாணᾆᾸதரΆ ேபாᾹேறாᾞᾰᾁ எனᾐ நᾹறிக῀ உாிᾷதாக᾵ᾌΆ. 
அᾐேபாலேவ பᾹனா᾵ᾌ அைமᾺᾗᾰ ᾁᾨவிᾹ தைலவ᾽ திᾞ வா.ᾙ.ேச.கவியரசᾔᾰᾁΆ எனᾐ நᾹறிக῀ 

இᾸத வᾞடாᾸதர நிக῁ᾫ மாெபᾞΆ ெவιறியைடய தᾱக῀ பணிகைள திறΆபட ஆιறி அம᾽Ᾰதிᾞᾰகிற 
அைனᾷᾐ தᾹனா᾽வல᾽கᾦᾰᾁΆ உதᾫ ெசᾼய நீ்ᾶட கரᾱகᾦᾰᾁΆ உᾷதமᾷதிᾹ ெசயιᾁᾨ 

உᾠᾺபின᾽க῀ சா᾽பி᾿ எனᾐ மனமா᾽Ᾰத நᾹறிக῀. பᾷதாவᾐ இைணய மாநா᾵ᾊைன நடᾷதியிᾞᾰᾁΆ 
ᾙைனவ᾽ வாᾆ ரᾱகநாதᾔᾰᾁΆ ெபᾹசி᾿ேவனியா ப᾿கைலᾰகழகᾷதிᾹ பிற நᾶப᾽கᾦᾰᾁΆ எமᾐ 

சிறᾺபான பாரா᾵ᾌகᾦΆ மனமா᾽Ᾰத நᾹறிகᾦΆ உாிᾷதாக᾵ᾌΆ. 

… 

I’m truly delighted to see  the 10th annual conference to be held in University of Pennsylvania .The 

annual INFITT conference has always functioned as an occasion  

for Tamil software professionals, Internet experts and enthusiasts to renew their expertise and 

knowledge on Tamil Computing. It has served as a platform to discuss common issues and share 

research and developments. 

I am sure the meeting to be held at the University of Pennsylvania, Philadelphia, USA during June 17-

19, 2011 would offer a constructive forum to engage issues  in Tamil computing.  



xix 

I would like to thank Prof. Harold F. Schiffman, Dr. Vasu Renganathan and Dr. K. Kalyanasundaram  

who have kindly agreed to assist in the organization of the conference as Chairs of the Local 

Organizing Committee (LOC) and Conference Program Committee (CPC). Va.Mu.Se. Kaviarasan, 

Chair of International Organizing Committee (IOC).  

On behalf of fellow Executive Members of INFITT  we would like to thank all supporters and 

volunteers who rendered their services towards the success of this annual event.  I want to offer our 

congratulations and best wishes to  Dr Vasu Renganathan and his University of Pennsylvania team for 

organising the 10th Tamil Internet Conference.  

 

S.Maniam 

Singapore 
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Tamil Literature through Computer 
(கணினியிᾕேட ெசΆெமாழி)
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ைகைகைகைக கணினியிᾕேடகணினியிᾕேடகணினியிᾕேடகணினியிᾕேட ெசΆெமாழிெசΆெமாழிெசΆெமாழிெசΆெமாழி 
Mobile Tamil Keypads 

G. Devarajan 
E-mail: devarajan @gmail.com 

 

 

1)  ᾆᾞᾰக ᾙᾹᾔைரᾆᾞᾰக ᾙᾹᾔைரᾆᾞᾰக ᾙᾹᾔைரᾆᾞᾰக ᾙᾹᾔைர:   

கணினிக῀ ᾆᾞᾱகி ைககளி᾿ விைளயாᾌΆ நᾪன ெதாழி᾿ᾒ᾵ப காலᾷதி᾿, நᾪன ெதாழி᾿ 

ᾒ᾵பᾱகᾦᾰᾁ ஏιப ெமாழியிᾹ பயᾹபாᾌ மιᾠΆ பயᾹபா᾵ᾊιகான  மாᾠத᾿கைள எதி᾽ெகா῀வᾐ 

க᾵டாயமாக உ῀ளᾐ.  

1995-கᾦᾰᾁ பிறᾁ ஒῂெவாᾞ இரᾶᾌ ஆᾶᾊιᾁΆ கணினிகைள இயᾰᾁΆ ெமᾹெபாᾞ῀க῀ மாறிய 

வᾶணமாகேவ உ῀ளன. இῂவைகயான  மாιறᾷதி᾿, கணினிகளி᾿ நமᾐ ெசΆெமாழிைய 

பயᾹபᾌᾷᾐவேத மிகᾺ ெபாிய சிᾰகலாகி இᾞᾸᾐ வᾞகிறᾐ, அᾺபᾊ இᾞᾸᾐΆ தமி῁ ஆ᾽வல᾽க῀ 

பலாிᾹ ᾆய ᾙயιசிகளினா᾿, ஆᾱகிலமιற, உலக மιᾠΆ இᾸதிய ெமாழிகைள விட தமி῁ ெமாழி, 
கணினி மιᾠΆ இைணய  பயᾹபா᾵ᾊேல சிறᾸᾐ விளᾱᾁகிறᾐ! 

இᾞᾺபிᾔΆ, இᾺபᾊ மிᾹன᾿ ேவகᾷதி᾿ கணினிக῀ உᾞமாறி, இᾹᾠ ைகேபசிகலாக நΆ மᾊயிேல 

தவ῁Ᾰᾐ ெகாᾶᾊᾞᾰᾁΆ இᾹைறய கால க᾵டᾷதிιᾁ ஏιப நமᾐ ெமாழிைய பயᾹபᾌᾷᾐΆ 

வைரᾙைறகைள உιᾠ ேநாᾰᾁவᾐ மிகᾫΆ அவசியமாக உ῀ளᾐ. 

அῂவைகயான ஒᾞ உιᾠ ேநாᾰகᾢᾹ பதிᾺᾗ இᾸத "ைக கணினியிᾕேட ெசΆெமாழி" க᾵ᾌைர 

2) ᾙᾹᾔைர ᾙᾹᾔைர ᾙᾹᾔைர ᾙᾹᾔைர  
2000 ᾙத᾿ 2010 வைர, கி᾵டᾷத᾵ட பᾷᾐ வᾞடᾱகளாக, ப᾿ேவᾠ ைக ேபசி தயாாிᾰᾁΆ நிᾠவனᾱக῀ 
வித விதமான வைககளி᾿ ைக ேபசிகைள தயாாிᾷᾐ ெகாᾶᾌ வᾸᾐ῀ளன இவιறி᾿ உலக அளவி᾿ 
மிக பிரசᾷதி ெபιறைவ Nokia, Sony, Ericsson, Apple மιᾠΆ Samsung நிᾠவனᾱக῀. 

2004 ஆᾶᾊιᾁ பிறᾁ, ெபாிய மனΆ பைடᾷத சில  தᾹனா᾽வல᾽க῀ தமி῁ சா᾽Ᾰத ைக ேபசிகᾤᾰகான  
ஆᾼᾫகைள ேமιெகாᾶடன᾽, இᾞᾺபிᾔΆ 2010 வைர இῂவைகயான ைக ேபசிகளி᾿, தமிைழ 
பயᾹபᾌᾷᾐவᾐ மிகᾫΆ அாிதாகேவ இᾞᾸதᾐ, 2010-ιᾁ பிறᾁ ெதாழி᾿ᾒ᾵ப வள᾽ᾲசியிᾹ காரணமாக 
ெசΆெமாழிைய பரவலாக ைக ேபசிகளி᾿ தமி῁ எᾨᾷᾐᾰகைள பா᾽ᾰக ᾙᾊᾸதᾐ. 

3)    12 Keys/ெபாᾷதாᾹகளிᾹ இயலாைம  ெபாᾷதாᾹகளிᾹ இயலாைம  ெபாᾷதாᾹகளிᾹ இயலாைம  ெபாᾷதாᾹகளிᾹ இயலாைம   
இᾞᾸᾐΆ மிகᾺ ெபாᾐவான மιᾠΆ ேபாரா᾵டமான பிரᾲசைனயாக இᾞᾸᾐ வᾞவᾐ, அதிக அளவி᾿ 
பயᾹபᾌᾷதᾺபᾌΆ ைக ேபசிகளி᾿ இᾞᾰᾁΆ ெவᾠΆ 12 ெபாᾷதாᾹகேள!. ஆᾱகிலΆ மιᾠΆ ஆᾱகில 
அᾊᾺபைடயி᾿ சா᾽Ᾰத ெமாழிகைள தவிர மιற எ᾿லா உலக ெமாழிகᾦᾰᾁΆ இᾸத 12 ெபாᾷதாᾹக῀  
மிகᾺ ெபாிய தைடயாகேவ உ῀ளᾐ. இᾐ சΆமᾸதமான ப᾿ேவᾠ வைகயான பாிᾸᾐைரக῀ 
பாிᾸᾐைரᾰகᾺப᾵ᾌΆ ெமாழிகைள ைக ேபசிகளி᾿ ᾗᾁᾷᾐவதி᾿/பயᾹபᾌᾷᾐவதி᾿ சிரமமாகேவ 
உ῀ளᾐ.  
 
ஆனாᾤΆ, உலக ᾗக῁ ெபιற  Nokia மιᾠΆ Motorola ைக ேபசி தயாாிᾺᾗ நிᾠவனᾱக῀ தனᾰேக 
ஆன, மιற இᾸதிய ெமாழிகைள சா᾽Ᾰத அᾊᾺபைடயி᾿ தமி῁ எᾨᾷᾐᾰக῀ அᾲசிடᾺப᾵ட தமி῁ விைச 
பலைகᾜடᾔΆ, ᾙιறிᾤமான தமி῁ Menu-ᾫடᾹ ைகேபசிகைள, அைணᾷᾐ விιபைன நிைலயᾱகளி᾿ 
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ெவᾠΆ ᾟபாᾼ 1500 ᾙத᾿ விιகᾺபᾌவᾐ மிகᾫΆ மகி῁ᾲசியான மιᾠΆ பாரா᾵டᾰᾂᾊய 
நிைலைமயாக இᾞᾰகிறᾐ. 

4) பயனாிᾹ இயலாைமபயனாிᾹ இயலாைமபயனாிᾹ இயலாைமபயனாிᾹ இயலாைம 

ைக ேபசிைய பயᾹபᾌᾷᾐேவா᾽ இைடேய தமி῁ ெமாழிைய   பயᾹபᾌᾷத ேவᾶᾌΆ எᾹற ஆ᾽வΆ மிக 
ᾁைறவாகேவ உ῀ளᾐ, இவιறிιᾁ பல காரணᾱக῀ இᾞᾺபிᾔΆ மிக ᾙᾰகியமாக இᾞᾺபᾐ. 

Lack of Nationalized standardization of Regional Mobile keypads by Linguistic organizations.       

Availability of Mobile Phones with Tamil Characters Printed Keypad 

No Strict Orders from State Governments to implement Tamil character printed keypads as 

mandatory before sale within state. 

Negligence of Telecom service providers in promoting historical and classical languages.  

இᾸத ᾇ῁நிைலைய மாιற ெமாழி சா᾽Ᾰத அரᾆ ᾐைறக῀ Should issue a G.O. to Sell Mobile Phones 

within Tamilnadu with Tamil characters printed keypad as mandatory) மιᾠΆ  தனியா᾽ ᾐைறக῀ 
ᾙᾰகியமாக (ைக ேபசி தயாாிᾺபாள᾽க῀ மιᾠΆ ெதாைலேபசி ேசைவ நிᾠவனᾱக῀ பயன᾽கைள தமி῁ பயன᾽கைள தமி῁ பயன᾽கைள தமி῁ பயன᾽கைள தமி῁ 
பயᾹபᾌᾷத ஊᾰᾁவிᾰᾁΆ விதமான சᾤைககைள அறிᾙகᾺபᾌᾷᾐவᾐபயᾹபᾌᾷத ஊᾰᾁவிᾰᾁΆ விதமான சᾤைககைள அறிᾙகᾺபᾌᾷᾐவᾐபயᾹபᾌᾷத ஊᾰᾁவிᾰᾁΆ விதமான சᾤைககைள அறிᾙகᾺபᾌᾷᾐவᾐபயᾹபᾌᾷத ஊᾰᾁவிᾰᾁΆ விதமான சᾤைககைள அறிᾙகᾺபᾌᾷᾐவᾐ) 

5) இᾹைறய ைகஇᾹைறய ைகஇᾹைறய ைகஇᾹைறய ைக சாதனᾱக῀ வைகக῀சாதனᾱக῀ வைகக῀சாதனᾱக῀ வைகக῀சாதனᾱக῀ வைகக῀ 

a)  Hand Held Bus Ticket Prnters, & TNEB Bill Generators  

b)  Hand Held  PDA & POS Terminals  

(Tamil yet to get space in these kind of devices) 

c)  Mobile Phones (Number pad based Mobiles, Button based QWERTY keypads & Touch based 
Qwerty Keypads)   

d)  Book Readers (Mostly Touch based QWERTY Keypads) 

6) ைகேபசிகளிᾹ இயᾰக ெமᾹ ெபாᾞ῀களிᾹ வைகக῀ைகேபசிகளிᾹ இயᾰக ெமᾹ ெபாᾞ῀களிᾹ வைகக῀ைகேபசிகளிᾹ இயᾰக ெமᾹ ெபாᾞ῀களிᾹ வைகக῀ைகேபசிகளிᾹ இயᾰக ெமᾹ ெபாᾞ῀களிᾹ வைகக῀ மιᾠΆ பயᾹபᾌᾷᾐேவா᾽ மιᾠΆ பயᾹபᾌᾷᾐேவா᾽ மιᾠΆ பயᾹபᾌᾷᾐேவா᾽ மιᾠΆ பயᾹபᾌᾷᾐேவா᾽ 
எᾶணிᾰைகஎᾶணிᾰைகஎᾶணிᾰைகஎᾶணிᾰைக (OS & Device market Based on admob Web Requests 2010) 

 

OS Type OS Owner 
Tamil 
Fully 
Rendered 

Qwerty 

Keyboard 
Number Dial 
Keyboard 

% of 
Market 
World 

% of 
Market 
India 

iOS(iPhone, 
iPad, iPod 
Touch) 

Apple Inc YES Touch  40% 3% 

Android  Google Inc NO 
Touch/ 
Keys 

Touch/Buttons 25%  

BlackBerry RIM NO Touch/Keys  6%  

Windows 
Mobile 7 

Microsoft NO Touch/Keys   4%  

Symbian Symbian YES/Partly Touch/Keys Buttons 20% 93% 

Unknown 
Chinese/Korean 
Models 

NO NO Touch/Buttons 5% 4% 

Note : Source metrics.admob.com.  % report is based on admob requests, May 2010. 



5 

 
India Mobile Devices Share 

Nokia (Symbian)  42 %  

LG & Samsung(Java OS)  21% 

Micromax, Gfive, Lava & Karbonn(Java OS)  14% 

Others Models(iPhone, Android, Windows)  23% 

Note : Source based on Survey article year 2010(Approximate) 

7) விைச பலைகயிᾹ வைகக῀ விைச பலைகயிᾹ வைகக῀ விைச பலைகயிᾹ வைகக῀ விைச பலைகயிᾹ வைகக῀ & வசதிக῀வசதிக῀வசதிக῀வசதிக῀  
(Number Dial pad, QWERTY Pad, Virtual Key Pad) 

12-᾿ வசதிக῀᾿ வசதிக῀᾿ வசதிக῀᾿ வசதிக῀ 

Keypad Type Number/Alphabet Keys System/Function Keys 

Number Dial Pad 9 2~3 

Qwerty Keypad 26 6~8 

Touch Keypad 26 6 

 

2010-Ά ஆᾶᾊιᾁ பிறᾁ ைக ேபசிகளி᾿ தமி῁ பயᾹபᾌᾷᾐவᾐ ஓரளவி᾿ அதிகாிᾷᾐ வᾞகிறᾐ, இᾸத 
மாᾠதᾤᾰᾁ மிக ᾙᾰகியமான காரணமாக இᾞᾺபᾐ ெதாᾌ வைக ைக ேபசிக῀. 

இவιறி᾿ மிக ᾙᾰகியமாக ᾁறிᾺபிடᾷதᾰகᾐ Apple நிᾠவனᾷதிᾹ iOS-᾿ அᾊᾺபைடயி᾿ தயாாிᾰகᾺ 

பᾌகிᾹற திறைம வாᾼᾸத ைக ேபசிக῀/கணினிக῀.   ᾙᾰகியமாக தமிழ᾽க῀ அதிகΆ வசிᾰᾁΆ நாᾌ 

களான சிᾱகᾺᾘ᾽, மேலசியா, இᾸதியா மιᾠΆ அெமாிᾰகா.  இதி᾿ அதிக அளவி᾿ தமி῁ ெமᾹ 

ெபாᾞ῀கைள பதிவிறᾰகΆ ெசᾼᾜΆ நாᾌக῀,   வாிைசயி᾿ 1) சிᾱகᾺᾘ᾽, 2) அெமாிᾰகா, 3) இᾸதியா  
4) மேலசியா. 

26-᾿ வசதிக῀ ᾿ வசதிக῀ ᾿ வசதிக῀ ᾿ வசதிக῀  

ᾚᾹᾠ வைகயான விைச பலைகயி᾿  ெதாᾌ விைச பலைகைய தவிர மιற இரᾶᾊᾤΆ உயி᾽ மιᾠΆ 
ெமᾼ எᾨᾷதᾰகைள ேச᾽ᾰக இரᾶᾌ அ᾿லᾐ ᾚᾹᾠ ᾙைறᾰᾁ ேம᾿ ஒᾞ ெபாᾷதாைன அᾨᾷதினா᾿ 

 
` ◌ஃ 1 

அ, ஆ, இ ஈ, உ, 
ஊ 2 

எ, ஏ, ஐ,ஒ,ஓ,ஔ 3 

க ங ச ஞ 4 ட ண த ந 5 ப ம ய 6 

ர ல வ 7 ழ ள ற ன 8 ஜ ஷ ஸ ஹ ᾀ ᾯ 9 

T9Options & 
InsertSymbols 

0 

Space & Line 
Break 

# T9 On/OFF & Switch 
Tamil/English 

 

Nokia 1661-2 Tamil Keypad, 
Rs1500 
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ம᾵ᾌேம எᾨᾷᾐᾰகைள பதிᾫ ெசᾼய ᾙᾊᾜΆ, ஆனா᾿ ேவகமாக பரவி வᾞΆ ெதாᾌ வைக மιᾠΆ Text 

Animation ெதாழி᾿ ᾒ᾵பᾱக῀ எᾸத ஒᾞ ெமாழிᾰᾁΆ சாதகமாக  பயᾹ பᾌᾷதி ெமாழிைய மிக எளிதாக 
பயᾹபᾌᾷதிᾰெகா῀ளலாΆ. அᾺபᾊப᾵ட Text Animation மιᾠΆ  Text Display Graphics-᾿ மிக 
ᾙᾰகியமான இரᾶᾌ விைசᾺபலைக ெதாழி᾿ᾒ᾵பᾱக῀ கீ῁வᾞமாᾠ. 

௧௧௧௧) ) ) )  Continuous Tap gives optional keys (iOS) 

ஒᾞ ெபாᾷதாைன ெதாட᾽ᾲசியாக ெதாᾌவதினா᾿ அᾸத எᾨᾷதிᾹ  Unicode Dependent Sign சா᾽Ᾰத 
மιற எᾨᾷᾐᾰக῀  text display animation உதவிᾜடᾹ பயᾹபᾌᾷத எளிதாᾰகᾺபᾌ῀ளன!             

 

 

 

iOS Keypad  Android Keypad 
 

Dictionary based  Word formation (Android) 

இᾸத ெதாழி᾿ᾒ᾵பΆ ெதாட᾽ வா᾽ᾷைதக῀ மιᾠΆ Dictionary அᾊᾺபைடயிலான விைச பலைக, இᾸத 
ெதாழி᾿ᾒ᾵பΆ Google Transliterate அᾊᾺபைடயி᾿ ைக ேபசி இயᾰக ெமᾹெபாᾞ῀களிᾹ   
பயᾹபா᾵ᾊ᾿ ெகாᾶᾌ வர இயᾤΆ. 

இᾸத இரᾶᾌ சᾰதி வாᾼᾸத ெதாழி᾿ᾒ᾵பᾱக῀ இனிவᾞΆ தமி῁ விைசபலைககைள ஒᾞ ᾗதிய 
ேகாணᾷதி᾿ உιᾠ ேநாᾰக ைவᾰகிறᾐ. 

8) ) ) ) Present English/Tamil Phonetic Keyboard : 

 

ᾗதிய கᾶேணா᾵டᾷதி᾿ தமி῁ ெதாᾌ விைச பலைகᾗதிய கᾶேணா᾵டᾷதி᾿ தமி῁ ெதாᾌ விைச பலைகᾗதிய கᾶேணா᾵டᾷதி᾿ தமி῁ ெதாᾌ விைச பலைகᾗதிய கᾶேணா᾵டᾷதி᾿ தமி῁ ெதாᾌ விைச பலைக::::  

ஒᾞ ெபாᾷதாைன ெதா᾵டᾫடᾹ Unicode Dependent Sign-ஐ  பயᾹபᾌᾷதி ஒᾞ எᾨᾷைத சா᾽Ᾰத மιற 
எᾨᾷᾐᾰகைள மிக எளிதாக இயᾰகி பதிᾫ ெசᾼயலாΆ. 
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இᾸத கᾶேணா᾵டᾷதி᾿ மிக ᾙᾰகியமான மாιறΆ இᾸத க᾵ᾌைரயிᾹ ᾚலΆ ᾙᾹ ைவᾰகᾺபᾌவᾐ,  
Re-Assign the Keys away from traditional English QWERTY type writer concept. இᾸத 
பாிᾸᾐைரᾰᾁ ᾙᾰகியமான காரணΆ. 

இᾸத ᾙைறயிᾹ ᾚலΆ எᾨᾷᾐᾰகளிᾹ ெதாட᾽ᾲசிையᾜΆ, எᾨᾷᾐகளிᾹ நிைலகைள, அᾸத 
ெதாட᾽ᾲசியிᾹ ᾚலΆ  எளிதி᾿ நிைனᾫ பᾌᾷத உதᾫΆ எᾹபᾐΆ, அᾐᾫΆ தᾹனிᾲைச வாᾼᾸத தமி῁ 
ெமாழிைய ஆᾱகில எᾨᾷᾐᾰகளிᾹ வாிைச ᾙைறயி᾿  இᾞᾸᾐ பிாிᾷᾐ மிக எளிதான ᾙைறயி᾿ வᾊவΆ 
ெசᾼய பாிᾸᾐைரᾰகᾺபᾌகிறᾐ.  

பாிᾸᾐைரᾰகᾺபᾌΆ ெதாᾌ தமி῁ விைசᾺபலைக கீ῁ வᾞமாᾠ :-  

9) Touch Tamil Keypad – A Glance 

(Away from QWERTY & Typewriter key position thoughts) 

    Small Keys                                                      Caps Lock     Unicode Dependant Signs 

 

 

Hints : - 

- Caps characters can be formed logically typing by repeating the characters specially, vowels. 
Ex : அஅ = ஆ, referred to Unicode 6.0 Tamil Chart or with caps lock. 

-  Dependent Signs may be called when a key is pressed for more than a second, which gives 
options to select Dependent signs. 

10) பாிᾸᾐைரபாிᾸᾐைரபாிᾸᾐைரபாிᾸᾐைர 

1)  Setup Workgroup consisting experts from device manufacturers and volunteers. 

2)  Define a Common and Open Standard which can be unique keypad concept on all major 
platforms, specially the platforms which positioned as top 4 Device Manufacturers & OS 
Developers 
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3)  A Keypad concept which can be Continuous in Tamil Characters Positions (Vowels, 
Consonant & Unicode Dependant sign Order) and easy to remember with positions, an 
unique model for Tamil) 

4)  Tamil keypad which can use Dynamic Display Systems & Word dictionary.   

11)  Download  my Tamil  apps  for iPhone/iPad 

Aathichoodi    : http://itunes.apple.com/in/app/aathichodi/id360404480?mt=8 
(Free) 

Thamizhil Thirukkural : http://itunes.apple.com/in/app/tamizhil-
thirukkural/id339147635?mt=8 (Free) 

Tamizh Quotes : http://itunes.apple.com/in/app/tamizh-
quotes/id407218410?mt=8 (Free) 

Tamizh Game : http://itunes.apple.com/in/app/tamizh-
game/id414426616?mt=8 (Paid) 

iTunes Store keyword : Tamil, Devarajan  
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பாரதியிᾹ பாட᾿கᾦᾰᾁ மிᾹணᾔ வழி பாரதியிᾹ பாட᾿கᾦᾰᾁ மிᾹணᾔ வழி பாரதியிᾹ பாட᾿கᾦᾰᾁ மிᾹணᾔ வழி பாரதியிᾹ பாட᾿கᾦᾰᾁ மிᾹணᾔ வழி  
வாசிᾺᾗᾰகᾞவி உᾞவாᾰகΆ வாசிᾺᾗᾰகᾞவி உᾞவாᾰகΆ வாசிᾺᾗᾰகᾞவி உᾞவாᾰகΆ வாசிᾺᾗᾰகᾞவி உᾞவாᾰகΆ  

– ஒᾞ கணினி ெமாழியிய᾿ அᾎᾁᾙைற 
 

டாᾰட᾽ இராடாᾰட᾽ இராடாᾰட᾽ இராடாᾰட᾽ இரா. . . . ேவ᾿ᾙᾞகᾹேவ᾿ᾙᾞகᾹேவ᾿ᾙᾞகᾹேவ᾿ᾙᾞகᾹ 

ஆசிய ெமாழிக῀ மιᾠΆ பᾶபா᾵ᾌᾷ ᾐைற, ேதசியᾰ க᾿விᾰ கழகΆ 

நᾹயாᾱ ெதாழி᾿ ᾒ᾵பᾺ ப᾿கைலᾰ கழகΆ, சிᾱகᾺᾘ᾽ 637 616 

 

இᾹைறய காலக᾵டᾷதி᾿ கணினி ெதாழி᾿ᾒ᾵பᾷதிᾹ பயᾹபாᾌ அளவிட ᾙᾊயாத அளவிιᾁ 
உய᾽Ᾰᾐ ெசᾹᾠெகாᾶᾊᾞᾰகிறᾐ. இᾐ மனித வா῁விᾹ அைனᾷᾐᾲ ெசய᾿பாᾌகளிᾤΆ தமᾐ 

பᾱகளிᾺைபᾲ ெசᾼᾐ அதᾹ விைளவாᾼ, இதᾹ பயᾹபா᾵டாள᾽கᾦᾰᾁ எᾶணிலடᾱகா வசதி 
வாᾼᾺᾗகைள அ῀ளிᾷ தᾸத வᾶணΆ உ῀ளᾐ. இᾐ தᾹ பணிைய மிக ேவகமாகᾫΆ, ᾐ᾿ᾢயமாகᾫΆ, 

எᾸதவிதமான பிைழᾜமிᾹறிᾜΆ  ெசᾼய வ᾿லᾐ. பᾊᾷதவ᾽ ᾙத᾿ பாமர᾽ வைர அைனவᾞΆ இதᾹ பய
ைன அᾔபவிᾷᾐ வᾞகிᾹறன᾽.  

ெமாழி அறிᾫ எῂவாᾠ அைனவᾞᾰᾁΆ அவசியேமா அேத ேபாᾹᾠ  கணினி ெதாழி᾿ᾒ᾵பᾷᾐடᾹ 

ெதாட᾽ᾗைடய அறிᾫ ஒῂெவாᾞவᾞᾰᾁΆ மிகᾫΆ அவசியமாகிᾹறᾐ. கணினியறிᾫΆ, ெமாழியறிᾫΆ 
க᾿வியாள᾽கᾦᾰᾁ இᾞ கᾶகளாகᾺ ேபாιறᾺபᾌகிᾹறன.  

ெமாழிᾜΆெமாழிᾜΆெமாழிᾜΆெமாழிᾜΆ கணிகணிகணிகணினினினினிᾜΆᾜΆᾜΆᾜΆ 

ெமாழிᾜΆ கணினிᾜΆ ஒᾹேறாெடᾹᾠ ெநᾞᾱகிய ெதாட᾽ᾗைடயைவ. ஒᾹᾠ மιெறாᾹைறᾲ 
சா᾽Ᾰᾐ῀ளᾐ. ெமாழி, கணினியி᾿ பயᾹபᾌᾷதᾺபᾌகிᾹறᾐ. கணினியிᾹ இயᾰகΆ ெமாழிையᾲ 
சா᾽Ᾰᾐ῀ளᾐ. இயιைக ெமாழி  கணினியி᾿ பயᾹபᾌᾷதᾺப᾵டாᾤΆ கணினிᾰᾁாிய ெசயιைக 

ெமாழியிᾹ ᾚலΆ க᾵டைளக῀ இடᾺபᾌகிᾹறன. அேத சமயᾷதி᾿ இயιைக ெமாழியிᾹ உதவியா᾿ 

கணினி இயᾱᾁகிᾹறᾐ. இைவய᾿லாᾐ, இயιைக ெமாழிையᾺ ᾗாிᾸᾐ ெகா῀வதιகாக அவιைற 

ஆராᾼᾸᾐ கணினியி᾿ உ῀ளீᾌ ெசᾼᾐ ேபசᾫΆ, வாசிᾰகᾫΆ, ᾗாிᾸᾐ ெகா῀ளᾫΆ, எᾨதᾫΆ ᾙயιசிக῀ 

ேமιெகா῀ளᾺப᾵ᾌ வᾞகிᾹறன. இᾐ உலகிᾹ ப᾿ேவᾠ ெமாழிகளி᾿ நிக῁வᾐ ேபாலᾷ  தமி῁
ெமாழியிᾤΆ நிக῁Ᾰᾐ ெகாᾶᾊᾞᾰகிறᾐ. 

ஒᾞவ᾽ எῂவாᾠ ெமாழியிᾹ ஆழ அகலᾱகைளᾺ ᾗாிᾸᾐ ெகாᾶᾌ,  அΆெமாழியிᾹ ப᾿ேவᾠ 

ᾒᾎᾰகᾱகைள உண᾽Ᾰᾐ ெசய᾿ᾗாிகிᾹறாேரா அேத ேபாᾹᾠ கணினிᾜΆ ெசய᾿ᾗாிவதιகான 

ஆᾼᾫக῀ ஆᾱகாᾱேக நிக῁Ᾰத வᾶணΆ உ῀ளன. 

எᾨᾷᾐᾲஎᾨᾷᾐᾲஎᾨᾷᾐᾲஎᾨᾷᾐᾲேசாதேசாதேசாதேசாதைனᾜΆைனᾜΆைனᾜΆைனᾜΆ இலᾰகணᾲஇலᾰகணᾲஇலᾰகணᾲஇலᾰகணᾲேசாதேசாதேசாதேசாதைனᾜΆைனᾜΆைனᾜΆைனᾜΆ 

தιேபாᾐ கணினியி᾿ இயιைக ெமாழிகᾦᾰᾁᾰ ᾁறிᾺபாக ஆᾱகில ெமாழிᾰᾁ எᾨᾷᾐᾲேசாதைனᾜΆ 

(Spell check), இலᾰகணᾲ ேசாதைனᾜΆ (Grammar check) நைடெபறᾰ காᾶகிᾹேறாΆ. இவιறிᾹ 

உதவியா᾿ ஒᾞ ெசா᾿ைலᾰ கணினியி᾿ த᾵டᾲᾆ ெசᾼᾜΆ ேவைளயி᾿, அதி᾿ இடΆ ெபιᾠ῀ள 

எᾨᾷᾐக῀ சாியா அ᾿லᾐ தவறா என அறிᾸᾐ சாியான எᾨᾷᾐகைளᾷ ெதாிᾫ ெசᾼᾐ சாியான  ெசாιக
ைளᾷ த᾵டᾲᾆ ெசᾼய வசதியளிᾰகிᾹறᾐ. இᾐ ேபால, ஒᾞ வாᾰகியᾷைதᾷ த᾵டᾲᾆ ெசᾼᾜΆேபாᾐ 

அῂவாᾰகியΆ சாியா அ᾿லᾐ தவறா என இனΆ கᾶᾌ, தவᾠ ேநᾞΆ ேபாᾐ அᾸதᾷ தவைற எῂவாᾠ 

சாி ெசᾼயலாΆ எᾹபதιகான அறிᾫைரகைளᾜΆ வழᾱகி வᾞகிறᾐ.  
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ெமாழிெமாழிெமாழிெமாழி கιறᾤΆகιறᾤΆகιறᾤΆகιறᾤΆ கணிணிᾜΆகணிணிᾜΆகணிணிᾜΆகணிணிᾜΆ 

கணினியி᾿ ெமாழி பயᾹபᾌᾷதᾺப᾵டாᾤΆ, கணினி ஒᾞ ெமாழிையᾰ கιபிᾰᾁΆ சாதனமாக 

விளᾱᾁகிᾹறᾐ. இதᾹ உதவியா᾿ ெமாழியிᾹ நா᾿வைகᾷ திறᾹகைளᾜΆ  ெமாழி கιபவ᾽ கιᾠணர 

ᾙᾊᾜΆ. ெமாழி கιற᾿ / கιபிᾷதᾤᾰᾁ கணினியிᾹ பயᾹபாᾌ மிக இᾹறியைமயாத ஒᾹறாக மாறி 
வᾞகிறᾐ. 

ஒᾞ ெமாழிைய ஆசிாியாிடΆ இᾞᾸᾐ கιᾁΆ ெபாᾨᾐ சில  நᾹைமகᾦΆ,   சில ᾁைறபாᾌகᾦΆ 
இᾞᾺபᾐ ேபாலᾰ கணினி வழி ெமாழிையᾰ கιᾁΆ ெபாᾨᾐ சில நᾹைமகᾦΆ சில ᾁைறபாᾌகᾦΆ 

இᾞᾰகᾷதாᾹ ெசᾼகிறᾐ. ஒ᾵ᾌெமாᾷதமாகᾺ பா᾽ᾰᾁΆேபாᾐ கணினிᾺ பயᾹபா᾵டா᾿ ெமாழி கιற᾿ 

/ கιபிᾷத᾿ ெசய᾿பாᾌகளி᾿ பல நᾹைமக῀ இᾞᾺபைத உணர ᾙᾊᾜΆ.  

இலᾰகியஇலᾰகியஇலᾰகியஇலᾰகிய ᾒக᾽ᾫΆᾒக᾽ᾫΆᾒக᾽ᾫΆᾒக᾽ᾫΆ கணிணிᾜΆகணிணிᾜΆகணிணிᾜΆகணிணிᾜΆ 

கணினி எᾹᾔΆ அாிய சாதனΆ, நாெளாᾞ ேமனிᾜΆ ெபாᾨெதாᾞ வᾶணᾙமாᾼ தனᾐ பᾱகளிᾺைப 

எ᾿லாᾷᾐைறகᾦᾰᾁΆ ெசῂவேன ெசᾼᾐ வᾞவᾐ ேபால இலᾰகியᾺ பயᾹபா᾵ᾊιᾁΆ, அதᾹ 
ᾆைவைய அᾔபவிᾺபதιᾁΆ அதிகᾺ பᾱகளிᾺைபᾲ ெசᾼᾐ ேபாιᾠதᾤᾰᾁாியதாக விளᾱகி வᾞகிறᾐ. 

இதᾹ ᾚலமாகᾰ கணினிᾷᾐைறᾜΆ இலᾰகியᾷᾐைறᾜΆ ப᾿ேவᾠ பயᾹகைளᾺ ெபιᾠᾷ  
திக῁கிᾹறன. 

ெபாᾐவாக ஓ᾽ இலᾰகியΆ, அῂவிலᾰகியΆ உᾞவான ெமாழிையᾺ ேபᾆΆ மனித᾽களா᾿ ெபாிᾐΆ 

கவரᾺப᾵டா᾿, அῂவிலᾰகியΆ மιற அைனவராᾤΆ ᾒக᾽Ᾰᾐ அᾔபவிᾰᾁΆ வᾶணΆ பிற 

ெமாழிகᾦᾰᾁ ெமாழிெபய᾽Ὰᾗ ெசᾼயᾺபᾌவᾐ இயιைக. ெபாᾐவாகᾺ பாரΆபாியமான ெமாழி
ெபய᾽ᾺபிᾹ ᾚலΆ ஓ᾽ இலᾰகியΆ ெமாழிெபய᾽ᾰகᾺபᾌΆ ெபாᾨᾐ, ᾚலெமாழி இலᾰகியᾷதிᾹ அ
ைனᾷᾐᾰ ᾂᾠகைளᾜΆ ெமாழி ெபய᾽ᾰகᾺபᾌΆ ெமாழியிᾹ ெமாழிெபய᾽Ὰபி᾿ ெகாᾶᾌ வᾞவᾐ 

சாᾷதியமி᾿ைல. எனேவ ெமாழிெபய᾽ᾰகᾺப᾵ட இலᾰகியᾷைத வாசிᾰᾁΆ வாசக᾽  ᾚலெமாழி 
இலᾰகியᾷதிᾹ சில ᾂᾠகைள அறிய இயலாம᾿ ேபாகலாΆ. ேமᾤΆ, ெமாழிெபய᾽ᾰகᾺப᾵ட இலᾰகியᾷ
ைத ᾒகᾞΆ ெபாᾨᾐ ெமாழிெபய᾽ᾺபாளாிᾹ ᾗாித᾿ தᾹைமᾰᾁ ஏιப ெமாழி ெபய᾽ᾰகᾺபᾌவதா᾿ 
அவாிᾹ ᾗாிதைல ம᾵ᾌேம வாசக᾽க῀ அறிய ᾙᾊᾜΆ. இதᾹ ᾚலΆ, அΆᾚலெமாழி இலᾰகியᾷதிᾹ ப᾿
ேவᾠ ᾗாித᾿கைள அறிᾸᾐ ெகா῀ளᾰ ᾂᾊய வாᾼᾺᾗகைள ெமாழிெபய᾽ᾰகᾺப᾵ட இலᾰகியᾷைத 

ᾒகᾞΆ வாசக᾽ ெபற ᾙᾊயாம᾿ ேபாᾼவிᾌΆ. 

இேத ேபாᾹᾠ இலᾰகியᾷைத வாசிᾰᾁΆ அைனவᾞΆ அῂவிலᾰகியᾷதிᾹ அைனᾷᾐ விதமான ᾗாித᾿க
ைளᾜΆ ᾗாிᾸᾐ ெகா῀ளᾙᾊயாᾐ. ேமᾤΆ ஒᾞ ᾁறிᾺபி᾵ட இலᾰகியΆ சா᾽Ᾰத ெதாட᾽ᾗ இலᾰகியᾱக῀ 

ᾁறிᾺபாக அῂவிலᾰகியᾷதிᾹ ப᾿ேவᾠ ெமாழிெபய᾽Ὰᾗக῀, ஆᾼᾫ ᾙᾊᾫக῀, திறனாᾼᾫᾰ 
க᾵ᾌைரக῀ ேபாᾹறவιைற வாசிᾺேபா᾽ எளிதாக, அῂவிலᾰகியᾷைத வாசிᾰᾁΆ ெபாᾨேத ெபᾠவᾐ 

எᾹபᾐ இயலாத காாியΆ. ேமᾤΆ, பாரΆபாியமிᾰக இலᾰகியᾺ பᾔவ᾿க῀, வாசிᾺேபாாிᾹ அைனᾷᾐ 

விதᾷ ேதைவகைளᾜΆ ஒேர ேநரᾷதி᾿ ᾘ᾽ᾷதி ெசᾼய ᾙᾊயாᾐ. இᾷதᾁ ᾇழᾢ᾿ தாᾹ கணினியிᾹ பᾱᾁ 
மிகᾫΆ அவசியமான ஒᾹறாகிறᾐ. கணினியிᾹ உதவியா᾿ உᾞவாᾰகᾺபᾌΆ இலᾰகியΆ, 

அῂவிலᾰகியᾷைத ᾙᾨைமயாக அᾔபவிᾰக விᾞΆᾗΆ வாசகாிᾹ அைனᾷᾐ விதᾷ ேதைவகைளᾜΆ 

ᾘ᾽ᾷதி ெசᾼᾜΆ ஆιறைலᾺ ெபιᾠᾷ திகᾨΆ. அῂவைக இலᾰகியேம வாசிᾺேபாᾞᾰᾁ எ᾿லா வைகᾰ 
ᾂᾠகைளᾜΆ வழᾱக உதᾫகிᾹறᾐ. 

ஆக, ஒ᾽ இலᾰகியᾷைதᾺ பாரΆபாிய ᾙைறயி᾿ ᾒக᾽வᾐ ஒᾞ வைக;   அῂவிலᾰகியΆ ᾚலெமாழி 
இலᾰகியமாக இᾞᾸதாᾤΆ சாி, ெமாழிெபய᾽Ὰᾗ இலᾰகியமாக இᾞᾸதாᾤΆ சாி அவιைறᾰ கணினி வழி 
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ᾒகᾞΆேபாᾐ   இலᾰகியᾷதிᾹ ᾪᾲᾆ, வாசகைரᾲ ெசᾹறைடᾜΆ ேபாᾰᾁ ஆகியவιறி᾿ பல மாιறᾱக
ைள ஏιபᾌᾷதி இலᾰகிய ᾒக᾽ᾫᾰᾁ ஒᾞ ᾗᾐᾺ பாிமாணᾷைத வழᾱᾁகிᾹறᾐ. 

இலᾰகிய ᾒக᾽ᾫᾰᾁᾰ கணினிையᾺ  பயᾹபᾌᾷᾐΆ  ெபாᾨᾐ, வாசகாிᾹ அைனᾷᾐᾷ ேதைவகைளᾜΆ, 

ᾁᾠகிய ேநரᾷதி᾿, ஒேர வாசிᾺபி᾿ அளிᾺபதιகான வாᾼᾺைப உᾞவாᾰᾁவதா᾿, இலᾰகிய வாசிᾺ
ேபாாிᾹ எᾶணிᾰைக நாளைடவி᾿ ெபᾞகி வளᾞΆ எᾹபᾐ திᾶணΆ. இᾹைறய அறிவிய᾿ உலகி᾿ 
இளΆ வாசிᾺபாள᾽க῀, கணினியிᾹ பா᾿ மிᾁᾸத பιᾠைடயவ᾽களாகᾷ திக῁கிᾹறன᾽. அேத 

சமயᾷதி᾿ பாரΆபாிய ᾙைறயி᾿ இலᾰகியΆ வாசிᾺேபாாிᾹ எᾶணிᾰைகᾜΆ ᾁைறᾸᾐ ெகாᾶேட 

வᾞகிᾹறᾐ. இᾷதᾁ ᾇழᾢ᾿ இலᾰகியᾷைதᾰ கணினி எᾹᾔΆ அாியாசனᾷதி᾿ அமரᾲ ெசᾼᾐ 

இலᾰகியᾷதிιᾁᾲ சிறᾺᾗ ெசᾼவᾐ சாலᾺ ெபாᾞᾸᾐΆ. அᾐேவ  இலᾰகியΆ வாசிᾺேபா᾽ மிᾁᾸத 
நா᾵டᾷேதாᾌ இலᾰகியᾷைத ᾒகர வழிவைக ெசᾼகிᾹறᾐ. 

தமிᾨΆதமிᾨΆதமிᾨΆதமிᾨΆ கணிகணிகணிகணினினினினிᾜΆᾜΆᾜΆᾜΆ 

இயιறமி῁, இைசᾷதமி῁, நாடகᾷதமி῁ என ᾙᾷதமிைழᾺ ெபιற நΆ தமிழᾹைனயிᾹ ைககளி᾿ இᾹᾠ  
கணினிᾷ தமி῁ எᾹற நாᾹகாவᾐ தமிᾨΆ ᾗதிய ᾪᾲᾆடᾹ வலΆ வᾸᾐெகாᾶᾊᾞᾰகிறᾐ. கணினி 
சா᾽Ᾰத தமிழாᾼᾫக῀ ப᾿ேவᾠ நிᾠவனᾱகளி᾿ ேமιெகா῀ளᾺப᾵ᾌ  வᾞகிᾹறன. 

ெசΆெமாழியான தமி῁ ெமாழி இலᾰகியᾺ பாரΆபாியᾷைதᾺ ெபιறிᾞᾺபேதாᾌ, ெசῂவிய᾿ 
இலᾰகியᾱகைளᾜΆ, நᾪன இலᾰகியᾱகைளᾜΆ ெபιᾠᾷ திக῁கிᾹறᾐ. இῂவைக இலᾰகியᾱகைளᾷ 

தமி῁ ᾂᾠΆ ந᾿ᾤலகΆ ம᾵ᾌ᾿லாᾐ, பிறெமாழி  ேபᾆபவ᾽களா᾿ ᾂட ᾒக᾽Ᾰᾐ அᾔபவிᾷᾐ மகிழ 
ᾙᾊகிறᾐ. அᾸத  வைகயி᾿ கணினி வழியாக இலᾰகியΆ ᾒகᾞΆ பாᾱைகᾲ ெசᾨைம ெபறᾲ ெசᾼவதᾹ 

ᾚலΆ தமி῁ வள᾽ᾲசிᾰᾁ அதிகமான பᾱகிைன ஆιற ᾙᾊᾜΆ எᾹᾔΆ சீாிய ேநாᾰகᾷைத மனᾷதி᾿ 

ெகாᾶᾌ, தமிழி᾿ ேதசியᾰகவியாᾼ, மகாகவியாᾼ வலΆ வᾞΆ பாரதியாாிᾹ பாட᾿கைள  உலக 

வாசிᾺபாள᾽ மᾷதியி᾿ ெகாᾶᾌ ெச᾿ல ேவᾶᾌΆ எᾹற உய᾽Ᾰத ேநாᾰகி᾿ அவரᾐ ஒᾞ பாடைலᾰ 
கணினி வழி மிᾹனᾎ மயமாᾰகΆ ெசᾼᾐ பாடᾢ᾿ உ῀ள அைனᾷᾐவைகᾰ ᾂᾠகைளᾜΆ ஒᾞ ேசர 
அைனவᾞΆ ᾒகரᾲெசᾼய ᾙயιசிᾰகிᾹறᾐ  இᾸத ஆᾼᾫᾰக᾵ᾌைர.  

பாரதியிᾹ அᾲசமி᾿ைல அᾲசமி᾿ைல அᾲசெமᾹபதி᾿ைலேய எᾹᾔΆ பாட᾿ வாிக῀ மாதிாி 
மிᾹனᾎவழி வாசிᾺᾗᾰ கᾞவி உᾞவாᾰகᾷதிιᾁᾺ பயᾹபᾌᾷதᾺ பᾌகிறᾐ.  

பாட᾿ ᾒக᾽விιᾁᾰ கீ῁ᾰகாᾎΆ ᾂᾠக῀ இைணᾰகᾺப᾵ᾌ῀ளன. 

1. அᾲசமி᾿ைல அᾲசமி᾿ைல அᾲசெமᾹபதி᾿ைலேய எᾹᾔΆ பாடைல ஒᾞ ச᾵டகᾷதி᾿ (frame) 

மிᾹ த᾵டᾲᾆ ெசᾼத᾿. 

2. அῂவாᾠ உᾞவாᾰகᾺப᾵ட பாடைலᾷ தமிைழᾷ தாᾼெமாழியாகᾰ ெகாᾶடவᾞΆ, ெசாιகைளᾲ 

சாியான ᾙைறயி᾿ உᾲசாிᾺபவᾞமான ஒᾞவைரᾰ ெகாᾶᾌ பிைழயி᾿லாம᾿ வாசிᾰகᾲ ெசᾼᾐ 

அவரᾐ வாசிᾺைபᾺ பதிᾫ ெசᾼத᾿. அῂவாᾠ வாசிᾰᾁΆ ெபாᾨᾐ வாசிᾺᾗᾰᾁ ஏιப ஒῂெவாᾞ 

வாிᾜΆ திைரயி᾿ ேதாᾹᾠத᾿. 

3. ᾙகᾺᾗᾷதிைரயி᾿ தமி῁ விளᾰகΆ, ஆᾱகில விளᾰகΆ, ஆᾱகில ெமாழிெபய᾽Ὰᾗ என ᾚᾹᾠ 

ெபாᾷதாᾹகைள உᾞவாᾰᾁத᾿. அᾺெபாᾷதாᾹகைள வாசிᾺேபா᾽ அᾨᾷᾐΆ ேவைளயி᾿ தமி῁ 

விளᾰகᾙΆ, ஆᾱகில விளᾰகᾙΆ, ஆᾱகில ெமாழிெபய᾽ᾺᾗΆ ேதாᾹᾠΆ. ேமιகᾶட ᾚᾹறி᾿ 

வாசிᾺேபா᾽ எைதᾷ ெதாிᾫ ெசᾼᾐ அᾨᾷதினாᾤΆ அவரᾐ விᾞᾺபᾷதிιᾁ ஏιப அᾰ ᾂᾠக῀  
திைரயி᾿ ேதாᾹᾠΆ. அேதாᾌ இைவ, வாசிᾺேபாாிᾹ ேவᾶᾌதᾤᾰᾁ ஏιபேவா அவ᾽களிᾹ பிற 
ேதைவயிᾹ அᾊᾺபைடயிேலா  ேதாᾹᾠΆ. அῂவாᾠ ேதாᾹᾠΆ ெபாᾨᾐ, அைவ எᾨᾷᾐ வᾊவி᾿ 
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ம᾵ᾌம᾿லாᾐ, ஒᾢ வᾊவிᾤΆ வᾸதைமᾜΆ. தமி῁ விளᾰகΆ அᾺபᾊேய வாசிᾰகᾺபᾌΆ. ஆᾱகில 

விளᾰகΆ அ᾿லᾐ ஆᾱகில ெமாழிெபய᾽ᾺᾗΆ அᾺபᾊேய வாசிᾰகᾺபᾌΆ. 

4. இைவ தவிர ஆᾱகாᾱேக சில இடᾱகளி᾿  பᾲைச  நிறᾰ ᾁறிᾛᾌக῀ இᾞᾰᾁΆ. அவιைற 

அᾨᾷᾐΆ ேபாᾐ, அைவ பιறிய சிறᾺᾗ விளᾰகᾱக῀ ேதாᾹᾠΆ. அதாவᾐ ᾁறிᾺபி᾵ட ஒᾞ  
ெசா᾿ைல அᾨᾷத அᾲெசா᾿ ெதாட᾽ᾗைடய அைனᾷᾐᾲ ெசᾼதிகᾦΆ ேதாᾹᾠΆ. அதாவᾐ, 

         இᾲசகᾷᾐஇᾲசகᾷᾐஇᾲசகᾷᾐஇᾲசகᾷᾐ  ேளாெரலாΆ எதி᾽ᾷᾐ  

     நிᾹற ேபாதிᾤΆ 

   எᾹᾔΆ வாியி᾿ இᾲசகᾷᾐஇᾲசகᾷᾐஇᾲசகᾷᾐஇᾲசகᾷᾐ எᾹற ெசா᾿ைல அᾨᾷᾐΆ ெபாᾨᾐ, கீ῁ᾰகாᾎΆ    

   தரᾫக῀ ேதாᾹᾠΆ. 

1) ெசா᾿ᾢᾹ உᾲசாிᾺᾗ 

2) ெசா᾿ᾢᾹ இலᾰகணᾰ ᾂᾠ 

3) ெசா᾿ᾢᾹ ெபாᾞ῀ 

4) ெசா᾿ᾢைனᾺ பிாிᾷெதᾨத᾿ 

5) ெசா᾿ᾢைன ேவᾠ ஒᾞ ᾇழᾢ᾿ பயᾹபᾌᾷதிᾺ ᾗாியᾲ ெசᾼத᾿ 

ேமιᾂறிய விளᾰகᾱக῀ தமிழிᾤΆ ஆᾱகிலᾷதிᾤΆ ேதாᾹᾠΆ. இதᾹ ᾚலΆ, இᾺபாடைலᾷ தமி῁ 
அறிᾸதவ᾽ ம᾵ᾌம᾿லாᾐ க᾿வியாள᾽க῀ அைனவᾞΆ  வாசிᾷᾐ அᾔபவிᾰக ᾙᾊᾜΆ. 

5. பᾶபாᾌ ெதாட᾽பான ெசாιக῀ இᾞᾺபிᾹ அᾲெசா᾿ ெதாட᾽பான பᾶபா᾵ᾌ விளᾰகᾱக῀ 

இடΆ ெபᾠΆ. ெதாிᾸெதᾌᾰகᾺப᾵ட பாடᾢ᾿ பᾶபா᾵ᾌᾲ ெசாιக῀ ஏᾐΆ இடΆ ெபறவி᾿ைல 

எᾹபதா᾿ பழைமயான ெசாιகᾦᾰᾁᾲ சிறᾺᾗᾰ கவனΆ ெசᾤᾷதி அᾲெசா᾿ᾢᾹ விளᾰகΆ 

அளிᾰகᾺபᾌΆ. சாᾹறாக, 

ᾐᾲசமாகᾐᾲசமாகᾐᾲசமாகᾐᾲசமாக எᾶணிஎᾶணிஎᾶணிஎᾶணி நΆநΆநΆநΆைமைமைமைமᾷᾷᾷᾷ ᾑᾠᾑᾠᾑᾠᾑᾠ ெசᾼதெசᾼதெசᾼதெசᾼத ேபாதிᾤΆேபாதிᾤΆேபாதிᾤΆேபாதிᾤΆ 

எᾹᾔΆ வாியி᾿ ᾑᾠ எᾹற ெசா᾿ᾤᾰᾁᾰ ‘ெகᾌத᾿’ எᾹற ெபாᾞைளᾰ ᾂறி விளᾰகΆ ெகாᾌᾷத᾿. 

6. ஒᾞ ெசா᾿ பல ெபாᾞ῀ ேதாᾹᾠΆ ெமாழிᾰᾂᾠகᾦᾰᾁ விளᾰகமளிᾷத᾿. இதி᾿ அᾲெசா᾿ 

அ᾿லᾐ ெதாடᾞᾰᾁாிய பல ெபாᾞ᾵கைள விளᾰகி வி᾵ᾌ இᾺபாடᾢ᾿ இடΆ ெபιᾠ῀ள ᾇழ᾿ 

ெபாᾞைள விளᾰᾁத᾿. சாᾹறாக, 

ᾐᾲசமாகᾐᾲசமாகᾐᾲசமாகᾐᾲசமாக எᾶணிஎᾶணிஎᾶணிஎᾶணி நΆநΆநΆநΆைமᾷைமᾷைமᾷைமᾷ ᾑᾠᾑᾠᾑᾠᾑᾠ ெசᾼதெசᾼதெசᾼதெசᾼத ேபாதிᾤΆேபாதிᾤΆேபாதிᾤΆேபாதிᾤΆ 

எᾹᾔΆ வாியி᾿ எᾶணிஎᾶணிஎᾶணிஎᾶணி எᾹற ெசா᾿ᾤᾰᾁ இᾞ ெபாᾞ῀க῀ உ῀ளன. ᾙத᾿ ெபாᾞ῀  ஒᾹᾠ, இரᾶᾌ 

என எᾶᾎத᾿; மιெறாᾹᾠ சிᾸதிᾷத᾿. இῂவிᾞ ெபாᾞ῀கைளᾜΆ விளᾰகி, ேமιகᾶட பாடᾢ᾿ 

‘சிᾸதிᾷத᾿’ எᾹᾔΆ ெபாᾞளிேலேய ‘எᾶணி’ எᾹᾔΆ ெசா᾿ பயᾹபᾌᾷதᾺப᾵ᾌ῀ளன என 

விளᾰᾁத᾿. 

7. ேமιகᾶட பாடᾢ᾿ பயᾹபᾌᾷதᾺப᾵ᾌ῀ள இலᾰகிய உᾷதிகளான எᾐைக, ேமாைன, உவைம, 

உᾞவகΆ, அணி ேபாᾹற ᾂᾠகைள வாிைசᾺபᾌᾷதி வாசிᾺேபாᾞᾰᾁ உதᾫத᾿. 

8. அᾲசமி᾿ைல அᾲசமி᾿ைல எᾹற பாட᾿ ெதாட᾽பான ஆᾼᾫக῀, திறனாᾼᾫக῀, விளᾰகᾱக῀ 

ேபாᾹறைவ ஆᾱகிலᾷதிᾤΆ தமிழிᾤΆ வழᾱகி அைவ உ῀விளᾰகᾱகளாக (Hypertext) 

ெகாᾌᾰகᾺபᾌத᾿. அைவ வாசிᾺேபாாிᾹ ேவᾶᾌதᾢᾹ ேபாிேலேய திைரயி᾿ ேதாᾹᾠΆ. 
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9. ேமιகᾶட பாட᾿களி᾿ இடΆ ெபιᾠ῀ள அைனᾷᾐᾲ ெசாιகᾦᾰகான விளᾰகᾱக῀ ப᾵ᾊயலாக 

இடΆ ெபιறிᾞᾰᾁΆ.  அவιைறᾺ பா᾽ᾷᾐ வாசிᾺேபா᾽ ெபாᾞ῀ ᾗாிᾸᾐ ெகா῀ள ᾙᾊᾜΆ. 

10. இᾠதியாக, வாசிᾺேபாாிᾹ கᾞᾷᾐகைளᾺ பதிᾫ ெசᾼᾜΆ ᾙகᾷதாᾹ, ஒᾞ பᾁதி ஒᾐᾰகᾺபᾌΆ. 

அᾺபᾁதியி᾿ வாசிᾺேபா᾽ தᾱகளᾐ கᾞᾷᾐகைளᾺ பதிᾫ ெசᾼயலாΆ. 

ᾙᾊᾫᾙᾊᾫᾙᾊᾫᾙᾊᾫைரைரைரைர 

இΆ மிᾹனᾎ சாதனΆ பாரதியிᾹ பாடᾢ᾿ உ῀ள அைனᾷᾐ வைகயான ᾂᾠகைளᾜΆ ஒேர 

வாசிᾺபி᾿ எளிதாக, ஒேர இடᾷதி᾿ இᾞᾸᾐ ெகாᾶᾌ அறிᾸᾐெகா῀ள வாᾼᾺபளிᾰகிᾹறᾐ. இதᾹ 
ᾚலΆ தமிைழᾷ தாᾼெமாழியாகᾰ ெகாᾶடவ᾽க῀ ம᾵ᾌம᾿லாᾐ பிற ெமாழி ேபᾆΆ மᾰக῀ 
அைனவᾞΆ இலᾰகியᾷைதᾲ ᾆைவᾷᾐ மகிழ ᾙᾊᾜΆ. இேத ᾙைறையᾺ பிᾹபιறிᾺ பாரதியிᾹ 

பாட᾿க῀ அைனᾷைதᾜΆ மிᾹனᾔமயமாᾰகΆ ெசᾼதா᾿, நᾪன ᾜகᾷதி᾿ கணினியிᾹபா᾿ ஈ᾽Ὰᾗைட
ேயா᾽ அைனவᾞΆ பாரதியிᾹ இலᾰகிய இᾹபᾷைதᾲ ᾆைவᾷᾐ அᾔபவிᾰக ᾙᾊᾜΆ எᾹபᾐ திᾶணΆ. 
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ப᾿ᾥடகப᾿ᾥடகப᾿ᾥடகப᾿ᾥடக வழிவழிவழிவழி அறஅறஅறஅற இலᾰகிஇலᾰகிஇலᾰகிஇலᾰகியᾱகைளᾰயᾱகைளᾰயᾱகைளᾰயᾱகைளᾰ கιற᾿கιற᾿கιற᾿கιற᾿, கιபிᾷத᾿கιபிᾷத᾿கιபிᾷத᾿கιபிᾷத᾿ 

(Teaching and learning in ethical literature through multimedia) 

 

ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ வாவாவாவா.ᾙᾙᾙᾙ.ேசேசேசேச. ᾙᾷᾐராமᾢᾱகᾙᾷᾐராமᾢᾱகᾙᾷᾐராமᾢᾱகᾙᾷᾐராமᾢᾱக ஆᾶடவ᾽ஆᾶடவ᾽ஆᾶடவ᾽ஆᾶடவ᾽, 

தமி῁ இைணᾺ ேபராசிாிய᾽,   பᾲைசயᾺபᾹ க᾿ᾥாி, ெசᾹைன 
sethuandu@yahoo.co.in | sethuandavar@yahoo.co.in 

 
 

தமி῁ ெமாழி, ெசΆெமாழியாக அறிவிᾰகᾺப᾵ட பிறᾁ, பயᾹபா᾵ᾌ அᾊᾺபைடயி᾿ பல ஆᾼᾫக῀ 

நிக῁Ᾰᾐ வᾞகிᾹறன. கணினிᾷ தமி῁, நᾪன இலᾰகியᾱகᾦᾰᾁ எᾸத அளவிιᾁᾺ பயᾹப᾵டேதா, அᾸத 

அளவிιᾁᾷ ெதாᾹைமயான இலᾰகிய ஆᾼவிιᾁΆ பயᾹபᾌகிறᾐ. இᾸதᾰ கᾶேணா᾵டᾷதி᾿ கணினி 
வழியாக ஆιற ேவᾶᾊய பιபல பணிக῀, நΆ ᾙᾹ நிιகிᾹறன. 

கணினியி᾿ ெமாழி, இலᾰகியᾲ ெசய᾿பாᾌகைள இரᾶᾌ வைகயாகᾺ பிாிᾰகலாΆ.  

1. கணினிᾰᾁᾲ ெசயιைக ெமாழிᾰᾁ மாιறாக, இயιைக ெமாழியிைன ஊ᾵ᾌவதιᾁᾲ 

ெசᾼயᾺபᾌΆ ஆராᾼᾲசி ᾙயιசிக῀ ெதாட᾽பானைவ.  

2. கணினி வழியாக, இலᾰகண, இலᾰகிய, ெமாழிசா᾽ பணிகைளᾺ ப᾿ᾥடக அᾊᾺபைடயி᾿ 

எῂவாᾠ ேமιெகா῀வᾐ எᾹபைதᾷ தி᾵டமிᾌத᾿. 

பழᾸதமி῁ இலᾰகியᾱகைளᾺ ப᾿ᾥடக வழி அறிᾙகᾺபᾌᾷᾐவதιᾁ இᾐ வைர ஆராᾼᾲசியாள᾽க῀ 

பல᾽, தᾹனா᾽வ அᾊᾺபைடயி᾿ ெசய᾿ᾗாிᾸᾐ῀ளன᾽. ெசΆெமாழிᾷ தமிழாᾼᾫ நிᾠவனᾙΆ 

ெதா᾿காᾺபியᾷைதᾜΆ சᾱக இலᾰகியᾷைதᾜΆ ᾁர᾿ வழி அறிᾜΆ ஒᾢᾺ ேபைழகைள 

உᾞவாᾰகிᾜ῀ளᾐ. காெணாᾢ அᾊᾺபைடயி᾿ அைசᾬ᾵டᾷதிᾹ அᾊᾺபைடயிᾤΆ சில ᾙயιசிக῀ 

ேமιெகா῀ளᾺப᾵ᾌ῀ளன.  

ெதாைலᾰகா᾵சி வழியாகᾫΆ இைணய வழியாகᾫΆ ேநரᾊயாக ெமாழி, இலᾰகியΆ, இலᾰகணΆ 

ஆகியவιைறᾰ கιᾁΆ - கιபிᾰᾁΆ பணிகᾦΆ நிக῁Ᾰᾐ வᾞகிᾹறன. தமி῁ᾲ சᾱகᾷதினᾞΆ தமி῁ 

ஆ᾽வல᾽கᾦΆ சில ᾙயιசிகளி᾿ ஈᾌப᾵ᾌ῀ளன᾽. அவ᾽களிᾹ தᾹனா᾽வ ᾙயιசிகைளᾷ 

தரᾺபᾌᾷᾐவதιᾁΆ ேமΆபᾌᾷᾐவதιᾁΆ நாΆ எᾹன ெசᾼய ேவᾶᾌΆ எᾹᾠΆ இᾰக᾵ᾌைர 

ஆராᾼகிறᾐ. 

அறிᾫசா᾽ ᾙயιசிகைளᾜΆ ெதாழி᾿ᾒ᾵பΆ சா᾽ ᾙயιசிகைளᾜΆ ஒᾞᾱகிைணᾰக, நாΆ எᾹன 

ெசᾼயலாΆ? அற ெநறி இலᾰகியᾱகைள வயᾐᾰᾁ ஏιறபᾊ எῂவாᾠ அறிᾙகᾺபᾌᾷதலாΆ? 

எᾌᾷᾐᾰகா᾵டாக, ஆᾷதிᾇᾊ, ெகாᾹைற ேவᾸதᾹ ஆகியவιைறᾷ ெதாடᾰகᾺ ப῀ளிகᾦᾰᾁΆ 

நᾹெனறி, ᾚᾐைர ேபாᾹவιைற உய᾽நிைலᾺ ப῀ளிகᾦᾰᾁΆ திᾞᾰᾁற῀ ேபாᾹற நீதி 
இலᾰகியᾱகைள ேம᾿நிைலᾺ ப῀ளிகᾦᾰᾁΆ ஏைனய பதிெனᾶ கீ῁ᾰகணᾰகி᾿ உ῀ள அற ெநறி 
இலᾰகியᾱகைள ெதாடᾰகᾰ க᾿வி, உய᾽ க᾿வி, இளᾱகைல, ᾙᾐகைலᾺ ப᾵டᾺ பᾊᾺᾗகᾦᾰᾁΆ 

ப᾿ᾥடக வழி . 

இᾹைறய க᾿விசா᾽ ᾇழᾢ᾿ அற ெநறி எᾹபᾐ, ᾙιறிᾤΆ ᾗறᾰகணிᾺப᾵ᾌ, வணிகΆ சா᾽Ᾰத ᾙைற 

ᾙᾹைவᾰகᾺபᾌகிறᾐ. இதιᾁ மாιறாக, பᾶபா᾵ᾌடᾹ, அற உண᾽ᾫடᾹ ᾂᾊய சᾚகᾰ க᾿விைய 

நாΆ கιபிᾰக ᾙய᾿ேவாΆ. 
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ப᾿ᾥடக வழிேய பழᾸதமி῁Ὰ பᾔவ᾿கைளᾰ கιᾁΆ ெபாᾨᾐΆ கιபிᾰᾁΆ ெபாᾨᾐΆ ஏιபᾌகிᾹற 
சிᾰக᾿க῀ பல. சᾱக இலᾰகியᾱகைளᾺ ப᾿ᾥடக வழி கιபிᾰᾁΆ ெபாᾨᾐ அதிகᾺ ᾗாிதைல 
உᾞவாᾰகலாΆ. காத᾿, ᾪரΆ, ெகாைட, ᾗக῁, வ῀ள᾿ தᾹைம ேபாᾹற பாட᾿களிᾹ கᾞᾷᾐகைள 
அறிᾫᾠᾷதலாΆ. படᾰ கா᾵சி அᾊᾺபைடயி᾿ பட வைரகைல விளᾰகᾷᾐடᾹ எளிைமயான 
ெசாιகைளᾰ கா᾵சிவழி அறிᾙகᾺபᾌᾷதலாΆ.  

மாணவ᾽கᾦᾰᾁᾺ ᾗாிᾜΆ வைகயி᾿, பழᾸதமி῁ᾲ ெசாιகᾦᾰᾁ இைணயான ᾗதிய  ெசாιக῀ 
அறிᾙகΆ, வினா விைட, அᾞᾴெசாιெபாᾞ῀க῀, ᾙரᾶ ெசாιக῀, ெசா᾿வளΆ ேபாᾹற 
அᾊᾺபைடகளி᾿ ப᾿ᾥடக வழி சᾱக இலᾰகிய கιற᾿ பணியிைனᾷ ெதாடᾱகலாΆ. 

இᾹைறய நᾪன ெமாழியிலாள᾽க῀, தாᾼெமாழி கιறᾤᾰகான ᾗதிய உᾷதிகளிᾹ அᾊᾺபைடயி᾿ 
தி᾵டᾱக῀ அைமய ேவᾶᾌΆ. சᾱகΆ மᾞவிய கால அறெநறி இலᾰகியᾱகைள மாணவ᾽கᾦᾰᾁᾺ 
ப᾿ᾥடக வழி கιபிᾰக, தனிᾷத நைடᾙைறகைளᾷ தி᾵டமிட ேவᾶᾌΆ. ᾙதᾢ᾿ ப᾿ᾥடக வழி 
அறெநறி இலᾰகியᾱகைளᾰ கιபிᾺபதιᾁᾺ பாடᾷ தி᾵டᾱகைளᾷ உᾞவாᾰக ேவᾶᾌΆ.  

தமிழகᾷதி᾿ தமிைழᾷ தாᾼெமாழியாகᾰ ெகாᾶட மாணவ᾽கᾦᾰᾁ ஏιற வைகயி᾿ பாடᾷ தி᾵டᾱக῀ 
அைமய ேவᾶᾌΆ. இᾺபாடᾷ தி᾵டᾱக῀, மாணவ᾽க῀ அறெநறி இலᾰகியᾱகளி᾿ ஆ᾽வΆ ெகாᾶᾌ, 
தᾹனா᾽வ அᾊᾺபைடயி᾿ கιᾠᾰெகா῀ᾦமாᾠ அைமய ேவᾶᾌΆ. இῂவைகயான தி᾵டமிடᾤᾰᾁᾺ 
ப᾿ᾥடகᾷைதᾜΆ ᾐைணᾰ கᾞவிகளாகᾰ ெகாᾶᾌ இᾷதி᾵டᾷதிைனᾲ ெசΆைமயாகᾲ ெசய᾿பᾌᾷத 
ᾙᾊᾜΆ. 

ெதாடᾰக ᾙயιசியாக, திᾞᾰᾁற῀ எᾹற அற இலᾰகியᾷைதᾷ ெதாடᾰகᾺ ப῀ளி ᾙத᾿ அறிᾙகΆ 
ெசᾼᾜΆ அலᾁகைள ஆராயலாΆ. அறெநறி இலᾰகியᾱக῀ தமி῁நாᾌ அரசிᾹ பாடᾷ தி᾵டᾷதி᾿ இடΆ 
ெபιறிᾞᾰகிᾹறன. ஆனா᾿ இᾺபாடᾷ தி᾵டᾱகைள அலசி ஆராᾼᾸᾐ, ேதைவயானவιைற ஏιᾠ, 
காலᾷதிιேகιற மாᾠத᾿கᾦடᾹ ᾗதிய ᾙைறயி᾿ உᾞவாᾰக ேவᾶᾌΆ. ெதாடᾰகᾺ ப῀ளி, 
உய᾽நிைலᾺ ப῀ளிகளி᾿ திᾞᾰᾁறᾦΆ நாலᾊயாᾞΆ ெதாட᾽Ᾰᾐ அறிᾙகᾺபᾌᾷதᾺப᾵ᾌ வᾞகிᾹறன. 

ெதாடᾰகᾺ ப῀ளிகளி᾿ திᾞᾰᾁற῀, ஐᾸதாΆ வᾁᾺᾗ வைர 10 ᾁற῀க῀ இடΆ ெபιᾠ῀ளன. 6 ᾙத᾿ 
8ஆΆ வᾁᾺᾗ வைர 20 திᾞᾰᾁற῀க῀ இடΆ ெபιᾠ῀ளன. 9 ᾙத᾿ 12ஆΆ வᾁᾺᾗ வைர 50 
திᾞᾰᾁற῀க῀ இடΆ ெபιᾠ῀ளன. இேத ேபாலேவ பழெமாழி நாᾕᾠ எᾹற அறெநறி இலᾰகியᾙΆ 
நாலᾊயாᾞΆ ப῀ளிகளிᾹ வᾁᾺᾗ நிைலᾰேகιப, பாட᾿களிᾹ எᾶணிᾰைக அைமᾸதிᾞᾰᾁΆ. ஆனா᾿ 
ப᾿ᾥடக வழி, பாடᾱகைளᾰ கιᾁΆெபாᾨᾐΆ கιபிᾰᾁΆ ெபாᾨᾐΆ இைவ ᾙᾨைமயாக மாιறᾺபட 
ேவᾶᾌΆ. 

8ஆΆ வᾁᾺᾗᾰᾁᾺ பிறᾁ தாᾹ, மாணவ᾽கᾦᾰᾁ ேநரᾊயான ெசய᾿ க᾿விையᾷ ெதாடᾱக ேவᾶᾌΆ. 
இᾐவைர அைமᾸᾐ῀ள க᾿வி ᾙைற, மனᾺபாடᾷ திறைன வள᾽Ὰபதாக அைமᾸᾐ, மாணவாிᾹ ஆᾰக 
சிᾸதைனᾰᾁ எதிராக அைமᾸᾐ῀ளᾐ. ெதாடᾰகᾺ ப῀ளிகளி᾿ திᾞᾰᾁறைள ேநரᾊயாகᾰ கιபிᾰகாம᾿, 
கைத வᾊவி᾿ கιபிᾰக ேவᾶᾌΆ. கைத வழி கιபிᾺபதιᾁᾺ ப᾿ᾥடக வழி கா᾵சி உᾞᾰகைள அைச 
உᾞᾰகைள உᾞவாᾰகி, கைத வழி மாணவ᾽கᾦᾰᾁ அறᾲ சிᾸதைனையᾺ ᾗாிய ைவᾷᾐ, திᾞᾰᾁறைள 
இᾠதியாகᾰ ᾂறேவᾶᾌΆ. 

ஒᾞ த᾵ᾊேல காᾼ, இᾹெனாᾞ த᾵ᾊேல கனி, காᾼ-ெக᾵ட ெசாιக῀ கனி-ந᾿ல ெசாιக῀. 
மாணவாிடΆ விளᾰᾁΆ ெபாᾨேத மாணவேர கனி-ந᾿ல ெசா᾿, காᾼ-ெக᾵ட ெசாιக῀ எனᾰ ᾂᾠΆபᾊ 
ெசᾼᾐ, திᾞᾰᾁறைள விளᾰகலாΆ. 

இனிய உளவாக இᾹனாத ᾂற᾿  
கனியிᾞᾺபᾰ காᾼகவ᾽Ᾰதιᾠ1    (ᾁற῀ – 100) 
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திᾞᾰᾁறைளᾺ படவிளᾰக அᾊᾺபைடயிᾤΆ அைச உᾞᾰகைள உᾞவாᾰகி மாணவ᾽கᾦᾰᾁᾰ 
கιபிᾰகலாΆ. உதாரணமாக, சாᾹறாᾹைமயிᾹ அதிகாரᾷதி᾿ சா᾿ᾗ ᾑᾶகளாக அᾹᾗ, நாணΆ, 
ஒᾺᾗரᾫ, கᾶேணா᾵டΆ, வாᾼைம ஆகியவιைறᾰ  ᾁறிᾺபிᾌகிறா᾽. 

அᾹᾗ நாᾶ ஒᾺᾗரᾫ கᾶேணா᾵டΆ வாᾼைமெயாᾌ 
ஐᾸᾐசா᾿ᾗ ஊᾹறிய ᾑᾶ2    (ᾁற῀ – 983) 

 

ெதாிᾸதைதᾰ ெகாᾶᾌ, ெதாியாதைதᾰ கιபᾐதாᾹ கιற᾿ (known to unknown). சா᾿ᾗ எᾹᾔΆ 
ெசா᾿ᾤᾰᾁாிய ெபாᾞைள மாணவ᾽கᾦᾰᾁᾺ ᾗாிய ைவᾰக, அைத மாளிைகᾜடᾹ ஒᾺபி᾵ᾌ, 
அΆமாளிைக உᾠதியாக இᾞᾰகᾺ பயᾹபᾌΆ ᾑᾶகைளᾺ ேபால, மனிதᾹ சாᾹேறானாக வாழᾷ 
ேதைவயான பᾶᾗகளாக அᾹᾗ, நாணΆ, ஒᾺᾗரᾫ, கᾶேணா᾵டΆ, வாᾼைம ஆகியவιைறᾰ 
ᾁறிᾺபி᾵ᾌ விளᾰகலாΆ. இவιைறᾺ ப᾿ᾥடக வழி கா᾵சிᾺபᾌᾷதி, வைரகைல அᾊᾺபைடயி᾿, 
மாணவ᾽கᾦᾰᾁ அறெநறிைய விளᾱக ைவᾺபᾐ எளிᾐ. இῂவாᾠ ப᾿ᾥடக வழி 
கா᾵சிᾺபᾌᾷᾐவதιᾁ உாிய திᾞᾰᾁற῀கைளᾰ கᾶடறிய ேவᾶᾌΆ.                                                       

அᾹᾗ, பᾶᾗ, ஆைச, நᾹைம, தீைம ேபாᾹற பᾶᾗசா᾽ ெசாιகைள மாணவ᾽கᾦᾰᾁ விளᾱக 
ைவᾺபᾐ அாிᾐ. அதιᾁ மாιறாக, திᾞᾰᾁறளி᾿ உ῀ள ெபய᾽ᾲ ெசாιக῀, விைனᾲ ெசாιக῀ 
அறிᾙகΆ ᾙதᾢ᾿ அைமய ேவᾶᾌΆ. ப᾿ᾥடக வழி கιபிᾷதᾤᾰᾁᾺ ெபய᾽ᾲ ெசாιகேள ெபாிᾐΆ 
பயᾹபᾌΆ. திᾞᾰᾁறளி᾿ இடΆ ெபιᾠ῀ள விலᾱᾁ, பறைவ ெதாட᾽பான ெபய᾽ᾲ ெசாιகைள ᾙதᾢ᾿ 
ப᾵ᾊயᾢடலாΆ. விலᾱைகேயா, பறைவையேயா ᾙதᾢ᾿ அறிᾙகᾺபᾌᾷத ேவᾶᾌΆ. அதιᾁᾺ பிறᾁ, 
திᾞᾰᾁறளி᾿ எᾸதᾲ ᾇழᾢ᾿ பயᾹபᾌᾷᾐகிறா᾽ எᾹபைத விளᾰகி, ᾁற῀வழி ெபறᾺபᾌΆ அற 
உண᾽விைனᾺ பிறᾁ விளᾰக ேவᾶᾌΆ. 

உதாரணᾷதிιᾁ, (ᾗᾢ – பᾆ) பᾆᾷேதா᾿ ேபா᾽ᾷதிய ᾗᾢ எᾹற இ᾿ெபாᾞ῀ அணியிைன 
விளᾰᾁவதιᾁᾺ ப᾿ᾥடக வழி கιபிᾷத᾿, ெபாிᾐΆ உதᾫΆ. 

வᾢயிᾹ நிைலைமயாᾹ வ᾿ᾤᾞவΆ ெபιறΆ 
ᾗᾢயிᾸேதா᾿ ேபா᾽ᾷᾐேமᾼᾸ தιᾠ3   (ᾁற῀ – 273) 
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ெபய᾽ᾲ ெசாιகளி᾿ பறைவக῀ ெதாட᾽பாக, (ெகாᾰᾁ – மீᾹ) ெகாᾰᾁ, மீைன எῂவாᾠ 
ெகாᾷᾐகிறேதா, அᾐ ேபா᾿, வாᾼᾺᾗ வᾞΆேபாᾐ அைதᾺ பயᾹபᾌᾷத ேவᾶᾌΆ. ெகாᾰᾁ, மீைனᾰ 
ெகாᾷᾐவᾐ ேபா᾿, வைரபடΆ வைரᾸᾐ, அைதᾰ கா᾵சி வழியி᾿ அறிᾙகᾺபᾌᾷதினா᾿, 
மாணவ᾽கᾦᾰᾁ இᾰᾁறளிᾹ ெபாᾞ῀ எளிைமயாகᾺ ᾗாிᾜΆ. 

ெகாᾰெகாᾰகᾰ ᾂΆᾗΆ பᾞவᾷᾐ மιறதᾹ 
ᾁᾷெதாᾰக சீ᾽ᾷத இ᾵ᾷᾐ4   (ᾁற῀ – 490) 

ப᾿ᾥடக வழி ெமாழிᾰ கιற᾿ ெதாட᾽பான ஆராᾼᾲசிக῀ நிைறய நிக῁Ᾰᾐ῀ளன. ஆனா᾿ அᾸத 
ஆராᾼᾲசியிᾹ அᾊᾺபைடயி᾿  தιகாலᾷ தᾁநிைலᾰᾁ ஏιப, ப᾿ᾥடக வழி இலᾰகியΆ 
கιபிᾷதᾤᾰகான நிைல உᾞவாᾰகᾺபட ேவᾶᾌΆ. இῂவᾊᾺபைடயிேலேய ப᾿ᾥடக வழி சᾱக 
இலᾰகியேமா, அறெநறி இலᾰகியேமா கιபிᾰகᾺபடேவᾶᾌΆ. 

இᾐவைர திᾞᾰᾁற῀ ெதாட᾽பான ப᾿ᾥடக வழி கιபிᾷதᾤᾰᾁ உாிய சில அᾎᾁᾙைறக῀ 
ᾆ᾵டᾺெபιறன. 

ᾙைனவ᾽ எ᾿. இராமᾚ᾽ᾷதி அவ᾽க῀, ப᾿ᾥடகᾰ கᾞᾷதாட᾿, பிᾹவᾞΆ ஐᾸᾐ நிைலகைள 
உ῀ளடᾰகியதாக அைமᾜΆ எனᾰ ᾁறிᾺபிᾌகிறா᾽.5 

• கᾞᾷᾐᾺ பாிமாιறΆ (interaction)  

• உடனᾊ விளᾰகΆ (immediate feedback) 

• தவᾠ பιறிய விளᾰகΆ (error analysis) 

• தாேன திᾞᾷᾐத᾿ (self correction) 

• பாரா᾵ᾌக῀ (reinforcement) 

 

ேமᾤΆ ப᾿ᾥடᾰᾰ கᾞᾷதாட᾿ வழி ஆசிாிய᾽ விளᾰகΆ (tutorial )  
அᾊᾺபைடயி᾿ திᾞᾰᾁறைளᾰ கιபிᾺபதιᾁᾷ தி᾵டᾱகைள வைரயᾠᾰக ᾙைனயலாΆ. ேமᾤΆ ச. 
இராேசᾸதிரᾹ அவ᾽க῀, ப᾿ேநாᾰᾁ ஊடகΆ பιறிᾰ ᾁறிᾺபிᾌΆெபாᾨᾐ, பிᾹவᾞமாᾠ ᾁறிᾺபிᾌ 

கிறா᾽.6 

ஒᾞᾱகிைணᾸத கணினிவழி கιற᾿, இᾞ ᾙᾰகியமான ெதாழி᾿ᾒ᾵ப ᾙᾹேனιறᾱகைள 
அᾊᾺபைடயாகᾰ ெகாᾶᾌ அைமᾸதᾐ. 

1.   பᾹேனாᾰᾁ ஊடகᾰ கணினிக῀ (Multimedia computers) 

2.   இைணயΆ (Internet) 

பᾹேனாᾰᾁᾷ ெதாழி்᾿ᾒ᾵பΆ, ஒᾞ இயᾸதிரᾷதிேலேய பᾔவ᾿, வைரபடΆ, ஒᾢ, உயிாியᾰகΆ, க᾵ᾗலᾰ 
கா᾵சி ேபாᾹற பல ஊடகᾱகᾦடᾹ ெதாட᾽ᾗெகா῀ள வசதி ெசᾼதᾐ. பᾹேனாᾰᾁ ஊடகΆ, உய᾽ 
ஊடகᾷைத உ῀ளடᾰகிய காரணᾷதா᾿ மிகᾲ சᾰதி வாᾼᾸததாᾼ அைமᾸதᾐ. பᾹேனாᾰᾁ ஊடகᾷ 
திறᾹக῀ / வழிᾙைறக῀ எ᾿லாΆ ஒᾹᾠ ேச᾽ᾰகᾺப᾵ᾌ, ᾁறிᾺபாைனᾲ ᾆᾶᾊᾰ கιபவ᾽க῀ தᾱக῀ 
வழியி᾿ மிதᾰக / பவனி வர வைக ெசᾼயᾺப᾵டᾐ. 
இᾰகᾞᾷᾐ, ᾁறிᾺபிடᾷதᾁᾸதᾐ. 
ஒᾞ இலᾰகியᾷதிᾹ தகவ᾿கைள ம᾵ᾌேம தᾞவᾐ ப᾿ᾥடக வழி கιபிᾷதலாகாᾐ. இலᾰகியᾷதிᾹ 
தகவ᾿களிᾹ அᾊᾺபைடயி᾿ மாணவ᾽களிᾹ சிᾸதைனᾷ திறைன ேமΆபᾌᾷத, ᾑᾶᾌேகாலாக 
அைமவேத சாியான கιபிᾷத᾿ ᾙைறயாᾁΆ. இதιெக᾿லாΆ ெமாழி பιறிய அறிᾫΆ ᾇழ᾿ அறிᾫΆ 
இலᾰகியᾷைதᾺ பயᾹபா᾵ᾊ᾿ ெபாᾞᾷᾐΆ ெசய᾿பா᾵ᾌ அறிᾫΆ அவசியமானைவ. ெமாழிᾷ திறைனᾺ 
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ப᾿ᾥடக வழி ேமΆபᾌᾷதி, அதᾹவழி இலᾰகியᾷ திறᾹகைள ேமΆபᾌᾷத ேவᾶᾌΆ. 
அᾺெபாᾨᾐதாᾹ ப᾿ᾥடக வழி அறெநறி இலᾰகியᾱக῀ கιற᾿, கιபிᾷத᾿ சிறᾺபாக அைமᾜΆ.  

ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀ᾐைண நிᾹற ᾓ᾿க῀:::: 

1.  திᾞᾰᾁற῀ 100  

2.  திᾞᾰᾁற῀ 983  

3.  திᾞᾰᾁற῀ 273 

4.  திᾞᾰᾁற῀ 490 

5.  ெமாழிᾜΆ அதிகாரᾙΆ, எ᾿.இராமᾚ᾽ᾷதி, 1999 

6.  தமிழிய᾿ ஆᾼᾫ – இᾹைறய ேபாᾰᾁக῀, இைணயவழி அய᾿நாᾌகளி᾿ தமி῁ கιற᾿, 
கιபிᾷத᾿, 2002 
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Abstract 

Thirukkural is one of the most popular literatures in Tamil Language. Thirukkurals are being quoted 

in speeches, news articles, blogs, micro-blogs and has a very strong reach in the Internet. Various 

interpretations of Thirukkurals have been proposed by eminent Tamil scholars. This paper aims at 

presenting the world’s first conceptual search framework for Thirukkural. The Framework uses 

CoReX [1]; a concept relation based indexing and presents a ranking model based on concept strength 

and popularity of Thirukkurals, obtained by a Thirukural statistic crawler. The search Framework is 

evaluated using Average Precision and Mean Average Precision (MAP) was found to be 0.83 

compared to 0.52 with traditional keyword based search. 

1. Introduction 

Thirukkural is the one of the outstanding accomplishment of Tamil literature. It had been translated in 

many languages. Thirukkural has totally 133 chapters. These are classified in to Aram (Virtue), Porul 

(Wealth) and Kamam or Inbam (Love). Each chapter has ten Thirukkural; Thirukkural in the form of 

couplets illustrates various aspects of life. Most of the present day Thirukkural search engines are 

keyword-based and Bilingual Keyword-based. Thirukkural search engines are available for Tamil and 

English language. Those keyword-based search engines fail to satisfy the user requirements. For 

example, in keyword-based search user won’t get the result for the common word “பணΆ ”(Money). 

For the reason that actual keyword “பணΆ ”was not used in the Thirukkural. 

The Kuralagam is a Conceptual and bilingual Thirukkural search engine. It is designed to clear up the 

complication in the traditional Thirukkural Search engine using CoReX Frame work. CoReX is 

designed such that the documents retrieved through it are semantically relevant to the query. The data 

structure used by the CoReX helps in storing concepts of terms rather than storing just words, thereby 

retrieving Thirukkurals that are semantically relevant to the query. The main purpose of such 

indexing techniques is cross lingual information retrieval by an intermediate representation called the 

Universal Networking Language [2] (UNL).  The Universal Networking Language is an electronic 

language for computers to express and exchange information. Kuralagam search system fetches 

Thirukkurals based on keywords, concepts and expanded query words using the Concept Based 

Query Expansion technique using CoReX Framework.  
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In this paper we propose Kuralagam, a Concept Relation Based Thirukkural Search. Kuralagam aims 

at understanding the Thirukkural and its meaning by indexing them based on concepts and their 

relations rather than indexing the keywords and their frequencies. The Kuralagam was implemented 

and tested with 1330 Thirukkurals with 4 explanations (Kalaingar Karunanidi, Mu Va, Soloman 

Poppaiya, and G.U.Pope). The search results were compared against traditional keyword based search 

for precision and relevance. 

2. Background 

CoReX [1] is a concept based semantic indexing technique used to index Universal Networking 

Language (UNL) expressions. CoReX retains the semantics captured by the UNL expressions. Since 

UNL expressions are stored as graphs, CoReX uses graph properties to index the UNL graphs. CoReX 

considers the out degree of each node and frequency of the same for indexing which helps in 

capturing the relations between the concepts in UNL expressions thereby retaining the semantics of 

the same. CoReX is simple and efficient and helps in retrieving documents which are semantically 

relevant to the query. The Thirukkural popularity score is computed by giving a Thirukkural 

sequentially to the web and finding its frequency distribution across the popular blogs, news articles, 

social nets etc. 

3. Thirukkural Search Framework 

Thirukkural search framework presented in figure1 can be divided into two major divisions, online 

and offline, in terms of the time of processing. This section describes the various components of the 

Thirukkural search in detail.  

3.1 Offline Processing 

The offline process comprises indexing Thirukkurals and their interpretations and crawling the web 

for usage of each Thirukkural.   

3.1.1 Web Crawler 

A Thirukural statistics crawler crawls the news and blog documents on the web to find the usage of 

each individual Thirukkural. The usage on internet is recorded for measuring the popularity score for 

each Thirukkural, which is explained in detail later.  

3.1.2 En-conversion 

Here a Thirukkural and its meaning are passed to a rule based system to identify the various concepts 

in the Thirukkural and the rules are used to identify one of the 44 UNL relations [2]. Enconversion [4] 

uses the Morphological Analyser [3] to recognize various morphological suffixes of a word and uses 

this information along with syntax and semantics to identify the relationship between concepts. UNL 

graphs are generated for every sentence constituent. The UNL graph is then sent to CoReX indexer 

along with information such as Thirukkural Number, positional index and original keyword, its 

frequency in the document etc.  

3.1.3 Indexer 

The Kuralagam Indexer is designed based on CoReX Techniques. The Indexer stores and manages the 

UNL graphs in two different indices. Concept only index (C index), and Concept-Relation-Concept 
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index (CRC index) are the two indices maintained by the indexer. The UNL graphs are stored in the 

indices by their concept for efficient retrieval.  

 

 

Fig 1: Kuralagam Search Framework 

3.2 Online Processing 

A user’s query is processed, converted to UNL graph(s), expanded and sent to a search and ranking 
module, where the Thirukkurals that match the concept relation similarity are ranked and sent for 
output processing. The output processing module displays the retrieved Thirukkurals with its 
meaning and sends them to the user. 

3.2.1 Query Translation and Expansion  

A user query is first sent to Query Translation module. Query Translation module converts the user 
query to UNL graph. The Concepts in UNL graph are sent to the Query Expansion module. Query 
Expansion uses CRC (Concept Relation Concept) CoReX indices to fetch similarity thesaurus and co-
occurrence list to populate the Multi list Data Structure.  

3.2.2 Search and Ranking 

The functionality of searching and ranking is to fetch the Thirukkural number and its details. 
Thirukkurals for a given query are fetched using the two types of concept relation indices namely 
CRC and C. The query concept is expanded using related CRC indices pointing to the query concept. 
This helps in retrieving many Thirukkurals conceptually related to the query. This kind of conceptual 
retrieval is highly impossible with key word Thirukkural search engines. The ranking is done by 
giving priority to the indices in the order CRC>C.  The ranking is also based on the usage score and 
frequency occurrence of the query concept. Hence the search results are based not only on the query 
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term but also on the concepts related to the query term.  The search results and performance analysis 
is discussed in the next section. 

4. Kuralagam Search Results & Analysis 

Kuralagam is a conceptual search framework for Thirukkural. Kuralagam, unlike traditional keyword 
based searches, identifies the concepts in a Thirukkuaral and their relationship with each other. All 
1330 Thirukkurals and their meaning were crawled, enconverted and indexed for search. 

4.1 Tabbed Layout 

In this paper, we propose a Tabbed Layout for displaying the results to the user. The Tabbed layout 
shown in figure 2, displays the results in 3 tabbed boxes to a class of results based on the concepts and 
relationship between concepts. Figure 2 displays the results for the query ந᾵பிᾹ சிறᾺᾗ (Natpin 

sirappu). The first cell displays the results of the concepts that contain the actual keywords which are 
sorted by the relation they have between them. Second tab identifies results that contain concepts of 
actual keywords, relation between them and displays the results corresponding to ந᾵ᾗ ெபᾞைம 
(Natpu Perumai). The third cell is based on expansions of the query. Here results corresponding to 
ந᾵ᾗ ᾐᾹபΆ (Natpu thunbam), ந᾵ᾗ ெகா῀ (natpu koL), ந᾿ல ந᾵ᾗ (Natpu nalla) etc are displayed. The 
snapshot presented in figure 2 is from our engine implemented from the CoReX framework. 

4.2 Performance Evaluation 

The accuracy of the Thirukkural search engine was measured using the Precision. Precision can be 
computed using the formula given below [5]. We compute the precision for the first 5, 10 and 20 
Thirukkurals. The average precision and mean average precision for a set of queries will indicate the 
performance of the system.  

 

Fig 2: Tab Layout 
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The comparisons between concept based search and keyword based search were measured using 
Average Precision methodology and the result is shown in figure 3. 

 

Fig 3: Average Precision Comparison 

5. Conclusion and Future Work 

This paper describes Kuralagam, a framework for concept relation based Thirukkural search in Tamil 
as well as in English using CoReX Techniques. Kuralagam unlike traditional keyword based 
Thirukkural searches retrieves Thirukkurals that are conceptually relevant to the Query. When 
compared to traditional search techniques, our conceptual search methodology has higher precision. 
In future enhancement can be made to increase the precision and recall score of the conceptual 
Thirukkural search.  
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Abstract 

Tamil literature is one of the most classical and ancient South Indian Languages.  The present study 

analyses the growth of Tamil literature based on the NBIL (National Bibliography of Indian Languages) 

database. Bibliometric studies such as literature growth study, authorship pattern, language 

distribution and document type and subject dispersion are reported.  Literature growth study 

emphasis tremendous growth during 1946 to 1953.  The authorship pattern analysis results that 

Kotaiyammai, Vai, Mu had contributed the most and is 4.36% among the 1147 publications.  Tamil is 

the most predominating language reported from language dispersion study and moreover, it is found 

that 77.50% Tamil documents are microfilmed. Documents on philosophy and religion are given first 

preference followed by history, biography and travel. 

Keywords: Tamil literature; Ancient Tamil Literature – growth analysis; Bibliometric analysis, NBIL-

bibliometric analysis, Digital South Asia Library – bibliometric analysis 

Introduction 

Tamil is one of the most classical and ancient South Indian Languages.  In ancient times, the assembly 

or academy of most leaned men of Tamil land was called “Sangam” and the literature produced from 

these assemblies is known as the “Sangam literature”1.  The National Bibliography of Indian Literature 

(NBIL) is a selective bibliography with a compilation of works "of literary merit, and important and 

significant books on Philosophy, Religion, History and the other aspects of the Humanities". The 

Bibliography covers the period from 1901-19532.   

Objectives 

Egghe defined bibliometrics as the quantitative study of any literature as they are reflected in 

bibliographies.  Thus bibliometrics may be generalized as a study of the quantitative analysis of the 

characteristics, behavior and productivity of all aspects of written communications.  The objective of 

this study is to apply bibliometric techniques on the Tamil literature available from Digital South Asia 

Library’s NBIL, since DSA’s NBIL is a freely available bibliography in the internet.  This bibliography 

is widely used by many Tamil scholars and researchers and therefore a study on this database is a 

valuable one which can exploit the characteristics of ancient digital Tamil literature provided by NBIL. 

                                                           

1 http://www.culturopedia.com/Literature/tamil_literature.html 
2 http://dsal.uchicago.edu/cgi-bin/nbil.py 
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Significance of the study 

The literature from Digital South Asia Library’s NBIL is used as the bibliographic source database for 

this study since it is freely available and covers nearly 56,000 titles with imprints prior to 1954 in 22 

Indian languages.  This is the apt bibliographic database for analysis of ancient Tamil literature from 

1901 to 1953. 

Research Methodology 

The NBIL is searched for “tamil” (not case sensitive) in the subject search strategy and retrieved 1218 

hits.  The retrieved data is processed using MS-Word and MS-Excel. 
 

Literature Growth Study 
One of the important aspects in bibliometric study is the prediction of the pattern of growth of 
literature3. Figure 1 depicts actual growth of Tamil literature.   
 

Figure 1. Actual Growth of Tamil Literature (1886 to 1958) 

                                                           

3 Jeyaseeli, P. Clara. Growth Pattern Analysis no Ascidians Literature: A Scientometric Study (1998 to 2008). 
Journal of Library, Information and communication Technology, 2(1-4):51-59 (2010). 
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From Table 1, it is clear that 698 publications were authored during the top 8 years and the remaining 

520 publications were authored from 1886 to 1958.  The top 8 years productivity was 57.31 percentages 

when compared with the remaining 42.69 percentage.  The years 1946 to 1953 were the most 

productive years and among them 1953 stands first with 127 publications.  The linear trend calculates 

to 0.852x - 8.684. 

Authorship Pattern 

The kind of authors, nature and degree of collaboration among the authors are dealt in authorship 

pattern studies4.  Table 2 depicts the list of authors who had produced more than 10 publications. 

 

 
 

From Table 2, it is inferred that 13 authors had contributed 10 to 50 publications.  Out of 1218 records, 

71 records don’t have statement of responsibility.  Kotaiyammai, Vai, Mu had contributed the most 

                                                           

4 Mahapatra, Gayatri, Bibliometric Studies: in the internet era, 2nd ed. (New Delhi: Indiana Publishing House, 
2009), 78. 
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and is 4.36% among the 1147 publications.  The difference between the second ranking author and up 

to thirteenth ranking author is not quite high. The 277 publications were authored by 13 authors 

calculating to 24.15%.  The others had contributed one to seven publications and reached 75.85 % 

which is high. 

Language dispersion 

The language of the document is one of the most important factors in bibliometric studies, since the 

references cited by the authors depend upon the language of the documents.  If the authors don’t 

know a language, then the citations for these documents are not made.  Of course there are some 

percentage of publications published in regional languages may contain ideas on the subject and 

referred by the authors.  Table 3 explores the usage of languages in the ancient Tamil literature. 

Tamil ranks first to a maximum of 90.23% and the rest of the languages occupy 9.77%.  The Pie 

diagram shows rest 119 publications’ language distribution.  Sanskrit follows the second rank 

followed by bilingual language Sanskrit and Tamil as third.  English language ranks fourth position. 

 

 
 

Document Type 

Microforms may be of any form namely films or paper containing micro reproductions (reduced to 

about 25 times of size) of documents for storage, retrieval, transmission, and printing.  In Digital South 

Asia Library, the NBIL microfilms the Indian publications under the Microfilming of Indian 

Publications Project (MIPP)5.  The Government of India has approved a project, originally proposed 

by the National Library in Calcutta for the Preservation of Early Twentieth-Century South Asian 

                                                           

5 http://dsal.uchicago.edu/bibliographic/nbil/aboutmipp.html 
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Books. Microfilming of Indian Publications Project (MIPP) is preserving and making accessible all 

55,992 books listed in The National Bibliography of Indian Literature: 1901-1953 (NBIL) together with 

the pre-1954 titles in the NBIL supplement.  In this analysis, out of 1218 documents, 944 documents 

are microfilmed which accounts to 77.50%.  This is an appreciable mode of digital preservation for 

reference. 

Subject Dispersion Study 

Subject dispersion study is one of the useful bibliometric study to know about the concentration of 

subject areas of documents.  It is also useful for the funding agencies to disburse the grant based on 

the strong subject areas and also to enhance research in the needy and weaker areas.  Table 4 tabulates 

the subject dispersion of Tamil literature from NBIL.  The retrieved 1218 documents are categorized 

under 615 subject headings. 

 

 
 

Since it is too lengthy to display all the 615 subject areas, the top 15 ranking subject areas are displayed 

in Table 4.  Here the number of subject areas is greater than the number of documents analyzed.  This 

is because; one document may belong to more than one subject area.  Therefore, while consolidating 

the subject areas, it is found that 5.61% of documents fall under philosophy and religion subject 

keyword followed by History, biography and travel (4.07%).   

Conclusion 

The growth of the Tamil literature analyzed highlights that productivity reached its peak during 1946 

to 1953.  There exist ups and down during the growth.  The authorship pattern study shows that 

Kotaiyammai, Vai, Mu had contributed the most and is 4.36% among the 1147 publications.    

Collaborative authorship pattern did not exist and confirms only single author contribution.  But there 
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exist translators and editors, but authorship pattern determines solo authorship dominance during 

this period of study.   

The language dispersion analysis resulted that Tamil is the most predominant language and nearly 

77.50% of documents are microfilmed.  Philosophy and religion subject areas were given first 

preference followed by History, biography and travel.   

Since Tamil is one of the most ancient and classical literature, NBIL concentrates from 1901 to 1954, the 

national policy may be framed to digitize almost all the Tamil literature documents which in turn 

results in reducing unemployment and provides a wealthy literature output for the future generation.  

Uniformity in transliteration and subject term specification may be given due priority to increase 

precision in NBIL. 
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சᾱக இலᾰகியᾱக῀ கᾞᾷᾐᾰகாᾞᾬலᾱக῀. நΆ ᾙᾹேனா᾽ நமᾰᾁ ேச᾽ᾷᾐᾰ ெகாᾌᾷதிᾞᾰᾁΆ ெச᾿வΆ. 
இைத நாΆ அறிᾸᾐ நமᾰᾁᾺ பிᾹனா᾿ வᾞΆ பரᾺபைரᾰᾁ ெகாᾌᾷᾐவி᾵ᾌᾲ ெச᾿லேவᾶᾌΆ. இᾐ 
ெபாᾞ᾵ ெச᾿வΆ அ᾿ல ᾐᾼᾷᾐவி᾵ᾌ அᾔபவிᾷᾐ ᾙᾊᾷᾐவிட, அᾔபவிᾷᾐᾰ ெகாᾶேட இᾞᾰᾁΆ 
அறிᾫᾲ ெச᾿வᾱக῀, இைவ அைனᾷைதᾜΆ நாΆ பᾊᾷᾐᾙᾊᾺபᾐ எᾹபᾐ "க᾿வி கைரயில க᾽பவ᾽ 

நா῀ சில" எᾹபᾐ ேபால வா῁நாளி᾿ பᾊᾷᾐ ᾙᾊᾰக ᾙᾊயடத ஒᾹᾠ. எனேவ உலக மᾰக῀ 

அைனவᾞΆ ேச᾽Ᾰᾐ அறிᾸᾐ ெகா῀ேவாமானா᾿ ᾙᾨைமᾜΆ அறியᾺபᾌΆ. 

பைழயன கழிதᾤΆ ᾗதியன ᾗᾁதᾤΆ 

வᾨவல கால வைகயினான' 

எᾹபᾐ நΆ தமி῁ இலᾰகணΆ ᾂᾠவᾐ காலᾷதிιᾁ ஏιப நΆ தமி῁ இலᾰகியᾱகைள ெகாᾶᾌ 
ெச᾿வதாᾁΆ தமி῁ இலᾰகிய வரலாᾠ ᾙᾨவᾐமாக சᾱக இ᾿ᾰகியΆ ᾙதலாக தιகால இ᾿ᾰகியΆ 

வைர கணினிமயமாᾰகᾺ படேவᾶᾌΆ. 

சᾱக இலᾰகிய தரᾫகைள அலசி ஆᾼத᾿; தமி῁ இலᾰகியவரலாᾠ எ᾵ᾌᾷெதாைக பᾷᾐᾺபா᾵ᾌ 
பதிெனᾶகி῁ᾰகᾶᾰᾁ ᾓ᾿க῀ கᾺபியᾱக῀ அைனᾷᾐΆ ெமᾹ ெபாᾞᾰகᾺப᾵ᾌ கணினியி᾿ 
கிைடᾷதிட பாட᾿க῀ அᾺபᾊேய தமிழி᾿ அைமᾸதிᾞᾰகேவᾶᾌΆ. இதιகான ஆᾱகில ஒᾢᾺெபய᾽Ὰᾗ 
ெகாᾌᾰகபடலாΆ சாᾹறாக ெதா᾿கᾺபியΆ ெபாᾞலதிகாரᾷதி᾿ இடΆ ெபᾠΆ. 

"ᾙதெலனᾺபᾌவᾐ நிலΆ ெபாᾨᾐ இரᾶᾊᾹ  
இய᾿ெபன ெமாழிப இய᾿ᾗண᾽Ᾰேதாேர"  
muthal enapaduvathu nilam pozhthu irandin  

iyalbena mozhipa iyalpunarthaore 

எᾹᾠ ஒᾢெபய᾽Ὰபி᾿ தᾞΆ ெபாᾨᾐ அைனவᾞΆ உᾲசாிᾺைப அறிᾸᾐெகா῀ள ᾙᾊᾜΆ. தமிழ᾽ 
நிலᾷைதᾜΆ காலᾷைதᾜΆ ᾙதιெபாᾞளாக மதிᾷᾐᾺ ேபாιறின᾽ (According to tholkappiam the first 

thing is land and time) எᾹᾠ வழᾱகலாΆ. ெபாᾞ῀ அᾊபபைடயி᾿ இᾐ ேபாᾐமானதாᾁΆ இதி᾿ 

இய᾿ெபன ெமாழிப இய᾿ᾗண᾽ேதாேர' எᾹபᾐதாᾹ ெதா᾿காᾺபிய᾽ ெகாᾌᾰகிற அᾊᾰᾁறிᾺᾗ 
அதாவᾐ- reference ெதா᾿கᾺபியᾷதிιᾁ ᾙᾹேப தமி῁ ᾓ᾿க῀ தமி῁ ᾗலவ᾽க῀ தமி῁ அறிஞ᾽ 
இᾞᾸதிᾞᾰகிறா᾽க῀ எᾹபைத அைனவᾞΆ அறியᾙᾊᾜΆ. தமி῁ இலᾰகியᾱகளிᾹ காலΆ ேமᾤΆ 
பிᾹேனாᾰகி இᾞᾺபைத உலகிιᾁ உண᾽ᾷதᾙᾊᾜΆ. ெதா᾿காᾺபியΆ நΆᾰᾁ கிைடᾷத ᾙத᾿ இலᾰᾰண 
ᾓ᾿ கால அᾊᾺபைடயி᾿ ᾙதᾢ᾿ நிιபᾐ. "ெதா᾿கᾺபிய᾽ கிறிᾷᾐ பிறᾺபதιᾁ ஐᾓᾠ ஆᾶᾌகᾦᾰᾁ 
ᾙᾹன᾽ வா῁Ᾰதவ᾽ எᾹபᾐ ெபாᾞᾸᾐவதாக தமி῁ இலᾰகிய வரலாιᾠ அறிஞ᾽க῀ கᾞᾐகிᾹறன᾽. 

ெதா᾿காᾺபிய᾽ ᾁறிᾺபிᾌΆ, எᾹமனா᾽ ᾗலவ᾽,ெமாழிப, யாᾺபறிᾗலவ᾽, ᾓ᾿ நவி᾿ ᾗலவ᾽ எᾹᾠ 
ᾂᾠΆ அᾊᾰᾁறிᾺᾗᾲெசாιக῀ வழி அவᾞᾰᾁ ᾙᾹனா᾿ இலᾰகிய இலᾰகணᾱக῀ இᾞᾸதிᾞᾰக 
ேவᾶᾌெமன ᾙᾊᾫ ெசᾼய ᾙᾊகிறᾐ. இῂவாᾠ காலᾷைதᾺ பιறி அறியᾺபᾌΆ ெபாᾨᾐ சᾱக 
இலᾰகிய ஆᾼவி᾿ அதிக மாணவ᾽க῀ ஆ᾽வΆ க᾵ᾌவ᾽. படᾰகா᾵சிக῀ ஒῂெவாᾞ பாட᾿கᾦᾰᾁΆ 
ᾙᾊᾸதவைர வ῁ᾱᾁத᾿ சிறᾺபானதாᾁΆ.  
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சாᾹறாக நிலᾺபாᾁபாᾌ  

"மைலᾲ சா᾽ᾗ ᾁறிᾴசி நிலΆ கடιசா᾽ᾗ ெநᾼதனிலΆ 

காᾌசா᾽ நிலᾙ᾿ைல நாᾌசா᾽ நிலமᾞதΆ 

நீாிᾹறி ேவனிι ெறᾠ நிலΆ பாைல" (திவாகரΆ) 

எᾹபைத படᾱகளாக ெகாᾌᾰகாலாΆ. (மைல, கட᾿, காᾌ, வய᾿, வற᾵சி-கா᾵சிக῀) 

தமி῁ இ᾿ᾰகியᾱகளி᾿ உ῀ள அறிவய᾿ மιᾠΆ பிற ᾐைற கᾞᾷᾐᾰக῀ இடΆ வைகயி᾿ பிாிᾷᾐ 
ெசᾼதிக῀ வ῁ᾱகலாΆ. அῂவாᾠ வழᾱᾁΆ ெபாᾨᾐ சᾱக 

இலᾰகியᾷதி᾿ காணᾺபᾌΆ அறிவிய᾿ எᾹபைதவிட , பழᾸதமி῁ தாவரவிய᾿ , பழᾸதமி῁ விலᾱகிய᾿ ; 
பழᾸதமி῁ இயιபிய᾿, உளவிய᾿ ᾆιᾠᾺᾗறவிய᾿, ᾗவியிய᾿ எனᾷ தனிᾷதனியான ᾒ᾵பமான 

ᾙைறயி᾿ பிாிᾰகாᾺப᾵ᾌ அᾸத அᾸத ெசᾼதிகைளᾰ கᾞவாகᾰ ெகாᾶட பாட᾿க῀ அᾸத தைலᾺபி᾿ 
இ᾵Άெபறᾲ ெசᾼதிட᾿ ேவᾶᾌΆ. 

அறிவிய᾿ சா᾽Ᾰத தரᾫகளி᾿ சᾱக இ᾿ᾰகிய பாட᾿கைள சாᾹᾠகளாக தரலாΆ. சாᾹறாக 
தாவரῂயᾢ᾿ மிக ெமᾹைமயான ᾘᾰக῀பιறிய தரᾫகளி᾿ ேமாᾺபᾰᾁைழᾜΆ அணிᾲசΆ இᾹᾱᾰᾰ 
இῂவாᾠ ெகாᾌᾰᾁΆ ெபாᾨᾐ அறிவிய᾿ சா᾽Ᾰத ஆᾼᾫ மாணவ᾽கᾦᾰᾁ சᾱக இலᾰகியᾷைத அறிᾸᾐ 
ெகா῀ள ஆ᾽வΆ ஏιபᾌΆ.  

'ைகᾜΆ காᾤΆ ᾑᾰகᾷ ᾑᾰᾁΆ 

'ஆᾊᾺபாைவ ேபால'(ᾁᾠᾸெதாைக) 

இᾰ ᾁᾠᾸெதாைகᾺ பாட᾿ நமᾐ பிΆபᾷைத கா᾵டᾰᾂᾊய கᾶணாᾊ இரᾶடாயிரΆ ஆᾶᾌகᾦᾰᾁ 
ᾙᾹᾗ தமி῁ இ᾿ᾰகியᾷதி᾿ இᾞᾸத ெசᾼதி இᾼιபிய᾿ ᾐைறயி᾿ இᾞᾸதிட ேவᾶᾌΆ. உயிாிய᾿ 
ெசᾼதிக῀ மிக அதிகமாக சᾱக இலᾰகியᾷதி᾿ காணᾺபᾌகிᾹறன. இῂவாᾠ நாΆ அைனᾷᾐᾷ 
ᾐைறகளிᾤΆ சᾱக இலᾰகிய பாட᾿கைள இைணᾷᾐ ெகாᾌᾷத᾿ சிறᾺபாக இᾞᾰᾁΆ. 

ேதᾌ ெபாறிக῀ அைமᾷத᾿; 

சᾱக இ᾿ᾰகியᾷதி᾿ ேதᾌ ெபாறிக῀ அைமᾰகிᾹற ெபாᾨᾐ இலᾰகியவரலாᾠ அᾊᾺபைடயி᾿ கால 
வாிைசயி᾿ ᾓ᾿க῀ பாட᾿க῀ பாட᾿ ஆசிாிய᾽க῀ ேபாᾹறவιைற வ῁ᾱᾁவேதாᾌ இᾹᾔΆ ᾒ᾵பமக 
ᾓιெபாᾞைள பிாிᾷᾐ வழᾱᾁத᾿ நᾹᾠ; சᾹறாக ᾗறநாᾕᾠ ᾓ᾿ பιறிய ெசᾼதிகைள 
அறியேவᾶᾌமானா᾿ , நாᾕᾠ பாட᾿கைளᾺ பᾊᾷᾐ ெசᾼதிக῀ ேசᾰாிᾺபᾐ விைரவான தவ᾿ 
ேசகாிᾺᾗᾰᾁ தைடயாᾁΆ, காலதாமதமாᾁΆ ெசᾼதிக῀ அᾊᾺபைடயி᾿ தைலᾺᾗக῀ பிாிᾰகᾺப᾵ᾌ 
தரᾫக῀ வழᾱᾁத᾿ சிறᾺபாக இᾞᾰᾁΆ. சாᾹறாக தமி῁ இலᾰகியΆ --எ᾵ᾌᾷெதாைக- ᾗறநாᾕᾠ 

ᾪரΆ பιறிய பாட᾿க῀ 

ஆ᾵சி  

ெகாைட 

க᾿வி 

ஒᾨᾰகΆ 

எᾹᾠ தனிᾷதனியாக பிாிᾰகᾺப᾵ᾌ பாட᾿க῀ ெபாᾞ῀ விளᾰகᾷᾐடᾹ வழᾱகᾺபᾌΆ ெபாᾨᾐ ஆᾼᾫ 
எளிைமயானதாகᾫΆ ᾑᾶᾌவதாகᾫΆ அைமᾜΆ. இᾹைறய நᾪன அறிவியலான தகவ᾿ ெதாட᾽ᾗ 
ᾂᾞக῀ ேமலாᾶைம என அைனᾷᾐΆ வழᾱகᾺபடேவᾶᾌΆ. 
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ெமாழி நைடெமாழி நைடெமாழி நைடெமாழி நைட 

ெமாழி நைட நமᾐ சᾱக இ᾿ᾰகியΆ ெசᾼᾜ῀ வᾊவி᾿ அைமᾸதிᾞᾰகிறᾐ. உைரநைடக῀ இைட 
இைடேய இᾞᾸதாᾤΆ (சிலᾺபாதிகாரΆ) அைவᾜΆ எᾐைக ேமாைன ெபιᾠ சிறᾸத நைடயி᾿ 
இᾞᾺபைதᾰ காᾶகிேறாΆ உைரயாசிாிய᾽க῀ ெமாழிநைட சில இடᾱகளி᾿ கᾊனமானதாக இᾞபதாΆ 
ᾓιறாᾶᾌ உைரயாசிாிய᾽களிᾹ உைரைய பயᾹபᾌᾷதலாΆ.சிறிய ெசாιெறாட᾽கைள 
பயᾹபᾌᾷᾐவᾐ சிறᾸததாᾁΆ. 

இலᾰகியᾱகளி᾿ கால நி᾽ணயΆ; 

நΆ ெதாᾹைம ᾓ᾿களிᾹ காலᾷைத பல ᾁறிᾺᾗகைளᾰ ெகாᾶᾌ ஓரளᾫᾁ ᾙᾊᾫ ெசᾼய இயᾤΆ "பிற 
நா᾵ᾌ அறிஞ᾽க῀ ᾁறிᾺᾗᾰக῀, அவ᾽கைளᾺ பιறிய ெசᾼதிக῀, சில வரலாιᾡ உᾶைமக῀ சᾙதாய 
பழᾰகவழᾰகᾱகளிᾹ ᾁறிᾺᾗக῀ ெசா᾿லா᾵சிக῀,ேபாᾹறைவ கால ஆரᾼᾲசிᾰᾁ ᾐைண 
நிιபனவாᾁΆ." (சᾱகᾷ தமி῁ டாᾰட᾽ ச. அகᾷதியᾢᾱகΆ) ேமᾤΆ "ஒᾞ ᾓᾢ᾿ காணᾺபᾌΆ 
கᾞᾷᾐᾰகைள ᾂᾠவᾐடᾹ அதᾹ ஆசிாியைரேயா அ᾿லᾐ ᾓைலேயாᾁறிᾺபி᾵ᾌ ᾂᾠΆ ேபாᾐ 
நிᾲசயமாக எᾌᾷதாளᾺப᾵ட ᾓ᾿ காலᾷதா᾿ ᾙᾸதியᾐ எᾹᾠΆ எᾌᾷதாᾦகிᾹற ᾓ᾿ பிᾸதியᾐ எனᾫΆ 
ᾙᾊᾫ ெசᾼயலாΆ.(எ.கா.) திᾞᾰᾁறளி᾿ காணᾺபᾌΆ கᾞᾷதிைன சிலᾺபதிகாரΆ 'ெதᾼவΆ ெதாழாஅ῀ 
ெகாᾨநᾹ ெதா῁வாைள ' எனᾫΆ ' ெதᾼவΆ ெதாழா῀ ெகாᾨநᾹ ெதாᾨெதᾨவா῀  

ெபᾼெயனᾺ ெபᾼᾜΆ ெபᾞ மைழ எᾹற அᾺ 

ெபாᾼயி᾿ ᾗலவᾹ ெபாᾞᾦைர ேதறாᾼ' 

எᾹᾠ ᾂᾠவதி᾿ இᾞᾸᾐ திᾞᾰᾁற῀, சிலΆᾗ மணிேமகைல ஆகிய காᾺபியᾱகᾦᾰᾁ ᾙᾸதியᾐ என 
அறிய ᾙᾊகிறᾐ. 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர 

சᾱக இலᾰகியΆ ᾙᾨவᾐΆ ெபாᾞ῀ அᾊᾺபைடயி᾿ எளிய ெமாழி நைடயி᾿ ெகாᾌᾰகᾺபᾌகிᾹற 
நிைலயிᾤΆ ᾒ᾵பமான ேதᾌ ெபாறிகளிᾤΆ அைமᾷதிட᾿ ேவᾶᾌΆ. 
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ெவᾶபா நிர᾿ெவᾶபா நிர᾿ெவᾶபா நிர᾿ெவᾶபா நிர᾿ 
ெவᾶபாவிιகான ெபாᾐ இலᾰகணᾱகைளᾲ சாிபா᾽ᾰᾁΆ நிர᾿ 

 

ᾙᾙᾙᾙ.... சிᾷதநாதᾘபதிசிᾷதநாதᾘபதிசிᾷதநாதᾘபதிசிᾷதநாதᾘபதி 
எவ᾽ெசᾶடாᾼ எᾴசினியாிᾱ 

 

ᾆᾞᾰகΆᾆᾞᾰகΆᾆᾞᾰகΆᾆᾞᾰகΆ 

தமி῁ᾲ ெசᾼᾜ᾵களி᾿ ெவᾶபாᾫᾰᾁ சிறᾺபான இடΆ உᾶᾌ. அைச, சீ᾽, தைள என யாவιறிᾤΆ 
க᾵ᾌᾰேகாᾺபான யாᾺைபᾺ ெபιறிᾞᾰᾁΆ ெவᾶபா, பா வைககளி᾿ கᾊனமானதாகᾰ கᾞதᾺ 
பᾌகிறᾐ. ‘ெவᾶபா நிர᾿’ எᾹ வழᾱகᾺ பᾌΆ இΆெமᾹெபாᾞளா᾿, நாΆ இயιᾠΆ ெசᾼᾜ᾵களி᾿ 
ெவᾶபாவிᾹ இலᾰகணᾱக῀ பயிᾹᾠ வᾞகிᾹறனவா எᾹᾠ சாிபா᾽ᾷᾐᾰ ெகா῀ள ᾙᾊᾜΆ. அைதᾷ 
தவிர எᾐைக,  ேமாைன, ஒιறளெபைட உ῀ளி᾵ட இலᾰகணᾰ ᾂᾠக῀ அைமᾸதிᾞᾰகிᾹறனவா 
எᾹᾠΆ சாிபா᾽ᾷᾐᾺ பிைழகைளᾷ திᾞᾷதிᾰ ெகா῀ளலாΆ. 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 

கணிணிையᾺ பயᾹபᾌᾷதி தமிழிᾹ தனிᾲசிறᾺபாகᾰ கᾞதᾺபᾌΆ யாᾺபிலᾰகணᾷைதᾜΆ சாிபா᾽ᾰக 
இயᾤΆ எᾹபᾐ நΆெமாழியிᾹ எᾹᾠΆ ᾁᾹறா இளைமᾰᾁ ஒᾞ எᾌᾷᾐᾰகா᾵ᾌ , எᾨᾷᾐ , அைச, சீ᾽, 
அᾊ, ெதாைட என எ᾿லாᾰ ᾂᾠகளிᾤΆ தி᾵டவ᾵டமான க᾵டைமᾺைபᾺ ெபιᾠ῀ள பாவைகளி᾿ 
ஒᾹறாகிய ெவᾶபாைவᾲ சாிபா᾽ᾰக இᾸநிர᾿ உதᾫΆ வᾶணΆ வᾊவைமᾰகᾺ ப᾵ᾌ῀ளᾐ.  

எᾨᾷᾐஎᾨᾷᾐஎᾨᾷᾐஎᾨᾷᾐ 

தமி῁ெமாழியிᾹ 247 எᾨᾷᾐᾰகᾦΆ பயᾹபᾌᾷதᾺ ப᾵ᾌ῀ளன . வடெமாழி எᾨᾷᾐᾰகளான 
ஹ,ஸ,ஷ,ஜ,ᾀ,ᾯ ஆகியைவ தவி᾽ᾰகᾺ ப᾵ᾌ῀ளன. இவιறிιᾁ இைணயான ஒᾢᾺᾗᾰ ெகாᾶட 
தமி῁ எᾨᾷᾐᾰகைளᾺ உ῀ளிடᾫΆ (அ,ச,ச,ச,᾵ச,சிறி). ெமᾼெயᾨᾷᾐᾰக῀ ெமாழி ᾙதலாக வாரா. 
அῂெவᾨᾷᾐᾰகைள ெமாழிᾙதலாக உ῀ளி᾵டா᾿ தவᾠ ᾆ᾵ᾊᾰ கா᾵டᾺபᾌΆ. எனிᾔΆ ட , ர, ல, ழ, ற 
, ன இவιைற ெமாழி ᾙதலாக உ῀ளிட வைக ெசᾼயᾺ ப᾵ᾌ῀ளᾐ. ஒேர ெசா᾿ைலᾲ சீ᾽ பிாிᾷதாலᾹறி 
அவιைற ெமாழிᾙதலாகᾺ பயᾹ பᾌᾷத ேவᾶடாΆ.  

அைசᾜΆ சீᾞΆஅைசᾜΆ சீᾞΆஅைசᾜΆ சீᾞΆஅைசᾜΆ சீᾞΆ 

இᾸநிரᾢ᾿ அைமᾰகᾺ ப᾵ᾌ῀ள க᾵டᾱகளி᾿ ஒῂெவாᾞ சீைரᾜΆ அதιகான க᾵டᾱகளி᾿  உ῀ளிட 
ேவᾶᾌΆ. ᾙதலாவதாக இᾸநிர᾿ அᾲசீ᾽கைள தனி எᾨᾷᾐᾰகளாகᾺ பிாிᾷᾐ , ᾁறி᾿ , ெநᾊ᾿ , ஒιᾠ 

என வைகᾺபᾌᾷதிᾰ ெகா῀ᾦΆ. கிரᾸத எᾨᾷᾐᾰக῀ அ᾿லாத தமி῁ ஒᾞᾱᾁறி எᾨᾷᾐᾞᾰகைளᾷ 
தவி᾽ᾷᾐᾺ பிற எᾨᾷᾐᾰகைள உ῀ளி᾵டா᾿ ஏιᾠᾰெகா῀ளᾺ படா. 

எ.கா: நீᾱக῀ கீ῁ᾰகᾶடவாᾠ உ῀ளி᾵டா᾿ 

 

அகர ᾙதல எᾨᾷெத᾿லாΆ ஆதி 

    

பகவᾹ ᾙதιேற உலᾁ  

 
கீ῁ᾰகᾶடவாᾠ சாிபா᾽ᾰகᾺ பᾌΆ....... 
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சீ᾽க῀ 
எᾨᾷ

ᾐ 
வைக 

ᾙதல
ைச 

2-ஆΆ 
அைச 

3-ஆΆ 
அைச 

சீ᾽ தைள தைள  

அகர ᾁᾁᾁ நிைர ேந᾽  ᾗளிமா 
மாᾙᾹ 
நிைர 

இயιசீ᾽ 
ெவᾶடைள 

சாி 

ᾙதல ᾁᾁᾁ நிைர ேந᾽  ᾗளிமா 
மாᾙᾹ 
நிைர 

இயιசீ᾽ 
ெவᾶடைள 

சாி 

 

தைளதைளதைளதைள:  :  :  :  ெவᾶபாᾫᾰᾁ உாிய இயιசீ᾽ ெவᾶடைள , ெவᾶசீ᾽ ெவᾶடைளக῀ தவிர ஏைனய 
தைளக῀ வாிᾹ சிவᾺᾗ நிற எᾨᾷᾐᾰகளி᾿ எᾲசாிᾰைக ேதாᾹᾠΆ.  
எᾌᾷᾐᾰகா᾵டாக ᾙதιசீ᾽ காᾼᾲசீராக இᾞᾰக வᾞΆ சீாிᾹ ᾙதலைச ேநரைசயாக இ᾿லாவிᾊᾹ 
கீ῁ᾰகᾶடவாᾠ எᾲசாிᾰைக ேதாᾹᾠΆ.  
 

எᾨᾷெத
᾿லாΆ 

ᾁᾁஒᾁஒ
ெநஒ 

நிைர ேந᾽ ேந᾽ 
ᾗளிமாᾱ

காᾼ 
காᾼ ᾙᾹ 

நிைர 
கᾢᾷதைள 

தைள 
த᾵ᾌகிறᾐ 

பகவᾹ ᾁᾁᾁஒ நிைர ேந᾽  ᾗளிமா 
மாᾙᾹ 
நிைர 

இயιசீ᾽ 
ெவᾶட

ைள 
சாி 

 

இῂவாறாக ஒῂெவாᾞ சீᾞᾰᾁΆ இைடேய பயிᾹᾠ வᾞΆ தைளகைளᾜΆ, தைள த᾵ᾌΆ இடᾱகைளᾜΆ 
கᾶᾌ சாிெசᾼய ேவᾶᾊய இடᾱகைளᾲ சாி ெசᾼயலாΆ . ஈιறᾊயிᾹ ஈιᾠᾲசீ᾽ (ᾚᾹறாவᾐ சீ᾽) , 
நா῀ , மல᾽ , காᾆ , பிறᾺᾗ எᾹபவιᾠ῀ அடᾱᾁΆ ஏேதᾔΆ ஒᾞ ஓரைசᾲ ெசா᾿லாகேவா ஈரைசᾲ 
ெசா᾿லாகேவா இᾞᾷத᾿ ேவᾶᾌΆ . இᾸநிர᾿ அவιைறᾜΆ இனᾱகாᾎΆ. 

எᾐைகஎᾐைகஎᾐைகஎᾐைக : ேநாிைச ெவᾶபாᾰகளி᾿ ஒᾞ விகιப எᾐைகேயா , இᾞ விகιப எᾐைகேயா அᾊகளி᾿ 
அைமயᾺ ெபᾠத᾿ அவசியΆ. அᾊ எᾐைக , சீ᾽ எᾐைக ேபாᾹறவιைறᾜΆ சிறᾺபாகᾲ சாிபா᾽ᾰகலாΆ. 
எᾌᾷᾐᾰகா᾵டாக அᾹᾗΆ அறᾔΆ உைடᾷதாயிᾹ இ᾿வா῁ᾰைக பᾶᾗΆ பயᾔΆ அᾐ எᾹற ᾁறளி᾿ 
அைமᾸத இன எᾐைகையᾰ ᾂட இᾸநிர᾿ சாியாகᾰ கᾶᾌபிᾊᾰᾁΆ.  

ேமாைன ேமாைன ேமாைன ேமாைன : ேமாைன ெவᾶபாவி᾿ க᾵டாயமி᾿ைல எனிᾔΆ இᾸநிரᾢ᾿ கீ῁ ேமாைனையᾰ 
கᾶᾌபிᾊᾷத᾿ இடΆ ெபᾠகிறᾐ. பாடᾢ᾿ கீ῁ பயிᾹᾠ வᾞΆ ேமாைனயᾰ கᾶᾌபிᾊᾺபதιகான 
த᾽ᾰகΆ  எᾐைகைய விட ெவᾁ எளிதானேத. இῂவாேற அளபைடகைளᾜΆ கᾶᾌ பிᾊᾰகலாΆ. 

தனிᾲெசா᾿தனிᾲெசா᾿தனிᾲெசா᾿தனிᾲெசா᾿ : தனிᾲெசா᾿ᾤᾰᾁ ᾙᾹ ’–’ எᾹற ᾁறி கா᾵டᾺப᾵ᾌ῀ளᾐ. எனிᾔΆ தனிᾲெசா᾿ᾤᾰᾁ 
ᾙᾸைதய சீ᾽ இலᾰகணᾺபᾊᾜΆ ᾙιᾠᾺ ெபιறதா இ᾿ைலயா எᾹபைத பயனேர உᾠதி ெசᾼᾐ 
ெகா῀ள ேவᾶᾌΆ. ᾙᾸைதய சீ᾽ ᾙιᾠᾺெபιᾠ வி᾵டதா எᾹபைதᾲ சாிபா᾽ᾷத᾿ 
எதி᾽காலᾷதி᾵டᾷதி᾿ இைணᾰகᾺ ப᾵ᾌ῀ளᾐ. 

நிர᾿ ᾆ᾵ᾊᾰகா᾵ᾌΆ பிைழக῀ நிர᾿ ᾆ᾵ᾊᾰகா᾵ᾌΆ பிைழக῀ நிர᾿ ᾆ᾵ᾊᾰகா᾵ᾌΆ பிைழக῀ நிர᾿ ᾆ᾵ᾊᾰகா᾵ᾌΆ பிைழக῀ : : : :  

ஒᾞᾱᾁறி அ᾿லாத தமி῁ எᾨᾷᾐᾞᾰக῀ வாிᾹ :- # NA 

ஒᾞᾱᾁறியாயிᾔΆ கிரᾸத எᾨᾷᾐᾰக῀ வாிᾹ  :- # NA 
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ஒιᾠ ᾙதெலᾨᾷதாக வாிᾹ :- 
 

சீ᾽க
῀ 

எᾨᾷᾐ 
வைக 

ᾙதல
ைச 

2-ஆΆ 
அைச 

3-ஆΆ 
அைச 

சீ᾽ தைள தைள  

ᾰாி
யா 

ஒᾁெந okn   
#N/

A 
#N/A #N/A #N/A 

கிாி
யா 

ᾁᾁெந நிைர ேந᾽  
ᾗளி
மா 

மாᾙᾹ 
நிைர 

இயιசீ᾽ 
ெவᾶட

ைள 
சாி 

ெவᾶபாவிιᾁாிய தைளக῀ வராவிᾊᾹ   :- தைள த᾵ᾌகிறᾐ 
 
எᾐைகக῀ வராவிᾊᾹ :-  

அᾊᾲ 
சீ᾽க῀ 

 
ᾙதெலᾨ

ᾷᾐ 
 2-ஆΆ எᾨᾷᾐ 

2-ஆΆ 
எᾨᾷᾐᾰக῀ 

ᾙதெலᾨ
ᾷᾐ 

 

அாியெப
ாிய 

ர அ ாி ர ரண ᾁ 
அᾊ எᾐைக 

அைமயᾺ 
ெபறவி᾿ைல 

கᾶᾌ ண க ᾶ ண 
எᾐைக 

அைமயவி᾿
ைல 

ᾁ 
அᾊ எᾐைக 

அைமயவி᾿ைல 

கᾶᾌ ண க ᾶ ண ணர   

ெதாியிᾹ ெ◌ ெத ாி ர 
எᾐைக 

அைமயவி᾿
ைல 

ᾁ  

காிய ர க ாி ர ரண ᾁ 
அᾊ எᾐைக 

அைமயᾺ 
ெபறவி᾿ைல 

எᾶᾌ ண எ ᾶ ண 
எᾐைக 

அைமயவி᾿
ைல 

ᾁ 
அᾊ எᾐைக 

அைமயவி᾿ைல 

    
2 மιᾠΆ 3-ஆΆ 

அᾊகᾦᾰᾁ 
இைடேய :- 

எᾐைக 
பாட᾿ 

ᾙᾨவதி
ᾤΆ :- 

FALSE 

 
ஒ᾵ᾌ ெமாᾷதமாக ᾙᾊᾫ 

      அ  
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எதி᾽காலஎதி᾽காலஎதி᾽காலஎதி᾽கால விாிவாᾰகΆவிாிவாᾰகΆவிாிவாᾰகΆவிாிவாᾰகΆ: இᾸநிர᾿ ெதாᾁᾺபி᾿ ᾁற῀ ெவᾶபா , ேநாிைசᾲ சிᾸதிய᾿ ெவᾶபா , 
இᾹனிைசᾲ சிᾸதிய᾿ ெவᾶபா , ேநாிைச அளவிய᾿ ெவᾶபா , இᾹனிைச அளவிய᾿ ெவᾶபா 
ஆகியவιைறᾲ சாிபா᾽ᾰகᾫΆ , சீெரᾐைக , அᾊெயᾐைக , இன எᾐைக ஆசிாியᾺபாவிᾹ வைகக῀ 

ஆகியவιைறᾲ சாிபா᾽ᾰகᾫΆ வைகெசᾼயᾺ ப᾵ᾌ῀ளᾐ. எதி᾽கால ேமΆபᾌᾷதᾢ᾿ பிற பாவைககைளᾲ 
சாிபா᾽ᾰக ஒ நிர᾿க῀ உᾞவாᾰகᾺ பᾌΆ.  

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர : தᾹேனாிலாத தமிழிᾹ அாிய ெச᾿வᾱகளான யாᾺபிᾹ அைனᾷᾐᾰ ᾂᾠகைளᾜΆ எளிதி᾿ 
நிர᾿பᾌᾷᾐΆ நா῀ ெவᾁ ெதாைலவி᾿ இ᾿ைல.  

இைணᾺᾗ இைணᾺᾗ இைணᾺᾗ இைணᾺᾗ  

ேநாிைச ெவᾶபாவிιகான சாிபா᾽ᾷத᾿  

ᾐைணᾓι ப᾵ᾊய᾿ᾐைணᾓι ப᾵ᾊய᾿ᾐைணᾓι ப᾵ᾊய᾿ᾐைணᾓι ப᾵ᾊய᾿/ / / / உதவிய வைலᾷஉதவிய வைலᾷஉதவிய வைலᾷஉதவிய வைலᾷதளᾱக῀தளᾱக῀தளᾱக῀தளᾱக῀    

1. ெதா᾿காᾺபியΆ ேகசிகᾹ உைர 

2. தமி῁ இலᾰகணΆ –ᾒஃமாᾹ எΆ.ஏ வாசக᾽ சᾱகΆ , ெகாᾨΆᾗ 

3. யாᾺபᾞᾱகலᾰ காாிைக 
4. www.tamilvu.org  

5. www.venbavadikkalamvanga.com  

பயᾹப᾵ட ெமᾹெபாᾞ᾵க῀பயᾹப᾵ட ெமᾹெபாᾞ᾵க῀பயᾹப᾵ட ெமᾹெபாᾞ᾵க῀பயᾹப᾵ட ெமᾹெபாᾞ᾵க῀    

1. ைமᾰேராசாஃᾺ᾵ விᾶேடாῄ- எᾰெச᾿ 
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தமி῁ெமாழிᾜΆதமி῁ெமாழிᾜΆதமி῁ெமாழிᾜΆதமி῁ெமாழிᾜΆ உᾲசாிᾺᾗΆஉᾲசாிᾺᾗΆஉᾲசாிᾺᾗΆஉᾲசாிᾺᾗΆ - கιற᾿கιற᾿கιற᾿கιற᾿ கιபிᾷதᾢ᾿கιபிᾷதᾢ᾿கιபிᾷதᾢ᾿கιபிᾷதᾢ᾿ 

கணினியிᾹகணினியிᾹகணினியிᾹகணினியிᾹ பᾱᾁபᾱᾁபᾱᾁபᾱᾁ 
 

டாᾰட᾽டாᾰட᾽டாᾰட᾽டாᾰட᾽ ஆஆஆஆ ராராராரா சிவᾁமாரᾹசிவᾁமாரᾹசிவᾁமாரᾹசிவᾁமாரᾹ 
இைணᾺ ேபராசிாிய᾽, தைலவ᾽ - தமி῁ெமாழி பᾶபா᾵ᾌᾺ பிாிᾫ 

ஆசியாᾹ ெமாழிக῀ மιᾠΆ பᾶபா᾵ᾌᾷᾐைற ேதசியᾰ க᾿விᾰகழகΆ : 
நᾹயாᾱ ெதாழி᾿ᾒ᾵பᾺ ப᾿கைலᾰகழகΆ, சிᾱகᾺᾘ᾽ 637616. 

 

உலெகலாΆ தமிேழாைச பரᾫΆ வைக ெசᾼேவாΆ எᾹᾠ ᾂறிᾲெசᾹறன᾽ நΆ கவிஞ᾽க῀. தமி῁ெமாழி 
இர᾵ைடவழᾰᾁᾲᾇழ᾿ (Diglossic situation)  ெகாᾶடᾐ. ேபᾲᾆᾷதமி῁, எᾨᾷᾐᾷதமி῁ என இரᾶᾌ 

வழᾰᾁகᾦΆ தமிழ᾽களிᾹ ெமாழிᾲ ெசய᾿பாᾌகᾦᾰᾁᾺ பயᾹபᾌகிᾹறன.  

‘தமி῁ெமாழியிைனᾷ ெதளிவாக உᾲசாிᾰᾁΆேபாᾐ அᾐ ேமᾤΆ அழᾁ ெபᾠகிறᾐ. உᾲசாிᾺᾗ 

சாியி᾿ைல எᾹறா᾿ ெமாழியிᾹ ெபாᾞᾦΆ மாᾠகிறᾐ. ‘ஒᾞ ெமாழியிᾹ ெபாᾞ῀தᾞ ஒᾢகைள – 

ஒᾢயᾹகைள அᾷதாᾼெமாழியாள᾽ நᾹᾁண᾽ᾸதிᾞᾺப᾽. இஃᾐ அᾹனாாிᾹ உளவறிᾫ (Psychological 

image).  ஆனா᾿ அῂெவாᾢயᾹக῀ இடΆ, ᾇழ᾿கᾦᾰᾁ ஏιப மாறிவᾞவதைன அவ᾽ யாᾞΆ சாதாரண 

நிைலயி᾿ அறிᾸதிᾞᾺபதி᾿ைல. காரணΆ மனிதᾚைள ஒᾢகைள, அைவ ெமாழியி᾿ ெபாᾞ῀ அ᾿லᾐ 

இலᾰகணᾰ ᾂᾠகைள ெவளிᾺபᾌᾷᾐΆ பணிபிைனᾰெகாᾶேட ேத᾽ேவ ெசᾼகிறᾐ. அலᾁகளாகᾰ 

ெகா῀கிறᾐ. மιற ஒᾢகைளᾺ பிற᾽ ᾂιறாேலா ஒᾢயிய᾿ அறிவாேலாதாᾹ அறிகிᾹறᾐ’ எᾹᾠ 

ஒᾢயிய᾿ ேபராசிாிய᾽ க. ᾙᾞைகயᾹ ᾂᾠவா᾽. 

சிᾱகᾺᾘ᾽வா῁ தமி῁ மாணவ᾽க῀, இᾺேபாᾐ அᾹறாட உைரயாட᾿கᾦᾰᾁ ஆᾱகிலᾷைதᾜΆ எᾨᾷᾐᾷ 

தமிைழᾜΆ மிᾁதியாகᾺ பயᾹபᾌᾷᾐΆ வழᾰகΆ அதிகாிᾷᾐவᾞகிறᾐ. சிᾱகᾺᾘாி᾿ ᾆமா᾽ 58 

விᾨᾰகா᾵ᾌᾰ ᾁᾌΆபᾱகளி᾿ தமி῁ெமாழி ᾪ᾵ᾊ᾿ ேபசᾺபடாததா᾿ தமி῁ᾰᾁழᾸைதக῀ தமிைழ 

அறியாம᾿ ப῀ளிᾰᾁ வᾞகிᾹறன᾽. ேமᾤΆ தமி῁ெமாழியிᾹ சாியான உᾲசாிᾺைபᾰ ைகவரᾺ 

ெபᾠவதி᾿ சிரமᾷைதᾜΆ எதி᾽ ேநாᾰᾁகிᾹறன᾽. தமி῁ெமாழியிᾹ இலᾰகணᾷைத ஓரளᾫ ᾗாிᾸᾐ 

ெகாᾶடாᾤΆᾂட அதைனᾲ சாிவர உᾲசாிᾺபதி᾿ பிைழ ᾗாிகிᾹறன᾽. ஆசிாிய᾽ எῂவளᾫதாᾹ 

உᾲசாிᾷᾐᾰகா᾵ᾊனாᾤΆ அதைனᾰ ேக᾵ᾌ மீᾶᾌΆ உᾲசாிᾺபதி᾿ சிᾰகைல எதி᾽ேநாᾰᾁகிᾹறன᾽. 

 ‘மாιெறாᾢக῀ ேவᾠபᾌᾷதி ஒᾢᾰகᾺபடாவி᾵டாᾤΆ ெபாᾞ῀ெகா῀வதி᾿ ᾁழᾺபΆ விைளவதி᾿ைல. 

ஆனா᾿ அῂவைக உᾲசாிᾺᾗ தமி῁ெமாழியிᾹ இய᾿ᾗ வழᾰகினிᾹᾠΆ ேவᾠப᾵ᾌ அயιறᾹைம 

உைடயᾐேபா᾿ ஆகிவிᾌΆ. இய᾿பான தமி῁Ὰேபᾲசாக அைமயாᾐ’ எᾹᾠ ஒᾢயிய᾿ ேபராசிாிய᾽ க. 

ᾙᾞைகயᾹ ᾂᾠவா᾽.  

இᾺபிரᾲசிைனைய எῂவாᾠ கைளவᾐ?  இதி᾿ உ῀ள சிᾰக᾿கைளᾷ தீ᾽Ὰபதி᾿ கணினியிᾹ பயᾹபாᾌ 

எᾹன எᾹபᾐ பιறிேய இᾰ க᾵ᾌைர விவாிᾰகிறᾐ. (இᾰக᾵ᾌைரயி᾿ ᾂறᾺப᾵ᾊᾞᾰᾁΆ ெசᾼதிகைளᾰ 

கணினியிᾹ ᾐைணேயாᾌ பᾊᾰᾁΆேபாேத இᾰக᾵ᾌைரயி᾿ ᾂறᾺப᾵ᾊᾞᾰᾁΆ ெசᾼதிக῀ நᾹᾁ 

விளᾱᾁΆ) 

ெமாழிᾰ க᾿வியி᾿ /  பயிιசியி᾿ பயᾹபᾌᾷதᾺபᾌகிற ேக᾵ட᾿ - ேபᾆத᾿ᾙைற ( audio-lingual 

method) மாணவ᾽கᾦᾰᾁᾷ தமி῁ உᾲசாிᾺைப ᾙைறயாகᾰ கιᾠᾰெகாᾌᾰகᾺ பயᾹபᾌΆ. அதιᾁᾰ 

கணினிᾷ ெதாழி᾿ᾒ᾵பΆ மிகᾫΆ உதᾫΆ எᾹபேத இᾰக᾵ᾌைரயிᾹ கᾞᾐேகாளாᾁΆ.  

தமி῁ உᾲசாிᾺᾗᾺ பயிιசியி᾿ மிகᾫΆ கவனΆ ெசᾤᾷதேவᾶᾊய பிரᾲசிைனகளாகᾰ கீ῁ᾰகᾶடைவ 

அைமகிᾹறன.  
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1.   ஒᾢயᾹகளிைடேய (Phonemic) பிரᾲசிைன : ல,ள,ழ - ந,ன,ண - ர,ற ஆகியவιைற உᾲசாிᾺபதி᾿ 

காணᾺபᾌΆ பிரᾲசிைன. 

2.  மாιெறாᾢகளி᾿ (Allophonic)  பிரᾲசிைன :  உயி᾽ ஒᾢயᾹகளி᾿ ᾙιᾠகரΆ, ᾁιᾠகரΆ 

உᾲசாிᾺᾗ, வ᾿ᾢன ஒᾢயᾹகளிᾹ மாιெறாᾢகளிᾹ உᾲசாிᾺᾗ ஆகியவιறி᾿ காணᾺபᾌΆ 

பிரᾲசிைன.  

3.  ேமιᾂιᾠஒᾢகளி᾿ (Suprasegmental / Prosodic feature) பிரᾲசிைன : ேமᾤΆ ெதாட᾽கைள 

வாசிᾰᾁΆேபாᾐ, ஏιறΆ, இறᾰகΆ ஆகியவιைறᾺ ெபாᾠᾷᾐᾺ ெபாᾞேள மாᾠபᾌΆ. 

ஆᾱகிலᾷதி᾿ ஒᾞ ெசா᾿ᾢ᾿ அைமᾸᾐ῀ள அைசகளிᾹ அᾨᾷதΆ (Syllabic stress)  ெபாᾞ῀ 

மாᾠபா᾵ைடᾷ தᾞΆ ("permit" - இதி᾿ இரᾶᾌ அைசக῀ உ῀ளன. ᾙத᾿ அைசᾰᾁ அᾨᾷதΆ 

அளிᾷதா᾿, அᾲெசா᾿ ெபயராக அைமᾜΆ. இரᾶடாவᾐ அைசᾰᾁ அᾨᾷதΆ அளிᾷதா᾿, 

அᾲெசா᾿ விைனயாக அைமᾜΆ) .  தமிழி᾿ இᾺபிரᾲசிைன கிைடயாᾐ. ஆனா᾿ ெதாட᾽களிᾹ 

ஏιறΆ, இறᾰகΆ (Intonation)   ெபாᾞ῀ ேவᾠபா᾵ைடᾷ தᾞகிறᾐ. 

ல, ள, ழ - ந.ன.ண - ர,ற ஒᾢயᾹகளி᾿ மாιெறாᾢக῀ பிரᾲசிைனக῀ இ᾿ைல. இᾞᾺபிᾔΆ 

அவιறிιகிைடேய உ῀ள சில ஒᾢ ஒιᾠைமᾺ பிரᾲசிைனகளா᾿ மாணவ᾽கᾦᾰᾁᾰ ᾁழᾺபΆ 

ஏιபᾌகிறᾐ. வ᾿ᾢன ஒᾢயᾹகளி᾿ ஒῂெவாᾞ ஒᾢயᾔᾰᾁΆ ஒᾹᾠᾰᾁ ேமιப᾵ட மாιெறாᾢக῀ 

உ῀ளன. இᾐ மாணவ᾽கᾦᾰᾁ ஒᾞ பிரᾲசிைனயாக அைமகிறᾐ. 

ேமιᾂறிய பிரᾲசிைனகைள ᾙைறயாகᾷ தீ᾽Ὰபதιᾁᾷ தமி῁ ஒᾢயிய᾿, ஒᾢயனிய᾿ விதிக῀ மிகᾫΆ 

உதᾫΆ. ஆனா᾿ அῂவிதிகைள மாணவ᾽கᾦᾰᾁ ேநரᾊயாகᾰ கιᾠᾰெகாᾌᾺபதா᾿ உᾲசாிᾺᾗᾺ 

பிரᾲசிைனையᾷ தீ᾽ᾷᾐவிட ᾙᾊயாᾐ. அῂவிதிகளிᾹ அᾊᾺபைடயி᾿ ᾙைறயான உᾲசாிᾺᾗᾺ 

பயிιசிகைள உᾞவாᾰகி மாணவ᾽கᾦᾰᾁᾺ பயிιசி அளிᾰகேவᾶᾌΆ. இதιᾁ இᾹைறய கணினிᾷ 

ெதாழி᾿ᾒ᾵பΆ மிகᾫΆ பயᾹபᾌΆ.  

தமி῁ெமாழியிᾹ ஒᾢயᾹகளிᾹ மாιெறாᾢகைளᾲ சாியாக உᾲசாிᾰᾁΆெபாᾨேத ெமாழியிᾹ ᾑᾼைம 

பாᾐகாᾰகᾺபᾌகிᾹறᾐ. ெபாᾐவாக மாணவ᾽க῀ ெசᾼᾜΆ பிைழகைளᾺ ெபாᾠᾷᾐᾰ கீ῁ᾰகᾶடவாᾠ 

நாΆ அவ᾽கᾦᾰᾁᾺ பயிιசி அளிᾰகலாΆ .  

1. தமி῁ உயி᾽ஒᾢகைளᾺ ெபாᾠᾷதம᾵ᾊ᾿, ᾁறி᾿ உகரᾷதி᾿ ம᾵ᾌΆ இரᾶᾌவைகயான 

உᾲசாிᾺᾗக῀ உ῀ளைத நாΆ அறிேவாΆ. அைவ ᾙιறியᾤகரΆ, ᾁιறியᾤகரΆ ஆᾁΆ. 

அவιைறᾲ சாியாக உᾲசாிᾰக ேவᾶᾊயᾐ அவசியΆ. ᾙιᾠகரᾷதிιᾁ உதᾌ (இத῁) ᾁவிᾜΆ. 

ᾁιᾠகரᾷதிιᾁ உதᾌ ᾁவியாᾐ. தனிᾰᾁιெறᾨᾷைத அᾌᾷᾐ வராத ஒᾞ ெசா᾿ᾢᾹ இᾠதியி᾿ 

வ᾿ᾢனᾷேதாᾌ இைணᾸᾐ வᾞΆ உகரΆ ᾁιᾠகரமாᾁΆ. எᾌᾷᾐᾰகா᾵ᾌக῀ - நாᾌ, பᾷᾐ, 

அᾱᾁ, பழᾁ, வயிᾠ, அஃᾐ. பிற இடᾱகளி᾿ வᾞΆ எ᾿லா உகரᾙΆ ᾙιᾠகரமாᾁΆ. 

தனிᾰᾁιெறᾨᾷைத அᾌᾷᾐᾲ ெசா᾿ᾢᾹ இᾠதியி᾿ வ᾿ᾢனᾷேதாᾌ இைணᾸᾐ வᾞΆ 

உகரᾙΆ ᾙιᾠகரேம. ெகாᾆ, பᾆ எᾹᾠ ெசா᾿ᾤகிᾹறெபாᾨᾐ உதᾌ ᾁவிᾸேத வᾞவைதᾰ 

காணலாΆ .  

2. தமிழிᾤ῀ள 18 ெமᾼெயᾨᾷᾐகளி᾿ (ஒᾢயᾹகளி᾿) வ᾿ᾢன ெமᾼகளான ஆᾠᾰᾁΆ 

மாιெறாᾢக῀ உ῀ளன.  
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3. க /k/ எᾹᾔΆ வ᾿ᾢன ஒᾢயᾔᾰᾁ ᾚᾹᾠ மாιெறாᾢக῀ உ῀ளன.  

ஒᾢᾺபி᾿லா கைடயᾶண வ᾿ᾢன மாιெறாᾢ [k] - ெசா᾿ ᾙத᾿ மιᾠΆ    ெசா᾿ இைடயி᾿ 

இர᾵ᾊᾷᾐ வᾞΆேபாᾐ வᾞΆ. எᾌᾷᾐᾰகா᾵ᾌ (காᾰைக, அᾰகா῀)  

ஒᾢᾺᾗ῀ள கைடயᾶண வ᾿ᾢனமாιெறாᾢ [g]– ெசா᾿ இைடயி᾿ ெம᾿ᾢன ஒᾢயᾹகᾦᾰᾁ 

அᾌᾷᾐ வᾞΆ. எᾌᾷᾐᾰகா᾵ᾌ (தᾱகΆ, பᾱᾁ, இᾱேக)  

அᾌᾷᾐ கைடயᾶண உரெசாᾢ [x] - ெசா᾿ இைடயி᾿ இரᾶᾌ உயி᾽கᾦᾰᾁ இைடயி᾿ வᾞΆ 

ககரΆ ேவᾠ விதமாக ஒᾢᾰᾁΆ. எᾌᾷᾐᾰகா᾵ᾌ (பக᾿, நகΆ)  

4. மιெறாᾞ வ᾿ᾢன ஒᾢயனான /c/ சகரᾷதிιᾁΆ ᾚᾹᾠ மாιெறாᾢக῀ உ῀ளன. ெசா᾿ 

ᾙதᾢᾤΆ இைடயிᾤΆ இர᾵ᾊᾷᾐΆ ெம᾿ᾢன எᾨᾷᾐகᾦᾰᾁ அᾌᾷᾐΆ வᾞΆெபாᾨᾐ இᾸதᾲ 

சகரᾷதிᾹ ஒᾢᾺபி᾿ மாιறΆ இᾞᾺபைத உணர/ேக᾵க ᾙᾊᾜΆ.  

 [C] சகரΆ, ெசா᾿ நᾌவி᾿ இர᾵ᾊᾷᾐ வᾞΆெபாᾨᾐΆ ெசா᾿ நᾌவி᾿ வ᾿ᾢனᾷைத அᾌᾷᾐ 

வᾞΆெபாᾨᾐΆ இΆமாιெறாᾢையᾰ ேக᾵க ᾙᾊᾜΆ. எᾌᾷᾐᾰகா᾵ᾌ. பᾲைச, ெமாᾲைச, க᾵சி, 
ப᾵சி.  

[ j ] சகரᾷதிᾹ மιெறாᾞ மாιெறாᾢையᾲ ெசா᾿ நᾌவி᾿ ெம᾿ᾢனᾷைத அᾌᾷᾐ 

வᾞகிᾹறெபாᾨᾐ ேக᾵க ᾙᾊᾜΆ எᾌᾷᾐகா᾵ᾌ மᾴச῀, பᾴᾆ, ெகாᾴᾆ, ெகᾴᾆ. 

[s] சகரᾷதிᾹ ᾚᾹறாவᾐ மாιெறாᾢையᾲ சகரΆ ெசா᾿ ᾙதᾢᾤΆ ெசா᾿ நᾌவி᾿ இரᾶᾌ 

உயி᾽கᾦᾰᾁ இைடயிᾤΆ, ᾿ ஒᾢயᾔᾰᾁΆ ஒᾞ உயிᾞᾰᾁΆ இைடயிᾤΆ வᾞகிᾹறெபாᾨᾐΆ 

உணர ᾙᾊᾜΆ. எᾌᾷᾐகா᾵ᾌ சாᾺபிᾌ. ச᾵ைட, பசி, ஊசி, வ᾿சி. 

5. வ᾿ᾢன ஒᾢயᾹகளி᾿ மιெறாᾞ ஒᾢயᾹ டகரΆ / ţ /. இᾸத வ᾿ᾢன எᾨᾷதிιᾁΆ ᾚᾹᾠ 

மாιெறாᾢக῀ உ῀ளன.  

[ţ] ெசா᾿ நᾌவிᾤΆ, இர᾵ᾊᾷᾐ வᾞΆெபாᾨᾐΆ மாιெறாᾢயாக ஒᾢᾰᾁΆ. எᾌᾷᾐᾰகா᾵ᾌ. 

ப᾵ᾌ, த᾵ᾌ, ெவ᾵கΆ, த᾵பΆ ᾒ᾵பΆ. 

[ḍ] மιெறாᾞ மாιெறாᾢ டகரΆ, ெசா᾿ நᾌவி᾿ ெம᾿ᾢனᾷதிιᾁᾺபிᾹ வᾞΆெபாᾨᾐ வᾞΆ. 

எᾌᾷᾐᾰகா᾵ᾌ ெதாᾶᾌ, மᾶᾌ, ᾁᾶᾌ, நᾶᾌ. 

[ṛ] டகரᾷதிᾹ இᾹெனாᾞ மாιெறாᾢ இரᾶᾌ உயி᾽கᾦᾰᾁ இைடயி᾿ டகரΆ வᾞΆேபாᾐ 

ஒᾢᾰᾁΆ. எᾌᾷᾐᾰகா᾵ᾌ. தவிᾌ, ெசவிᾌ, ᾁᾞᾌ, ᾙரᾌ. 

6. தகரᾷதிιᾁΆ /t/ ᾚᾹᾠ மாιெறாᾢக῀ உᾶᾌ.  

[t] ஒᾞ ெசா᾿ᾢᾹ ᾙதᾢᾤΆ, ெசா᾿ நᾌவி᾿ இர᾵ᾊᾷᾐΆ வᾞகிᾹறேபாᾐ தகரᾷதிᾹ 

மாιெறாᾢையᾰ ேக᾵க இயᾤΆ. எᾌᾷᾐᾰகா᾵ᾌ, தாᾼ, தᾸைத, த᾵ᾌ, தவிர, பᾷᾐ, அᾷைத, 

ெசாᾷᾐ. 

[d] தகரΆ, ெசா᾿ᾢᾹ நᾌவி᾿ ெம᾿ᾢனᾷைத அᾌᾷᾐ வᾞΆெபாᾨᾐ மாιெறாᾢயாக ஒᾢᾰᾁΆ. 

எᾌᾷᾐᾰகா᾵ᾌ பᾸᾐ, சᾸைத, ெநாᾸᾐ. 

[ð] தகரΆ ெசா᾿ நᾌவி᾿ இரᾶᾌ உயி᾽கᾦᾰᾁ இைடயி᾿ வᾞகிᾹற ெபாᾨᾐΆ ெசா᾿ நᾌவி᾿ 

ᾼ, ᾽, ῁ ஒᾢயᾹகᾦᾰᾁΆ உயிᾞᾰᾁΆ இைடயி᾿ வᾞகிᾹற ெபாᾨᾐΆ இῂெவாᾢையᾰ ேக᾵க 

இயᾤΆ. 
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7. ‘ப’ எᾹற வ᾿ᾢன ஒᾢயᾔᾰᾁΆ /p/ ᾚᾹᾠ மாιெறாᾢக῀ உ῀ளன.  

[p] ெசா᾿ ᾙதᾢ᾿ வᾞகிᾹற பகர ஒᾢ ேபாலேவ ெசா᾿ நᾌவி᾿ இர᾵ᾊᾷᾐ வᾞΆேபாᾐΆ, 

ெசா᾿ நᾌவி᾿ ι, ᾵ ஒᾢயᾹகᾦᾰᾁ ᾙᾹ வᾞகிᾹற ெபாᾨᾐΆ பிறᾰᾁΆ ஒᾢ இᾞᾰᾁΆ. 

எᾌᾷᾐᾰகா᾵ᾌ பாடΆ, பா᾵ᾌ, ப᾵ᾊனΆ, உᾺᾗ, ெசᾺᾗ, மᾺᾗ, கιᾗ, ந᾵ᾗ, ᾒ᾵பΆ.  

[b] ெசா᾿ நᾌவி᾿ ெம᾿ᾢனᾷைத அᾌᾷᾐ வᾞகிᾹற பகரΆ ேவெறாᾞ மாιெறாᾢயாக 

ஒᾢᾰᾁΆ. எᾌᾷᾐᾰகா᾵ᾌ அᾹᾗ, எᾹᾗ அΆᾗ, வΆᾗ, கΆᾗ, ᾐΆᾗ.  

[β] பகரᾷதிᾹ மιெறாᾞ மாιெறாᾢ ெசா᾿நᾌவி᾿ இரᾶᾌ உயி᾽கᾦᾰᾁ இைடயி᾿ 

வᾞகிᾹறெபாᾨᾐΆ ெசா᾿ நᾌவி᾿ ᾼ, ᾽, ᾿, ῁ ஆகிய ெமᾼெயாᾢயᾹகᾦᾰᾁΆ உயி᾽ 

ஒᾢயᾔᾰᾁΆ இைடயி᾿ வᾞகிᾹற ெபாᾨᾐΆ ஒᾢᾰᾁΆ. எᾌᾷᾐᾰகா᾵ᾌ சைப, அைவ, இய᾿ᾗ, 

சா᾿ᾗ, சாᾼᾗ, ெதாட᾽ᾗ. 

8. வ᾿ᾢன ஒᾢயᾹகளி᾿ இᾠதியாக இᾞᾰகிᾹற றகரᾷதிιᾁΆ ᾚᾹᾠ மாιெறாᾢக῀ உ῀ளன.  

[ṯ] நᾌவி᾿ இர᾵ᾊᾷᾐ வᾞΆேபாᾐΆ ெசா᾿ நᾌவி᾿ வ᾿ᾢன ஒᾢயᾔᾰᾁᾙᾹ வᾞΆேபாᾐΆ 

றகரΆ மாιெறாᾢயாக ஒᾢᾰகிறᾐ. எᾌᾷᾐᾰகா᾵ᾌ பιᾠ, ேநιᾠ, காιᾠ, ேபாιᾠ, கιᾗ. 

[ḏ] நᾌவி᾿ ெம᾿ᾢனᾷதிιᾁ ᾙᾹ வᾞகிᾹறெபாᾨᾐΆ மாιெறாᾢயாக ஒᾢᾰகிᾹறᾐ. ᾁᾹᾠ, 

ஒᾹᾠ, நᾹᾠ ெசᾹᾠ இᾹᾠ, கᾹᾠ. 

[ṟ] ெசா᾿ நᾌவி᾿ இரᾶᾌ உயி᾽கᾦᾰᾁ இைடேய வᾞகிᾹற ‘றகரΆ’ மாιெறாᾢயாக 

ஒᾢᾺபைதᾜΆ நாΆ உணரலாΆ.  

ெமᾼெயாᾢகளி᾿ ᾱ, ᾴ, ᾶ, Ᾰ, Ά, Ᾱ- ᾼ, ᾽, ᾿, ῂ, ῁, ῀ ஆகிய ஒᾢயᾹகᾦᾰᾁ ஒᾹᾠᾰᾁ 

ேமιப᾵ட மாιெறாᾢக῀ கிைடயா.  

9. தமி῁ெமாழிᾰேக உாிய சிறᾺᾗ ழகரᾷைத மாணவ᾽க῀ பல᾽ தவறாக ஒᾢᾺபைதᾰ 

ேக᾵ᾊᾞᾰகிᾹேறாΆ. அவιைற எῂவாᾠ ஒᾢᾰக ேவᾶᾌΆ எᾹபைதᾜΆ கணினி வழி அறிய 
இயᾤΆ. ெபᾞΆபாᾹைமயான மாணவ᾽க῀ 'தமி῁' எᾹபைதᾷ 'தமி᾿' எᾹᾠΆ 'கழகΆ' எᾹபைத 

'கலகΆ' எᾹᾠΆ உᾲசாிᾺபைதᾰ ேக᾵ᾊᾞᾰகிᾹேறாΆ. இவιைறᾲ சாியான ᾙைறயி᾿ 

உᾲசாிᾷᾐᾰ ேக᾵கᾰ கணினி உதவிᾗாிᾜΆ.  

10. தமி῁ெமாழியி᾿ சில ெதாட᾽கைள உᾲசாிᾰᾁΆ விதᾷதி᾿ ெபாᾞ῀ ேவᾠபாᾌ அைடᾜΆ 

எᾹபைத மாணவ᾽க῀ உண᾽Ᾰᾐ இᾞᾰகேவᾶᾊயᾐ அவசியΆ; அᾺெபாᾨேத மாணவ᾽க῀ 

எᾸத இடᾷதி᾿ எᾸதெபாᾞளி᾿ எᾺபᾊ உᾲசாிᾰக ேவᾶᾌΆ எᾹபைத உண᾽வ᾽. ᾁறிᾺபாக 

‘அவᾹ வᾸதாᾹ’ எᾹᾔΆ ெதாடைர ஏιற இறᾰகᾷேதாᾌ உᾲசாிᾰகிᾹற விதᾷதினா᾿ பல 

ேவᾠப᾵ட ெபாᾞ῀க῀ கிைடᾰᾁΆ எᾹபைத மாணவ᾽க῀ உணர ேவᾶᾌΆ. இᾸத உᾲசாிᾺᾗ 

ᾙைறையᾰ கணினியிᾹ உதவியா᾿ அறிᾸᾐ ெகா῀ளலாΆ.  

இῂவாᾠ சில ஒᾨᾱᾁகᾦᾰᾁ உ᾵ப᾵ட விதிக῀ பல உ῀ளன. அவιைற நாΆ எᾨᾷᾐவᾊவᾷைதᾜΆ 

ஒᾢ வᾊவᾷைதᾜΆ ஒᾞᾱேக ெபறᾲ ெசᾼᾐ கιபிᾰகலாΆ. ெபாᾐவாகᾷ தனிᾷ தனி ஒᾢயᾹகளாக 

அைமᾷᾐᾰகா᾵ᾌவைதவிடᾷ ெதாட᾽களி᾿ அைமᾷᾐᾰ கιபிᾰᾁΆெபாᾨᾐ மாணவ᾽கᾦᾰᾁ 

அῂெவாᾢக῀ எளிதாக விளᾱᾁΆ. ெபாᾐவாக ஒᾢகைளᾷ தனிᾷதனியாக அைடயாளΆ 

கா᾵ᾌவைதவிடᾲ ெசா᾿ᾢᾤΆ ெதாடாிᾤΆ பாடᾢᾤΆ உைரயாடᾢᾤΆ அைமᾷᾐᾰ 

கா᾵ᾌΆெபாᾨᾐ இῂெவாᾢகைள நᾹᾁ அைடயாளΆ காண ᾙᾊᾜΆ.  

இῂவாᾠ அைனᾷᾐᾰ ᾂᾠகைளᾜΆ எᾌᾷᾐᾰகா᾵ᾌகேளாᾌ கா᾵ᾊ அவιைறᾰ கணினிவழிᾺ 

ப᾿ᾥடகᾷதிᾹ (Multi media) உதவியா᾿ பலவிதᾱகளி᾿ ெவளிᾺபᾌᾷதிᾰ கா᾵ᾌகிᾹறெபாᾨᾐ 
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மாணவ᾽கᾦᾰᾁᾺ எᾨᾷᾐᾷதமிைழᾜΆ ஒᾢᾺᾗ ᾙைறகைளᾜΆ ஒᾞᾱேகெபற வாᾼᾺᾗக῀ 

கிைடᾰகிᾹறன. (ேமᾤΆ ஏιற இறᾰகΆ கா᾵ᾊ உᾲசாிᾰகிᾹறெபாᾨᾐ ஏιபᾌΆ ெபாᾞ῀ 

ேவᾠபாᾌகைளᾜΆ அறிய ᾙᾊகிறᾐ. அᾹறிᾜΆ சாியான உᾲசாிᾺᾗகைள அறிᾸᾐெகா῀வ᾽. ேமᾤΆ 

கணினியி᾿ தயாாிᾰகᾺப᾵ட இᾰᾂᾠகைள மாணவ᾽க῀ ெசாᾸதமாகᾺ பலᾙைற மீᾶᾌΆ மீᾶᾌΆ 

இயᾰகிᾰ ேக᾵பதᾹவழி அவ᾽க῀ மனᾷதி᾿ அைவ நᾹᾁ பதிᾜΆ. ஆ᾽வᾙΆ ெபᾞᾁΆ. மாணவ᾽க῀ 

ெபாᾞ῀ உண᾽Ᾰᾐ பᾊᾰகᾫΆ ேக᾵கᾫΆ வாᾼᾺᾗக῀ அதிகாிᾰᾁΆ; இᾸத ᾙயιசியி᾿ கணினி 
வ᾿ᾤந᾽கᾦΆ ெமᾹெபாᾞ῀ தயாாிᾺபாள᾽கᾦΆ ஈᾌப᾵ᾌ உதᾫகிᾹறெபாᾨᾐ ப᾿ேவᾠ 

பாிமாணᾱகளி᾿ கணினிᾷ திைரயி᾿ ஆ᾽வᾚ᾵ᾌΆ உᾲசாிᾺᾗ ᾙைறகைளᾰ ேக᾵க இயᾤΆ. இைவ 

தாᾼᾷ தமிழகᾷதிᾢᾞᾸᾐ ெவளிேயறி எᾨᾷᾐᾷதமி῁, ேபᾲᾆᾷதமி῁ ᾇழ᾿ அைமயᾺெபறாம᾿ 

வா῁கிᾹற ெவளிநா᾵ᾌᾷ தமி῁ᾰ ᾁழᾸைதகᾦᾰᾁᾺ சாியான உᾲசாிᾺைப அறியᾫΆ கιகᾫΆ 

ெபாிᾐΆ  உதᾫΆ. 

க᾵ᾌைரக᾵ᾌைரக᾵ᾌைரக᾵ᾌைர ஆᾰகᾷதிιᾁஆᾰகᾷதிιᾁஆᾰகᾷதிιᾁஆᾰகᾷதிιᾁ உதவியஉதவியஉதவியஉதவிய ᾓ᾿ᾓ᾿ᾓ᾿ᾓ᾿ :  

� ந. ெதᾼவᾆᾸதரΆ (Diglossic Situation in Tamil - A Sociolinguistic approach , Ph.D. Thesis 

submitted to the University of Madras, 1980, Chennai) 

� ᾙைனவ᾽ ᾗன᾿ க. ᾙᾞைகயᾹ ( பᾹனிᾞ திᾞᾙைற ஒᾢெபய᾽Ὰᾗ, 2010, காᾸதளகΆ, 

ெசᾹைன) 
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இைணயΆஇைணயΆஇைணயΆஇைணயΆ மιᾠΆமιᾠΆமιᾠΆமιᾠΆ கணினிகணினிகணினிகணினி ᾚலΆᾚலΆᾚலΆᾚலΆ  

தமி῁தமி῁தமி῁தமி῁ கιற᾿கιற᾿கιற᾿கιற᾿ மιᾠΆமιᾠΆமιᾠΆமιᾠΆ கιபிᾷத᾿கιபிᾷத᾿கιபிᾷத᾿கιபிᾷத᾿ 
 

திᾞமதிதிᾞமதிதிᾞமதிதிᾞமதி. . . . ரஜனி ரஜᾷரஜனி ரஜᾷரஜனி ரஜᾷரஜனி ரஜᾷ 
ᾙைனவ᾽, ப᾵ட ஆᾼவாள᾽, பாரதியா᾽ ப᾿கைலᾰகழகΆ 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 

மனிதனா᾿ ேபசᾺபᾌΆ ெமாழிகᾦ῀ வளᾙΆ ᾐ᾿ᾢயᾙΆ ெகாᾶட திᾞᾸதிய ெமாழிகᾦ῀ ெசΆ
ெமாழியாΆ தமி῁ெமாழி ஒᾹᾠ. மனித உ῀ளᾷᾐᾰᾁΆ உண᾽ᾲசிᾰᾁΆ அறிᾫᾰᾁΆ ெமாழி மிகமிக 
ெநᾞᾱகிய ெதாட᾽ᾗ ெகாᾶடᾐ  தமி῁ ெமாழிைய கιறᾤΆ கιபிᾷதᾤΆ எளிதானத᾿ல, இைணயΆ 
மιᾠΆ கணினி ᾚலΆ தமிைழᾰ கιறᾤΆ கιபிᾷதᾤΆ ஒᾞ சவா᾿ எᾹேற ெகா῀ளலாΆ. தமி῁ெமாழி
ையᾰ கιறᾢᾹ அᾊᾺபைடᾷ திறᾹக῀. கιபிᾷத᾿ ᾁறிᾷத நிக῁ᾫக῀. ெமாழிᾲசிᾰக᾿க῀. ெமாழிையᾺ 
பயᾹபᾌᾷᾐΆ திறைம ஆகியவιேறாᾌ கணினிமιᾠΆ இைணயᾷதிᾹ பயᾹபாᾌக῀ ᾁறிᾷத அறிᾫ, இ
ைணயΆ மιᾠΆ கணினி வழி தமி῁ கιபதιᾁΆ கιபிᾷதᾤᾰᾁΆ ேதைவᾺபᾌகிறᾐ. 

ஆᾼᾫᾰகளΆஆᾼᾫᾰகளΆஆᾼᾫᾰகளΆஆᾼᾫᾰகளΆ 

இᾐᾁறிᾷᾐ ெசᾹைன தரமணியி᾿ இயᾱகிவᾞΆ “தமி῁ இைணயᾰ க᾿விᾰ கழகᾷைத அᾎகி அᾱᾁ 
ஆேலாசகராகᾺ பணிᾗாிᾜΆ திᾞ.ேஜΆஸ (M.A P.hd) உடᾹ நிக῁Ᾰத ேந᾽காண᾿ ᾚலΆ ேசகாிᾷத 
தகவ᾿க῀ மிக ᾙᾰகியமானைவ தᾴைசᾷ தமி῁Ὰப᾿கைலᾰ கழகᾷதிᾹ ஓ᾽ அᾱகமாக இயᾱகி வᾞΆ 
இᾸதᾰ க᾿வி நிᾠவனΆ உலகிேலேய இைணயΆ மιᾠΆ கணினி ᾚலΆ தமி῁ கιபிᾰᾁΆ ஒஒஒஒேர ேர ேர ேர 
நிᾠவனமாகநிᾠவனமாகநிᾠவனமாகநிᾠவனமாக விளᾱᾁகிறᾐ இவ᾽களிᾹ பணிகைள ᾚᾹᾠ விதமாக வைகᾺபᾌᾷதலாΆ. 

1. ெவளி மாநில / நாᾌகளி᾿ வசிᾰᾁΆ தமி῁ கιக விᾞΆᾗபவ᾽கᾦᾰᾁ இைணயΆ ᾚலΆ தமி῁ᾰ 

க᾿வி கιபிᾷத᾿. 

2.  ெதாᾹைமயான இலᾰகண, இலᾰகிய ᾒ◌ா᾿கைளᾰ  கணினியி᾿ ஏιᾠத᾿ இᾐவைர ஒᾞ 

ல᾵சΆ ெசாιகைளᾰ  ெகாᾶட400ᾰᾁΆ ேமιᾺப᾵ட ᾒ◌ா᾿க῀ கணினியி᾿ ஏιறᾺப᾵ᾌᾷ 

தமி῁ ஆ᾽வல᾽களா᾿ பயᾹபᾌᾷதᾺ  பᾌகிᾹறன. 

3. தமிழி᾿ ெமᾹெபாᾞ῀ ெசᾼபவைர இனᾱகᾶᾌ ஊᾰᾁவிᾷத᾿.  

தமிழிᾹ தமிழிᾹ தமிழிᾹ தமிழிᾹ ெபᾞெபᾞெபᾞெபᾞைமைமைமைம  

2000 ஆᾶᾌகᾦᾰᾁ  ேமιᾺப᾵ட ெதாᾹைமᾜΆ, இலᾰகண வளᾙΆ,  ெசΆைமயான இலᾰகியᾙΆ உ
ைடயᾐ. தமி῁ ெமாழி  காலᾷைதᾰ கடᾸத ெமாழி. தமிழி᾿ உ῀ள இலᾰகியᾱக῀ காத᾿, ᾪரΆ ேபாᾹற 
ப᾿ேவᾠ ெசᾼதிகைளᾜΆ, வாᾨΆ ᾙைறகைளᾜΆ ᾂᾠகிᾹறன. உலக ெமாழிக῀ அைனᾷᾐΆ 
எᾨᾷᾐᾰᾁΆ ெசா᾿ᾤᾰᾁΆ இலᾰகணΆ வᾁᾰᾁΆ ேபாᾐ தமி῁ ம᾵ᾌேம வா῁ᾰைகᾰᾁΆ இலᾰகணΆ 
வᾁᾷத ெபᾞைம  ெபιறᾐ.  

“இலᾰகணᾙΆ இலᾰகியᾙΆ ெதாியாதாᾹ  
ஏெடᾨᾐத᾿ ேகᾌ ந᾿ᾁΆ”  

எᾹகிறா᾽ பாரதிதாசᾹ. 
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தமி῁ கιறᾤᾰகான காரணΆதமி῁ கιறᾤᾰகான காரணΆதமி῁ கιறᾤᾰகான காரணΆதமி῁ கιறᾤᾰகான காரணΆ 

“தமிழᾹ எᾹᾠ ெசா᾿லடா  
தைலநிமி᾽Ᾰᾐ நி᾿லடா “  

எᾹᾠ ெபᾞைம ெகா῀ளᾫΆ, “தமிழᾹ“ எᾹற அைடயாளᾷைத நிைலநா᾵ᾊᾰ ெகா῀ளᾫΆ 
இலᾰகியᾱகளிᾹ நயᾱகைளᾜΆ, உண᾽ᾫகைளᾜΆ ரசிᾰகᾫΆ, தமி῁ கιகிᾹறன᾽. இைணயவழி தமி῁ 
கιறᾢ᾿ “இலᾰகிய ரசைனயிᾹ ᾪᾲᾆ” அதிகமாகᾰ காணᾺபᾌகிறᾐ.  

ேநாᾰகΆேநாᾰகΆேநாᾰகΆேநாᾰகΆ 

இைணயΆ ᾚலΆ தமி῁ கιக விᾞΆᾗபவ᾽களிᾹ ேநாᾰகΆ அவ᾽க῀ வசிᾰᾁΆ நாᾌகைளᾺ ெபாᾠᾷேத 
அைமகிறᾐ. கீைழ நாᾌகளான, மேலசியா, சிᾱகᾺᾘ᾽, இலᾱைக ேபாᾹற நாᾌகளி᾿ வசிᾺபவ᾽க῀ ேவ
ைல வாᾼᾺᾗᾰகாகᾫΆ, தாᾼமᾶணிᾹ கலாᾲசாரᾷைதᾺ ேபாιறிᾰ காᾰகᾫΆ, கιகிᾹறன᾽.  ேமைல 
நாᾌகளான அெமாிᾰக, ஐேராᾺபிய நாᾌகளி᾿ வசிᾺேபா᾽ தாᾼெமாழிைய வி᾵ᾌவிடாம᾿ 
நிைனᾫபᾌததிᾰ ெகா῀ளᾫΆ,  ெசாᾸத ஊ᾽களி᾿ உ῀ள உறᾫகளிᾹ ெதாட᾽ᾗ வி᾵ᾌவிடாம᾿ 
இᾞᾰகᾫΆ கιᾠᾰ ெகா῀கிᾹறன᾽. ஒᾞ ெமாழிையᾰ கιᾁΆேபாᾐ அᾸத ெமாழிᾰᾁாிய கலாᾲசாரᾙΆ 
கιபிᾰகᾺபᾌகிறᾐ. 

கιபிᾷதᾢᾹ கιபிᾷதᾢᾹ கιபிᾷதᾢᾹ கιபிᾷதᾢᾹ ேநாᾰகΆேநாᾰகΆேநாᾰகΆேநாᾰகΆ  

அறிவிய᾿ ᾙᾹேனιறᾷதிιேகιப ᾗதியவιைற ஏιகᾰᾂᾊய ெமாழி எᾹற ெபᾞைம ெபιறᾐ தமி῁ 
ெமாழி மிᾹனᾎ சாதனᾱக῀ உதவியா᾿ உலக உᾞᾶைட ᾆᾞᾱகி உ῀ளᾱைகயி᾿ அடᾱகி வி᾵டᾐ.  
"உலகமயமாத᾿" ெமாழிᾰᾁΆ ெபாᾞᾸᾐΆ ᾙᾶடாᾆᾰ கவிஞᾹ பாரதி  

"திறைமயான ᾗலைம ெயனி᾿ ெவளி நா᾵ᾊன᾽ அைத வணᾰகΆ ெசᾼதிட ேவᾶᾌΆ"  

எᾹᾠ ᾂᾠவᾐ ேபா᾿ தமிழிᾹ ெபᾞைமைய உலெகᾱᾁΆ பரᾺபᾫΆ, இலᾰகண, இலᾰகியᾱகைளᾺ 
பாᾐகாᾰகᾫΆ அதᾹ ேமᾶைமயிைன பரᾺᾗவதιᾁΆ இைணயΆ மιᾠΆ கணினி ᾚலΆ தமிைழᾰ 
கιபிᾷத᾿ க᾵டாயமாகிறᾐ. ஆரΆபகால க᾵டᾱகளி᾿ ஆᾱகிலᾷதிιᾁ அᾌᾷதபᾊயாக கணினி வழி 
கιற᾿, கιபிᾷதᾢ᾿ தமி῁ இடΆ ெபιᾠ இᾞᾸதᾐ.. காலஓ᾵டᾷதி᾿ சீனΆ, ◌ஃᾺெரᾹᾲ ேபாᾹற 
பலநா᾵ᾌ ெமாழிக῀ தமிைழᾺ பிᾹத῀ளிவி᾵டன. தமி῁ ெமாழிையᾰ கணினியிᾹ ᾚலΆ உலகிᾹ 
ᾚைல ᾙᾌᾰᾁᾰ ெக᾿லாΆ பரᾺᾗவதιᾁᾷ தீவிர ᾙயιசிக῀ எᾌᾰகᾺப᾵ᾌ வᾞகிᾹறன. 

பாடᾷதி᾵டᾱக῀பாடᾷதி᾵டᾱக῀பாடᾷதி᾵டᾱக῀பாடᾷதி᾵டᾱக῀  

இைணயΆ மιᾠΆ கணினி ᾚலΆ தமி῁கιக, கιபிᾺபதιகான ப᾿ேவᾠ நிைலக῀ உ῀ளன. அᾊᾺபைட 
நிைலயிᾢᾞᾸᾐ ப᾵டᾺபᾊᾺᾗ வைர கιபிᾺபதιகான பாடᾺபᾁதிக῀ ᾙᾹனேர தி᾵டமிடᾺப᾵ᾌ 
இைணயΆ ᾚலΆ அறிவிᾰகᾺபᾌகிᾹறன. ᾆᾞᾰகமான ᾙᾹᾔைர ஆᾱகிலᾷதி᾿ வழᾱகᾺபᾌகிறᾐ. ேத
ைவயான இடᾱகளி᾿ ஆᾱகிலᾷதி᾿ ெமாழிெபய᾽ᾷᾐΆ ᾂறᾺபᾌகிறᾐ. தமி῁ கιபைத எளிதாᾰᾁΆ வ
ைகயி᾿ கιபிᾰᾁΆ ᾙைறக῀  ைகயாளᾺபᾌகிᾹறன. ெமாழிᾺபιᾠ, இலᾰகண இலᾰகியᾱகளி᾿ ᾗல
ைம, எᾌᾷᾐᾰ ᾂᾠΆ ஆιற᾿, ᾁரᾢ᾿ ஏιறᾷதா῁ᾫ அைமᾷᾐᾺ ேபᾆΆ திறᾹ. திறைமயாக எᾨᾐΆ 
திறᾹ, உளᾒ◌ா᾿ வ᾿ᾤநாிᾹ நைகᾲᾆைவ, ெமாழிெபய᾽Ὰᾗᾷ திறᾹ இைவயாᾫΆ ஒᾞேசரᾺெபιற 
ஆசிாிய᾽ ᾚலΆ பாடᾷதி᾵டᾱக῀ தயாாிᾰகᾺபᾌகிᾹறᾹ.  
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கιற᾿ ᾙகιற᾿ ᾙகιற᾿ ᾙகιற᾿ ᾙைற ைற ைற ைற  

இைணயΆ மιᾠΆ கணினி ᾚலΆ தமி῁ᾰக᾿வியி᾿ ஆசிாிய᾽ மாணாᾰக᾽ ேநரᾊᾷ ெதாட᾽ᾗ இ᾿ைல 

ேக᾵ட᾿, ேக᾵டᾢᾹ வழிகιற᾿, ேக᾵ட᾿ பழᾰகᾷைத வள᾽ᾷத᾿, ேபᾆதைலᾰ ேக᾵டறித᾿, பᾊᾷத
ைலᾰ ேக᾵டறித᾿ ேபாᾹற வழிகளிேலேய கιற᾿ அைமகிறᾐ. கιறᾢ᾿ ேக᾵ட᾿ ᾙைறேய ᾙᾰகிய 
இடΆ ெபιᾠ  

“ெச᾿வᾷᾐ῀ ெச᾿வΆ ெசவிᾲெச᾿லவΆ” அᾲெச᾿வΆ ெச᾿வᾷᾐ῀ எ᾿லாΆ தைல"  

– எᾹற வ῀ᾦவாிᾹ வாᾰைக நிைனᾫ பᾌᾷᾐகிறᾐ.  

உᾲசாிᾺᾗ உᾲசாிᾺᾗ உᾲசாிᾺᾗ உᾲசாிᾺᾗ  

தமி῁ ெமாழி மிᾁதியான எᾨᾷᾐᾰகைளᾰ ெகாᾶடᾐ. ஒேர ஒᾢையᾺ ேபாᾹற பல எᾨᾷᾐᾰக῀ 
இᾞᾰகிᾹறன. ேபᾲெசாᾢக῀, உயிெராᾢக῀, ேபᾲᾆ உᾠᾺᾗக῀ , இத῁களிᾹ ᾁவிநிைல, விாிநிைல, 

நாஎᾨΆ உயரΆ, ஒᾢᾺபாᾹ ஒᾢᾺபடΆ, ஒᾢᾺᾗ ᾙைற, ᾁறி᾿, ெநᾊ᾿ ேபாᾹறவιைற எ᾿லாΆ அறிᾸᾐ 
ெமாழிையᾰ கιக ேவᾶᾌΆ. ஒᾢபிறᾰᾁΆ இடᾱகைள நᾹᾁ உண᾽Ᾰதா᾿ ெசΆைமயாகᾺ ேபச 
இயᾤΆ. இைணயᾰ க᾿விᾰ கழகᾷதிᾹ ᾚலΆ தயாாிᾷᾐ மாணவ᾽ᾰᾁ அᾔᾺபᾺபᾌΆ ᾁᾠᾸதகᾌக῀, 

விளᾰகᾺபடᾱக῀ ெதளிவான ஒᾢᾺᾗ, திᾞᾷதமான உᾲசாிᾺᾗ ஆகியவιைற கιபிᾰகᾫΆ கιகᾫΆ 
உதᾫகிᾹறன. திᾞΆபᾷ திᾞΆப எᾨᾷெதாᾢகைளᾺ பயிιசி ெசᾼதா᾿ "ெசᾸதமிᾨΆ நாᾺபழᾰகΆ" என 
தமி῁ கιபவ᾽ வசᾺபᾌΆ. தமிழி᾿ ஒᾢயியᾤᾰᾁΆ எᾨᾷᾐᾰகᾦᾰᾁΆ ேவᾠபாᾊ᾿ைல. 

கιபிᾷத᾿ ᾙகιபிᾷத᾿ ᾙகιபிᾷத᾿ ᾙகιபிᾷத᾿ ᾙைறக῀ ைறக῀ ைறக῀ ைறக῀  

தமி῁ கιபிᾷதᾢ᾿ பயிιᾠ ᾙைற அறிᾫடᾹ அைதᾷ ெதளியᾺ பயᾹபᾌᾷᾐΆ ஆιறᾤΆ இᾹறிய
ைமயாதᾐ. கணினி மιᾠΆ இைணயΆ வழிேய கιபிᾰᾁΆ ேபாᾐ ஆசிாிய᾽தΆ ப᾵டறிᾫ, ெமாழிᾺᾗல
ைம இவιᾠடᾹ கணினி மιᾠΆ இைணயΆ இவιறிᾹ பயᾹபாᾌ ᾁறிᾷத அறிᾫΆ அவசியΆ. எனேவ 
அᾐᾁறிᾷத சிறᾺᾗᾺ பயிιசிᾜΆ அளிᾰகᾺபᾌகிறᾐ. இலᾰகண அைமᾺᾗ, தமி῁ெமாழிᾰ க᾵டைமᾺᾗ, 
ெமாழிᾰᾂᾠக῀ ஆகியவιறி᾿ ெசΆைமயான ெதளிைவᾰ ெகாᾶᾌ பாடᾷதி᾵டᾱகᾦᾰகான 
ᾁᾠᾸதகᾌக῀ தயாாிᾰகᾺபᾌகிᾹறன.  

தமி῁ கιபிᾷதᾢ᾿ வாᾼெமாழிᾙைற உைரயாட᾿ ᾙைற, தைடவிைடᾙைற, வினாவிைட ᾙைற, 

விதிவிளᾰகᾙைற காரணகாாிய ᾙைற, ேபாலᾰகιற᾿ ேபாᾹற பலᾙைறக῀ உ῀ளன. இவιறி᾿ 
உைடயாட᾿ ᾙைற தவிர பிற ᾙைறக῀ பாடᾷதயாாிᾺபிᾹேபாᾐ ெசய᾿பᾌᾷதᾺபᾌகிᾹறன.  

ᾙᾹᾔைர ᾂᾠΆ ேபாᾐΆ மιᾠΆ ேதைவயான இடᾱகளிᾤΆ தமிழி᾿ ம᾵ᾌம᾿லாம᾿ ஆᾱகிலᾷதிᾤΆ 
ெமாழிெபய᾽ᾷᾐᾰ ᾂᾠவᾐ க᾵டாயமாகிறᾐ. ᾆᾞᾱகᾰᾂறிᾹ, தமி῁ கιபதιᾁ தமி῁ ஆᾱகிலΆ ᾚலΆ 
கιபிᾰகᾺபᾌகிறᾐ. 

அகராதிக῀ அகராதிக῀ அகராதிக῀ அகராதிக῀  

“தமி῁ இைணயᾰ க᾿விᾰ கழகΆ” ᾚலΆ இைணயᾷதி᾿ இᾐவைர 21 அகராதிக῀ 9,44,000 
ெசாιகᾦடᾹ இடΆ  ெபιᾠ῀ளன, இதனா᾿ அதிகமான ெசாιகளிᾹ ெபாᾞைள 

ᾁᾠகியகாலக᾵டᾷதி᾿ அறிᾸᾐ ெகா῀ள ᾙᾊᾜΆ. ேதᾌᾁறி (search engine) ᾚலமாக ஒᾞ ெசா᾿ 
உபேயாகᾺபᾌᾷதᾺபᾌΆ இடᾱக῀, ஒᾞ ெசᾼதிையᾺ ப᾿ேவᾠ ᾒ◌ா᾿க῀ ᾂᾠΆ இடᾱக῀ ஆகியைவ 
பιறி அறிவᾐ இைணயவழிᾲ க᾿வி ᾚலΆ எளிதாகிறᾐ.  
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ேபᾲᾆவழᾰᾁேபᾲᾆவழᾰᾁேபᾲᾆவழᾰᾁேபᾲᾆவழᾰᾁ, எᾨᾷᾐவழᾰᾁஎᾨᾷᾐவழᾰᾁஎᾨᾷᾐவழᾰᾁஎᾨᾷᾐவழᾰᾁ 

தமி῁ ேபᾲᾆ வழᾰᾁ, எᾨᾷᾐ வழᾰᾁ எᾔΆ இᾞவழᾰᾁைளᾰ ெகாᾶடᾐ ஆரΆபᾰ க᾵டᾷதிᾢᾞᾸᾐ 
பாடᾱக῀ பதிᾫ ெசᾼயᾺப᾵ட ᾁᾠᾸதகᾌக῀ விளᾰகᾺபடᾱக῀ ᾚலΆ உᾲசாிᾺᾗᾺ பயிιசி 
அளிᾰகᾺபᾌகிᾹறᾐ. ப᾿ேவᾠ நிைலகளி᾿ நடᾷதᾺபᾌΆ ேத᾽ᾫக῀ ᾚலΆ எᾨᾷᾐᾰகளிᾹ உபேயாகΆ, 

ெபாᾞ῀ உண᾽Ᾰᾐ ெசாιகைள அைமᾺபᾐ ேபாᾹறவιறிιகான பயிιசி அளிᾰகᾺபᾌகிறᾐ.  
உைரயாட᾿ தமிைழᾰ கιபதιᾁΆ அᾊᾺபைடᾷ ேதைவᾰகான தமி῁வா᾽ᾷைதக῀ ᾁᾠᾸதகᾌகளி᾿ 
பதிᾫ ெசᾼயᾺபᾌகிᾹறன.  

கιறᾢᾹ நᾹகιறᾢᾹ நᾹகιறᾢᾹ நᾹகιறᾢᾹ நᾹைமக῀ைமக῀ைமக῀ைமக῀  

கιற᾿ ெகா῀ைகயிᾹ பᾊ கιபதιᾁ வயᾐ ஒᾞ தைடய᾿லகιபதιᾁ வயᾐ ஒᾞ தைடய᾿லகιபதιᾁ வயᾐ ஒᾞ தைடய᾿லகιபதιᾁ வயᾐ ஒᾞ தைடய᾿ல இைணயவழிᾰ க᾿வி ெபᾞΆபாᾤΆ 
வயᾐவᾸேதாᾞᾰகான க᾿வியாகேவகᾞதᾺபᾌகிறᾐ. It is nothing but adult education – காலΆ, ேநரΆ 
கιபவ᾽களிᾹ வசதிᾰ ேகιப அைமகிறᾐ. இᾹைறய ᾇ῁நிைல, ேவைலᾺபᾦ, ேநரᾰᾁைறᾫ 
காரணமாக உலகிᾹ எᾸதᾺ பᾁதியாயிᾔΆ, இᾞᾸத இடᾷதி᾿ இᾞᾸᾐ ெகாᾶேட, கிைடᾰᾁΆ ேநரᾷதி᾿ 
இைணயΆ ᾚலΆ தமி῁ கιக ᾙᾊவᾐ மிகᾺ ெபாிய வரமாᾁΆ. ஆ᾽வᾙΆ ᾆᾠᾆᾠᾺᾗΆ. ஊᾰகᾙΆ திற
ைமᾜΆ எᾸத அளவிιᾁᾰ கιபவாிடΆ உ῀ளேதா, அᾸத அளவிιᾁ ேவகமாகᾷ தமிைழ நᾹᾁ கιக 
ᾙᾊᾜΆ. 

ᾗதிய ᾗதிய ᾗதிய ᾗதிய ேகாணΆ ேகாணΆ ேகாணΆ ேகாணΆ  

எᾸதᾷ ᾐைறயிᾤΆ ᾗதிய ேநாᾰᾁக῀ வரேவιகᾷதᾰகைவ. இைணய வழிᾰகιற᾿, கιபிᾷத᾿ ᾙைறயி᾿ 
கιபவᾞᾰேக ᾙᾰகியᾷᾐவΆ தரᾺபᾌகிறᾐ. ஆசிாியᾞΆ மாணவᾞΆ உடᾔைறᾸᾐ பயிᾤவேத சிறᾸதᾐ 
ஆனா᾿ காலᾲᾆழιசியி᾿ அறிவிய᾿ ᾜகᾷேதாᾌ மனிதᾞΆ தΆᾙடᾹ. சமயΆ ெமாழி  ேபாᾹறவιைறᾺ 
பிைணᾷᾐᾰ ெகா῀ளேவᾶᾌΆ. 

"உலகᾷேதாᾌ ஒ᾵ட ஒᾨக᾿ பலகιᾠΆ  
க᾿லா᾽ அறிவிலாதா᾽”  

எᾹகிறா᾽ வ῀ᾦவ᾽ இᾸதᾰகணினிᾜகᾷதி᾿ ெசΆெமாழியான தமி῁ ெமாழியிᾹ ெபᾞைமᾜΆ, 
இலᾰகியᾲ ெசᾨைமᾜΆ உலகᾷதிᾹ ᾙைல ᾙᾌᾰெக᾿லாΆ வலΆ வரேவᾶᾌமானா᾿ இைணயΆ 
மιᾠΆ கணினி ᾚலΆ தமி῁கιற᾿ மιᾠΆ கιபிᾷத᾿ மிக மிக அவசியமாᾁΆ. 

ᾙᾊᾫᾙᾊᾫᾙᾊᾫᾙᾊᾫைரைரைரைர  

ெமாழியிᾹ ஆᾦைமᾜΆ, தனிᾷதᾹைமᾜΆ ெச᾿வாᾰᾁΆ ᾁைறᾸᾐ விடாம᾿ அறிவிய᾿ 
ᾙᾹேனιறᾱகᾦᾰேகιப தமி῁ ெமாழிைய இைணயΆ மιᾠΆ கணினி ᾚலΆ கιற᾿ மιᾠΆ கιபிᾷ᾿ 
ஆரΆபᾰ க᾵டᾷதிேலேய உ῀ளᾐ எனᾰ ᾂறலாΆ. ஆசிாிய᾽ ᾐைணயிᾹறி ᾆயᾙயιசியிᾹ அᾊᾺப
ைடயி᾿ க᾿விகιக எᾸத அளᾫᾰᾁ மாணவ᾽ பயிιசிெபιᾠ῀ளா᾽ எᾹபைதᾺ ெபாᾠᾷேத இைணயΆ 
மιᾠΆ கணினி வழிᾰ கιற᾿ மιᾠΆ கιபிᾷதᾢᾹ ெவιறி அைமகிறᾐ. 
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இைணயவழிᾷஇைணயவழிᾷஇைணயவழிᾷஇைணயவழிᾷ தமி῁Ὰபாடᾱக῀தமி῁Ὰபாடᾱக῀தமி῁Ὰபாடᾱக῀தமி῁Ὰபாடᾱக῀ 

 

ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ ᾙᾙᾙᾙ.இளᾱஇளᾱஇளᾱஇளᾱேகாவᾹேகாவᾹேகாவᾹேகாவᾹ 

பாரதிதாசᾹ அரᾆ மகளி᾽க᾿ᾥாி, 
ᾗᾐᾲேசாி-605 003 இᾸதியா muelangovan@gmail.com 

 

தமி῁ இைணயᾺ ப᾿கைலᾰகழகΆ, தமிழΆ.ெந᾵ தளᾱகளிᾤΆ, பிற ெவளிநா᾵ᾌᾺ ப᾿கைலᾰ 

கழகᾱகளிᾹ  தளᾱகளிᾤΆ தமி῁ எᾨᾷᾐகைள அறியᾫΆ, பᾊᾰகᾫΆ, எᾨᾷᾐகைளᾰ ᾂ᾵ᾊᾲ 

ெசாιகைளᾺ பᾊᾰகᾫΆ , ெசா᾿வளΆ ெபᾞᾰகᾫΆ வசதிக῀ உ῀ளன. தமி῁ வழியி᾿ தமி῁ பᾊᾰகᾫΆ, 

ஆᾱகில வழியி᾿ தமி῁ பᾊᾰகᾫΆ வசதிக῀ உ῀ளன. தமி῁ᾰக᾿வி ᾁறிᾷத பாடᾱகைள உலக அளவி᾿ 

அைமᾰᾁΆெபாᾨᾐ பிறநா᾵ᾌᾲᾇழ᾿ உண᾽Ᾰᾐ வᾊவைமᾰக ேவᾶᾊᾜ῀ளᾐ. தமிழகᾷᾐᾰ ᾁழᾸைத 

கᾦᾰᾁ உᾞவாᾰᾁΆெபாᾨᾐ தமிழகᾷᾐᾲ ᾇழைல உண᾽Ᾰᾐ வᾊவைமᾰக ேவᾶᾌΆ. இலᾱைக, 

மேலசியா, சிᾱகᾺᾘ᾽, அெமாிᾰகா, இᾱகிலாᾸᾐ, கனடா உ῀ளி᾵ட நாᾌகளி᾿ வᾊவைமᾰகᾺபᾌΆ 

பாடᾱக῀ அᾸதᾸத நா᾵ᾌᾲ ᾇழைல உண᾽Ᾰᾐ வᾊவைமᾰக ேவᾶᾌΆ. ஆனா᾿ அᾶைமᾰகாலΆ வைர 

தமிழகᾷைதᾲ சா᾽Ᾰᾐ, பாடᾓ᾿க῀ வᾊவைமᾰகᾺப᾵ᾌ῀ளன. இைணயᾷதி᾿ தமி῁ᾰ க᾿விᾰᾁᾺ 

பயᾹபᾌΆ ெசᾼதிக῀ பாட᾿களாகᾫΆ, கைதᾂᾠΆ பᾁதிகளாகᾫΆ ᾜ ᾋᾝᾺ தளᾱகளி᾿ பல உ῀ளன. 

இைணயᾷதி᾿ உ῀ள தமி῁ᾰக᾿வி சா᾽Ᾰத ெசᾼதிக῀ ெதாடᾰக நிைல, அᾊᾺபைட நிைலகைளᾰ 

ெகாᾶᾌ ம᾵ᾌΆ உ῀ளᾐ. இவιறிᾹ தᾹைமகைள இᾰக᾵ᾌைர அறிᾙகΆ ெசᾼகிᾹறᾐ.  

ேமᾤΆ உய᾽நிைல, ேம᾿நிைல, க᾿ᾥாி, ப᾿கைலᾰகழகΆ, ஆᾼᾫசா᾽Ᾰத பாடᾷ தி᾵டᾱக῀, 

ேபᾲᾆைரக῀, கா᾵சி விளᾰகᾱக῀ உᾞவாᾰகᾺபட ேவᾶᾌΆ. ᾁறிᾺபாகᾷ ெதா᾿காᾺபியΆ, சᾱக 

இலᾰகியΆ, திᾞᾰᾁற῀, காᾺபியᾱக῀, பᾰதிᾺ பᾔவ᾿க῀, நᾹᾕ᾿, இᾰகால இலᾰகியΆ ᾙதலான 

பாடᾱக῀ அறிஞ᾽களிᾹ ேபᾲᾆகளாகᾫΆ (ஒᾢ-ஒளி), கா᾵சிᾜைரகளாகᾫΆ (Power Point) 

உᾞவாᾰகᾺபட ேவᾶᾌΆ. இதைன எῂவாᾠ உᾞவாᾰᾁவᾐ, பராமாிᾺபᾐ, இதᾹ பயᾹபாᾌ, பιறிய 

ெசᾼதிகைளᾷ தாᾱகி இᾰக᾵ᾌைர அைமகிᾹறᾐ. 

ெபᾹசி᾿ேவனியாெபᾹசி᾿ேவனியாெபᾹசி᾿ேவனியாெபᾹசி᾿ேவனியா ப᾿கைலᾰகழᾷதிᾹப᾿கைலᾰகழᾷதிᾹப᾿கைலᾰகழᾷதிᾹப᾿கைலᾰகழᾷதிᾹ ᾙயιசிᾙயιசிᾙயιசிᾙயιசி 

ெபᾹசி᾿ேவனியாவி᾿ ேபராசிாிய᾽ ஷிᾺேமᾹ, ᾙைனவ᾽ வாᾆ ஆகிேயாாிᾹ ᾙயιசி யி᾿ இைணயΆ 

வழியாகᾷ தமி῁கιற᾿, பயிιᾠவிᾷதᾤᾰᾁாிய பாடᾺபᾁதிகைள உᾞவாᾰகி இைணயᾷதி᾿ 

ைவᾷᾐ῀ளன᾽. (http://ccat.sas.upenn.edu/plc/tamilweb/& http://www.southasia.upenn.edu/ 

tamil). இதி᾿ இடΆெபιᾠ῀ள பாடᾺ பᾁதிக῀ பிறெமாழிᾲᾇழᾢ᾿ தமி῁ கιேபாᾞᾰᾁ உதᾫΆ 

வைகயி᾿ உ῀ளன.  

ெநᾌᾱகணᾰᾁ அறிᾙகᾺ பᾁதியி᾿  தமி῁ உயி᾽ எᾨᾷᾐகைளᾜΆ, உயி᾽ெமᾼ எᾨᾷᾐகைளᾜΆ கிரᾸத 

எᾨᾷᾐகைளᾜΆ எᾨதᾫΆ ஒᾢᾰகᾫமான பயிιசிக῀ உ῀ளன. தமி῁ எᾨᾷᾐகᾦΆ அதைன ஒᾢᾰக 

உதᾫΆ ஆᾱகில எᾨᾷᾐகᾦΆ இᾞᾺபதா᾿ ஆᾱகிலΆ அறிᾸதா᾽ தமி῁ கιக இᾸதᾺ பᾁதி பயᾹபᾌΆ. 

இᾸதᾷ தளᾷைதᾺ பயᾹபᾌᾷத எᾨᾷᾐᾞᾰக῀ தரவிறᾰகΆ, ஒᾢᾺᾗᾰகᾞவி ெமᾹெபாᾞ῀ தரவிறᾰகΆ 

ெசᾼய ேவᾶᾌΆ. தமி῁ எᾨᾷᾐகைள (உயி᾽, ெமᾼ) நிைனᾫᾺபᾌᾷதிᾰெகா῀ள அைமᾰகᾺப᾵ᾌ῀ள 

படᾰகா᾵சிக῀ தமி῁ எᾨᾷᾐகைள அறிேவாᾞᾰᾁ நᾹᾁ பயᾹபᾌΆ. ெமᾼெயᾨᾷᾐΆ உயி᾽ எᾨᾷᾐΆ 

இைணᾸᾐ எῂவாᾠ உயி᾽ெமᾼ எᾨᾷᾐ உᾞவாகிᾹறᾐ எᾹற வைகயி᾿ படᾰகா᾵சி வழியாக நᾹᾁ 

விளᾰகᾺப᾵ᾌ῀ளᾐ.  
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எ.கா. ᾰ+ அ = க ; ᾲ+அ = ச; ᾶ+ஓ = ேணா 

ஒᾞ எᾨᾷᾐᾰᾁ விளᾰகΆ ெகாᾌᾷᾐ அᾐேபா᾿ பிற எᾨᾐᾷᾐகᾦΆ எῂவாᾠ மாᾠΆ எᾹபைதᾺ 

பயிιசியி᾿ அறிய வாᾼᾺᾗ உᾞவாᾰகிᾷ தரᾺப᾵ᾌ῀ளᾐ.  

மரΆ+ஐ= மரᾷைத எᾹᾠ சாாிைய உᾞவாᾁΆ விதᾙΆ கா᾵டᾺப᾵ᾌ῀ளᾐ. 

ᾪᾌ+இ᾿= ᾪ᾵ᾊ᾿ எᾹᾠ மாᾠவᾐΆ கா᾵டᾺப᾵ᾌ῀ளᾐ. 

ேபᾲᾆᾷ தமிᾨᾰᾁாிய அᾊᾺபைடᾰ கᾞவிகᾦΆ உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ. வᾁᾺபைற, ᾪᾌ, ெபாᾐ 

இடᾱகளி᾿ பயᾹபᾌᾷதᾺபᾌΆ உைரயாடᾢ᾿ இடΆெபᾠΆ ெசாιகைள அறிᾙகᾺபᾌᾷᾐΆ 

பயிιசிகᾦΆ ஒᾢᾺᾗ வசதிகᾦடᾹ உ῀ளன. இவιறி᾿ வினா-விைட ᾙைற காணᾺபᾌகிᾹறᾐ. தமி῁ 

எᾨᾷᾐᾞᾰக῀ தரவிறᾰகி இதைனᾺ பᾊᾰக ேவᾶᾊᾜ῀ளᾐ ஆᾱகிலΆ-தமி῁ ஒᾢᾺᾗ வசதிக῀ 

இᾞᾺபதா᾿ பிறெமாழியின᾽ தமிைழᾰ கιக இᾸதᾷ தளΆ ேபᾞதவியாக இᾞᾰᾁΆ. 

வினா விைட வᾊவΆ, ஆΆ இ᾿ைல வᾊவΆ எனᾺ பல வᾊவᾱகளி᾿ ெசாιகைளᾜΆ ெதாட᾽கைளᾜΆ 

அறிᾙகᾺபᾌᾷதி ஆᾱகிலᾷதிᾹ ᾐைணᾜடᾹ தமி῁ கιபிᾰக இᾸதᾷ தளΆ பலவைகயான ᾒ᾵பᾱகைளᾰ 

ெகாᾶᾌ விளᾱᾁகிᾹறᾐ.  

விᾌப᾵ட ெசாιகைளᾺ ெபாᾞᾷᾐத᾿, ெபாᾞᾷதமான ெசாιகைளᾷ ேத᾽Ᾰெதᾌᾷᾐᾷ ெதாட᾽கைள 

உᾞவாᾰᾁத᾿ எᾹற வைகயி᾿ இடΆெபιᾠ῀ள பயிιசிகᾦΆ நிக῁காலΆ, எதி᾽காலΆ, இறᾸதகாலΆ 

கா᾵ᾌΆ பயிιசிகᾦΆ சிறᾺபாக வᾊவைமᾰகᾺ ப᾵ᾌ῀ளன. தமிழகᾷதி᾿ வாᾼெமாழியாக 

வழᾱகᾺப᾵ᾌவᾞΆ நா᾵ᾌᾺᾗறᾰ கைதகைள அறிᾙகᾺ பᾌᾷᾐத᾿ தமி῁ மரᾗ அறிவிᾰᾁΆ ெசயலாக 

உ῀ளᾐ. தமிழ᾽ பᾶபாᾌ உண᾽ᾷᾐΆ கைலக῀, பழᾰகவழᾰகᾱக῀ கா᾵சிᾺபᾌᾷதᾺப᾵ᾌ῀ளைம 

தமிழ᾽ மரᾗ அறியவிைழவா᾽ᾰᾁᾺ ேபᾞதவியாக இᾞᾰᾁΆ. 

ஒᾞᾱᾁᾁறி எᾨᾷᾐகைளᾺ பயᾹபᾌᾷᾐΆெபாᾨᾐΆ ெதாழி᾿ᾒ᾵பΆ எளிைமᾺ பᾌᾷதிᾷ தᾞΆெபாᾨᾐΆ 

அைனᾷᾐᾷ தரᾺᾗ மᾰகளாᾤΆ விᾞΆபᾺபᾌΆ தளமாக இᾐ விளᾱᾁΆ. 

தமி῁தமி῁தமி῁தமி῁ இைணயᾰஇைணயᾰஇைணயᾰஇைணயᾰ க᾿விᾰகழகᾷதிᾹக᾿விᾰகழகᾷதிᾹக᾿விᾰகழகᾷதிᾹக᾿விᾰகழகᾷதிᾹ தளΆதளΆதளΆதளΆ http://www.tamilvu.org/coresite/html/cwhomepg.htm 

தமி῁ இைணயᾰ க᾿விᾰகழகᾷதிᾹ தளᾷதி᾿ தமி῁ கιபதιᾁாிய பலவைக வசதிக῀ உ῀ளன. தமி῁ 

இைணயᾰ க᾿விᾰகழகᾷதி᾿ உ῀ள வசதிக῀ யாᾫΆ தமி῁ᾲᾇழᾢ᾿ தமி῁ கιபாᾞᾰᾁ உதᾫΆ 

ெபாᾞ῀களாக உ῀ளன. தமிைழ அறிᾙக நிைலயிᾢᾞᾸᾐ ப᾵டᾰக᾿வி வைர இᾸதᾷ தளΆ சிறᾺபாக 

அறிᾙகᾺபᾌᾷதிᾜ῀ளᾐ. மழைலᾰக᾿வி, பாடᾱக῀, பாடᾓ᾿க῀, இைணயவᾁᾺபைற, ᾓலகΆ, 

அகராதி, கைலெசாιக῀, ᾆவᾊᾰகா᾵சியகΆ, பᾶபா᾵ᾌᾰ கா᾵சியகΆ எᾔΆ தைலᾺᾗகளி᾿ உ῀ள 

ெசᾼதிக῀ யாᾫΆ தமிைழᾜΆ தமி῁Ὰ பᾶபா᾵ைடᾜΆ அறிய விைழவா᾽ᾰᾁ அறிᾙகᾺபᾌᾷᾐΆ 

வைகயி᾿ அைமᾰகᾺப᾵ᾌ῀ளன.  

மழைலᾰக᾿வி எᾹற பᾁதியி᾿ பாட᾿க῀, கைதக῀, உைரயாட᾿, வழᾰᾁᾲெசாιக῀, நிக῁ᾲசிக῀, 

எᾶக῀, எᾨᾷᾐக῀ எᾹᾔΆ தைலᾺᾗகளி᾿ அைமᾸᾐ ெதாட᾽ᾗைடய ெசᾼதிக῀ ெபாᾞᾷதᾙடᾹ 

கா᾵சிᾺபᾌᾷதᾺப᾵ᾌ῀ளன.  

பாட᾿க῀பாட᾿க῀பாட᾿க῀பாட᾿க῀ எᾹற பᾁᾺபி᾿ ேகாழி, காᾰைக, கிளி, பᾆ, ᾙᾷதΆ தா, நாᾼ எᾹᾠ சிᾠவ᾽கᾦᾰᾁᾰ 

கைதᾺபா᾵ᾌ வழியாகᾷ தமி῁ அறிᾙகΆ ெசᾼயᾺபᾌகிᾹறᾐ. இᾸதᾺ பாட᾿க῀ இைசயைமᾺᾗடᾔΆ, 

படᾰகா᾵சிᾜடᾔΆ தரவிறᾰᾁவதி᾿ எᾸதᾲ சிᾰகᾤΆ இ᾿லாததா᾿ அைனவராᾤΆ 

விᾞΆபிᾺபா᾽ᾰகᾺபᾌΆ. 

பாட᾿கᾦΆ பயிιசிகᾦΆ எᾔΆ பᾁதியி᾿ பாட᾿கைளᾰ ᾁழᾸைதக῀ கιபதιᾁாிய வசதிக῀ உ῀ளன. 

பயிιசி ெபᾠவதιᾁாிய க᾵டைளக῀ எளிைமயாக உ῀ளதா᾿ ᾁழᾸைதக῀ தாேம கιக இயᾤΆ. பயிιசி 
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ெபᾠவதιᾁாிய பᾁதியி᾿ நிலா, ைகᾪசΆமா, காகΆ, எᾹ ெபாΆைம, எᾱக῀ᾪ᾵ᾌᾺᾘைன, பΆபரΆ 

எᾔΆ தைலᾺபி᾿ மாணவ᾽கᾦᾰᾁᾺ ᾗாிᾜΆபᾊயான பாட᾿க῀ உ῀ளன. 

கைதக῀கைதக῀கைதக῀கைதக῀ எᾹᾔΆ தைலᾺபி᾿ ᾁᾺபᾔΆ ᾆᾺபᾔΆ(ேகாடாிᾰகைத), ெகாᾰᾁΆ நᾶᾌΆ, ᾗᾷதியிᾹ 

உᾷதியா᾿ பிைழᾷத ᾁரᾱᾁ, தாகΆ தணிᾸத காகΆ எᾔΆ தைலᾺபி᾿ கைதக῀ உ῀ளன. இᾸதᾰ கைதக῀ 

ᾙᾹேப தமிழகᾷᾐᾰ ᾁழᾸைதகᾦᾰᾁ அறிᾙகமான கைதக῀ அ᾿லᾐ பிᾹᾗலᾱகைளᾰ ெகாᾶடைவ 

எᾹபதா᾿ எளிைமயாகᾺ ᾗாிᾜΆ. இᾸதᾰ கைதகைள எᾌᾷᾐைரᾰᾁΆ ᾙைறயி᾿ அைமᾷᾐ῀ளதா᾿ பிற᾽ 

உதவியிᾹறிᾰ ᾁழᾸைதக῀ தாேம கைதகைளᾺ ᾗாிᾸᾐெகா῀ள வாᾼᾺᾗ உᾶᾌ. கா᾵சி, ஒᾢ வழி 
அைமᾸᾐ῀ளதா᾿ எளிைமயாகᾺ ᾗாிᾸᾐெகா῀வ᾽.  

உைரயாட᾿உைரயாட᾿உைரயாட᾿உைரயாட᾿ 

உைரயாட᾿ பᾁதியி᾿ ஏᾨ உைரயாட᾿ பᾁதி உ῀ளᾐ. ᾁழᾸைதகᾦᾰᾁ நιபᾶᾗகைள ஊ᾵ᾌΆ 

ெசᾼதிக῀ இதி᾿ இடΆெபιᾠ῀ளன. இைவ யாᾫΆ படᾰகா᾵சிᾜடᾹ விளᾰகᾺப᾵ᾌ῀ளன. 

சிறவ᾽கᾦᾰᾁ நιபᾶᾗகைள ஊ᾵ᾌΆ இᾸதᾺ பயிιசியிᾹ வழியாகᾲ ெசாιக῀ நᾹᾁ அறிᾙகΆ 

ெசᾼயᾺப᾵ᾌ῀ளன.  

வழᾰᾁᾲெசாιக῀வழᾰᾁᾲெசாιக῀வழᾰᾁᾲெசாιக῀வழᾰᾁᾲெசாιக῀ 

பறைவகளிᾹ ஒᾢக῀, காᾼக῀, ᾪᾌக῀, விலᾱᾁகளிᾹ ஒᾢக῀, பழᾱக῀, கிழைமக῀, உறᾫᾺ 

ெபய᾽க῀, நிறᾱக῀, ᾆைவக῀ இதி᾿ இடΆெபιᾠ῀ளன. ஆᾠவைகᾺ பறைவகளிᾹ ஒᾢக῀ இᾱᾁᾰ 

கா᾵டᾺப᾵ᾌ῀ளன. காᾼகளிᾹ ெபய᾽க῀ ஒᾢᾷᾐᾰகா᾵டᾺபᾌவதா᾿ ெசாιகைள எளிைமயாகᾰ 

ᾁழᾸைதக῀ அறிவா᾽க῀. 

நிக῁ᾲசிக῀நிக῁ᾲசிக῀நிக῁ᾲசிக῀நிக῁ᾲசிக῀ எᾹற பᾁதியி᾿ நிக῁காலΆ, இறᾸதகாலΆ, எதி᾽காலΆ ᾁறிᾷத காலΆ அறிவிᾰᾁΆ  

பயிιசிக῀ உ῀ளன. 

எᾶக῀எᾶக῀எᾶக῀எᾶக῀ எᾹற தைலᾺபி᾿ ஒᾹᾠ, இரᾶᾌ, ᾚᾹᾠ எᾹᾠ எᾶக῀ அறிᾙகΆ ெசᾼயᾺப᾵ᾌ῀ளன. 

பாடΆ - பாட᾿ - பயிιசி எᾹᾔΆ பᾁᾺபி᾿ உ῀ள ெசᾼதிக῀ உ῀ளன. இதி᾿ உ῀ள பயிιசிக῀ 

பᾁதியி᾿ எᾶகளிᾹ ஒᾢையᾰ ேக᾵ᾌᾺ ெபாᾞᾷதமான படᾷைதᾲᾆ᾵ᾌΆ பᾁதி அைமᾸᾐ῀ளᾐ. 

ᾁறிᾺபாக ஒᾹᾠ எᾹᾔΆ ஒᾢையᾰ ேக᾵ᾌ, ஒᾞ ெபாΆைம உ῀ள படᾷைதᾲ ᾆ᾵ᾊயா᾿ ᾆ᾵ட 

ேவᾶᾌΆ.  ெபாᾞᾷதமானவιைறᾲ ᾆ᾵ᾊனா᾿ சாியான விைட எனᾫΆ ெபாᾞᾷதΆ இ᾿ைல எᾹறா᾿ 

தவறான விைட எᾹᾠΆ ᾁறிᾺᾗக῀ ஒᾢᾰᾁΆ.  

பாட᾿பாட᾿பாட᾿பாட᾿ எᾹற பᾁᾺபி᾿ ஒᾹᾠ ᾙதலான எᾶக῀ பாட᾿வᾊவிᾤΆ கா᾵சி வᾊவிᾤΆ 

விளᾰகᾺப᾵ᾌ῀ளன. 

எᾨᾷᾐஎᾨᾷᾐஎᾨᾷᾐஎᾨᾷᾐ எᾹᾔΆ பᾁᾺபி᾿ பாடΆ - பயிιசி - பாட᾿க῀ எᾹற தைலᾺபி᾿ ெசᾼதிக῀ உ῀ளன. உயி᾽ 

எᾨᾷᾐக῀, ெமᾼெயᾨᾷᾐக῀, ஒெரᾨᾷᾐᾲ ெசாιக῀, ஈெரᾨᾷᾐᾲ ெசாιக῀, ᾚᾹᾠ எᾨᾷᾐᾲ ெசாιக῀, 

நாᾹᾁ எᾨᾷᾐᾲ ெசாιக῀, ஐᾸᾐ எᾨᾷᾐᾲ ெசாιக῀ அறிᾙகΆ ெசᾼயᾺப᾵ᾌ῀ளன. 

தமி῁ இைணயᾰ க᾿விᾰகழகᾷதி᾿ எளிைமயிᾢᾞᾸᾐ கᾌைமᾰᾁᾲ ெச᾿வᾐ எᾹற அᾊᾺபைடயி᾿ 

பாடᾱக῀ கைதᾜΆ பா᾵ᾌமாகᾷ ெதாடᾱகி நிைறவி᾿ எᾨᾷᾐ, ெசா᾿ அறிᾙகமாக வள᾽Ᾰᾐ῀ளᾐ. தமி῁ 

இைணயᾰ க᾿விᾰகழகᾷதி᾿ மழைலᾰக᾿வி- சாᾹறித῁ᾰக᾿வி, ேமιசாᾹறித῁ᾰக᾿வி, இளநிைலᾰ 

க᾿வி (B.A) உ῀ளி᾵ட பாடᾺபᾁதிகளிᾹ பாடᾱகᾦΆ உ῀ளிடᾺப᾵ᾌ῀ளன. இῂவாᾠ 

உᾞவாᾰகᾺப᾵ᾌ῀ள பாடᾱக῀ மாணவ᾽களிᾹ க᾿விநிைலைய மனᾷதி᾿ ெகாᾶᾌ உᾞவாᾰகᾺ 

ப᾵ᾊᾞᾺபிᾔΆ அவ᾽களிᾹ உ῀ள நிைலைய மனᾷதி᾿ ெகாᾶᾌ உᾞவாᾰகᾺபடவி᾿ைல.  இைணய 

வᾁᾺபைற விாிᾫைரக῀ எᾹᾔΆ பᾁᾺபி᾿  சாᾹறித῁ᾰக᾿விᾰகான பாடᾱக῀ அᾊᾺபைடநிைல, 
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இைடநிைல, ேம᾿நிைல எᾹᾠ வᾁᾰகᾺப᾵ᾌᾷ தரᾺப᾵ᾌ῀ளன. ேபராசிாிய᾽க῀ நᾹனᾹ, 

சிᾷதᾢᾱைகயா ஆகிேயா᾽ இதιᾁாிய பாடᾱகைள அறிᾙகΆ ெசᾼகிᾹறன᾽. ஆᾱகில வழியிᾤΆ 

தமி῁ᾺபாடᾺபᾁதிக῀ சிᾷதᾢᾱைகயா அவ᾽களா᾿ அறிᾙகΆ ெசᾼயᾺப᾵ᾌ῀ளன. ைசவ சமயΆ சா᾽Ᾰத 

பᾁதிக῀ அறிᾙகΆ ெசᾼயᾺபᾌவᾐ ேபா᾿ தமிழிᾹ சᾱக ᾓ᾿க῀, இலᾰகணᾱக῀, இலᾰகியᾱக῀ 

தமிழகᾷᾐ அறிஞ᾽களா᾿ பாடமாக நடᾷதᾺப᾵ᾌᾷ தமி῁ இைணயᾰ க᾿விᾰகழகᾷதிᾹ 

பாடᾺபᾁதிகளி᾿ ைவᾰகᾺபட ேவᾶᾌΆ. ஒᾞ பாடᾷைதᾺ பல அறிஞ᾽க῀ நடᾷதி அᾸதᾺ பᾁதிக῀ 

பயᾹபா᾵ᾌᾰᾁ இᾞᾸதா᾿ ேதைவயானவ᾽களிᾹ விாிᾫைரகைள மாணவ᾽க῀ ேத᾽ᾸெதᾌᾷᾐᾺ பயில 

ᾙᾊᾜΆ. 

ெபா῀ளாᾲசிெபா῀ளாᾲசிெபா῀ளாᾲசிெபா῀ளாᾲசி நசனிᾹநசனிᾹநசனிᾹநசனிᾹ ᾙயιசிᾙயιசிᾙயιசிᾙயιசி http://www.thamizham.net/ 

ெபா῀ளாᾲசி நசனிᾹ தமிழΆ.ெந᾵ தளᾷதி᾿ தமி῁ கιᾁΆ வசதி அைமᾸᾐ῀ளᾐ. இᾷதளᾷதி᾿ தமிைழ 

ஆᾱகிலΆ வழியாகᾺ பயிιᾠவிᾰᾁΆ வைகயி᾿ ெசᾼதிக῀ உ῀ளன. மιற தளᾱக῀ ெநᾌᾱகணᾰᾁ 

அᾊᾺபைடயி᾿ தமிைழ அறிᾙகΆ ெசᾼவதிᾢᾞᾸᾐ மாᾠப᾵ᾌ எᾨᾐவதιᾁ எளிய எᾨᾷᾐகைள ᾙதᾢ᾿ 

அறிᾙகΆ ெசᾼᾐ பிறᾁ மιற எᾨᾷᾐகைள நசᾹ அறிᾙகΆ ெசᾼகிᾹறா᾽. ட, ப, ம எᾹᾠ இவாிᾹ 

எᾨᾷᾐ அறிᾙகΆ உ῀ளᾐ. எᾌᾷᾐᾰகா᾵டாக ஐᾸᾐ நிைலகளி᾿(Level) 19 பாடᾱகைள (Lesson) இவ᾽ 

அைமᾷᾐ῀ளா᾽. அதைனᾷ ெதாட᾽Ᾰᾐ பயிιசிகைள அைமᾷᾐ அᾌᾷத ஐᾸᾐ நிைலகளி᾿ பதினாᾠ 

பாடᾱகைள அைமᾷᾐ῀ளா᾽. ஐᾸᾐ பாட᾿ பᾁதிகைள அைமᾷᾐ அதி᾿ 247 எᾨᾷᾐகைளᾜΆ பாᾊ 

அறிᾜΆபᾊᾜΆ நசᾹ ெசᾼᾐ῀ளா᾽. அᾐேபா᾿ ஓெரᾨᾷᾐᾲெசாιக῀ ஈெரᾨᾷᾐᾲெசாιக῀, 

ᾚᾹெறᾨᾷᾐᾲ ெசாιக῀ இவιைறᾜΆ ப᾵ᾊயᾢ᾵ᾌ அறிᾙகΆ ெசᾼᾐ῀ளா᾽. 

தமி῁ᾰகளΆதமி῁ᾰகளΆதமி῁ᾰகளΆதமி῁ᾰகளΆ (http://tamilkalam.in/) 

தமி῁ᾰகளΆ தளᾷதி᾿ ᾁறியிலᾰᾁΆ ேநாᾰகᾱகᾦΆ, தமி῁ கιற᾿ கιபிᾷத᾿, வᾁᾺபைற எᾹᾔΆ ᾚᾹᾠ 

பᾁᾺபி᾿ ெசᾼதிக῀ உ῀ளன.  தமி῁ᾰகளᾷதி᾿ பாடᾱக῀ ᾚᾹᾠ ெபᾞΆ பᾁதிகளாக அைமᾸᾐ῀ளன. 

பᾁதி 1:  

எᾨᾷᾐக῀ அறிᾙகᾙΆ அவιறாலான ெசாιகைளᾺ பᾊᾷதᾤΆ எᾨதᾤΆ. 

பᾁதி 2:  

ெசாιகளᾴசியΆ ெபᾞᾰகΆ. பᾁதி 3:ேக᾵ட᾿, ேபᾆத᾿, பᾊᾷத᾿, எᾨᾐத᾿ ஆகிய திறᾹகளி᾿ 

உய᾽நிைல எᾼᾐத᾿ 

பᾁதி 1: பᾁதி ஒᾹறி᾿ பதினாᾹᾁ பாடᾱக῀ தமி῁ எᾨᾷᾐகளிᾹ வாிவᾊவΆ அறிᾸᾐ ஒᾢᾷᾐᾺ பயிιசி 
ெபற அைமᾸᾐ῀ளன. அῂெவᾨᾷᾐகளாலான எளிய ெசாιகைளᾺ பᾊᾰகᾫΆ , எᾨதᾫΆ பயிιசிெபற 

விᾞΆᾗேவா᾽ அᾺபாடᾱகளி᾿ ெதாட᾽ᾲசியாகᾺ பயிιசி ெபறᾫΆ வழியைமᾰகᾺப᾵ᾌ῀ளᾐ.  வாிவᾊவ 

எᾨᾷᾐᾺ பயிιசிᾰᾁ என எ᾵ᾌᾺ பாடᾱக῀ அைமᾸᾐ῀ளன ஒῂெவாᾞ பாடᾙΆ ᾚᾹᾠ ᾂᾠகைள 

உ᾵ெகாᾶᾌ῀ளன. தமி῁Ὰ பாடᾱக῀ ேபராசிாிய᾽ திᾞ.வி.கணபதி ᾗலவ᾽ இ.ேகாமதிநாயகΆ 

ஆகிேயாரா᾿ எᾨதᾺ ெபιᾠ῀ளன. தமி῁ᾰகளᾷதி᾿ எᾨᾷᾐᾞ தரவிறᾰகΆ, ஒᾢᾺᾗᾰᾁாிய ெமᾹெபாᾞ῀ 

தரவிறᾰகΆ ேதைவᾺபᾌகிᾹறன. தமி῁நாᾌ ெதாடᾰகᾺப῀ளி ஆசிாிய᾽ ᾂ᾵டணியிᾹ சா᾽பி᾿ இᾷதளΆ 

உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ. 

ப῀ளிᾰக᾿விப῀ளிᾰக᾿விப῀ளிᾰக᾿விப῀ளிᾰக᾿வி http://www.pallikalvi.in/ 

ப῀ளிᾰ க᾿வி எᾹᾔΆ தமிழக அரசிᾹ தளᾷதி᾿  ப῀ளிᾰக᾿விᾰᾁாிய பாடᾓ᾿க῀ இடΆெபιᾠ῀ளன 

(க᾵ᾌைர உᾞவான சமயᾷதி᾿ சமᾲசீ᾽ க᾿வி ᾁறிᾷத சிᾰகலா᾿ பாடᾓ᾿க῀ இடΆெபறவி᾿ைல. 

எனேவ விாிவாகᾺ பா᾽ைவயிட இயலவி᾿ைல). 
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தமிழᾙதΆதமிழᾙதΆதமிழᾙதΆதமிழᾙதΆ http://www.tamilamudham.com/Jan11.html 

தமிழᾙதΆ எᾹற இைணயவழி வாெனாᾢயி᾿ தமி῁ இலᾰகியᾱக῀ சா᾽Ᾰத பாட᾿க῀ ஒᾢவழியாகᾰ 

ேக᾵ᾁΆ வசதிையᾰ ெகாᾶᾌ῀ளᾐ. ᾁறிᾺபாகᾷ திᾞெவΆபாைவᾺ பாட᾿க῀, திᾞᾙைறக῀(பிᾷதா 

பிைறᾇᾊ) ேக᾵ᾁΆவைகயி᾿ இனிய ᾙைறயி᾿ ெதாᾁᾷᾐ ைவᾰகᾺப᾵ᾌ῀ளன.  

இᾸதியெமாழிகளிᾹஇᾸதியெமாழிகளிᾹஇᾸதியெமாழிகளிᾹஇᾸதியெமாழிகளிᾹ நᾌவᾶநᾌவᾶநᾌவᾶநᾌவᾶ நிᾠவனΆநிᾠவனΆநிᾠவனΆநிᾠவனΆ http://www.tamil-online.info/Introduction/learning.htm 

ைமᾇ᾽ இᾸதியெமாழிகளிᾹ நᾌவᾶ நிᾠவனᾷதிᾹ சா᾽பி᾿ தமி῁Ὰபாடᾱக῀ இைணயᾷதி᾿ உ῀ளன. 

இதி᾿ இைணயΆ வழியாகᾷ தமி῁ கιக 500 உᾞவா க᾵டணΆ க᾵ᾊᾺ பᾊᾰக ேவᾶᾌΆ(அெமாிᾰக 

டால᾽ 50). மாதிாிᾺபாடᾱக῀ சிறிᾐ ைவᾰகᾺப᾵ᾌ῀ளன. ஒᾢᾺᾗ வசதி உᾶᾌ. எᾨᾷᾐகைளᾷ 

தரவிறᾰகிᾰ கιக ேவᾶᾌΆ. தளΆ ᾗᾐᾺபிᾰகᾺபட ேவᾶᾌΆ. தரமான ᾙயιசியி᾿ இᾷதளΆ தமிைழ 

அறிᾙகᾺபᾌᾷᾐகிᾹறᾐ. 

வடᾰᾁᾰவடᾰᾁᾰவடᾰᾁᾰவடᾰᾁᾰ கேராᾢனாகேராᾢனாகேராᾢனாகேராᾢனா ப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆ http://www.unc.edu/~echeran/paadanool/home.html 

வடᾰᾁᾰ கேராᾢனா ப᾿கைலᾰகழகᾷதளᾷதிᾹ தளᾷதி᾿ தமி῁ கιபதιᾁாிய பல வசதிக῀ உ῀ளன. 

ᾙᾹᾔைரᾜடᾹ ᾚᾹᾠ பᾁதிக῀ உ῀ளன. பᾹனிᾞ இய᾿க῀ உ῀ளன. 38 பாடᾱக῀ உ῀ளன. 

பிᾹனிைணᾺᾗகᾦΆ உ῀ளன. தமி῁ கιபதιᾁாிய அᾊᾺபைடᾲெசᾼதிக῀ எᾨᾷᾐᾞᾲ சிᾰக᾿ இᾹறி  
அைமᾰகᾺப᾵ᾌ῀ளன. ஒᾢᾺᾗ வசதி, எᾨதிᾰகா᾵ᾌΆ வசதி யாᾫΆ ெகாᾶᾌ தரமான தளமாக இᾸதᾷ 

தளΆ உ῀ளᾐ 

இᾸதியானாஇᾸதியானாஇᾸதியானாஇᾸதியானா ப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆப᾿கைலᾰகழகΆ http://www.iu.edu/~celtie/tamil_archive.html 

இᾸதியானா ப᾿கைலᾰகழகᾷதிᾹ தளᾷதிᾤΆ தமி῁ கιபதιᾁாிய வசதிக῀ உ῀ளன. 

தமி῁தமி῁தமி῁தமி῁ ᾊᾝ᾵ட᾽ᾊᾝ᾵ட᾽ᾊᾝ᾵ட᾽ᾊᾝ᾵ட᾽ http://www.tamiltutor.com/ 

தமி῁ ᾊᾝ᾵ட᾽ எᾹற தளᾷதி᾿ பதிᾫ ெசᾼᾐெகாᾶடா᾿ தமிைழᾰ கιᾁΆ வசதிைய இᾸதᾷ தளΆ 

தᾞகிᾹறᾐ.. 

ᾁழᾸைதகᾦᾰகானᾁழᾸைதகᾦᾰகானᾁழᾸைதகᾦᾰகானᾁழᾸைதகᾦᾰகான தளΆதளΆதளΆதளΆ http://www.kidsone.in/  

ᾁழᾸைதகᾦᾰகான பᾹெமாழி கιᾁΆ வாᾼᾺᾗைடய தளΆ இᾐ. இதி᾿ இᾸதி, ெதᾤᾱᾁ, தமி῁ ெமாழி 
அறிᾙகΆ எளிய நிைலயி᾿ ெசᾼயᾺப᾵ᾌ῀ளᾐ. 

உமᾠᾺᾗலவ᾽உமᾠᾺᾗலவ᾽உமᾠᾺᾗலவ᾽உமᾠᾺᾗலவ᾽ தமி῁ெமாழிதமி῁ெமாழிதமி῁ெமாழிதமி῁ெமாழி நிைலயΆநிைலயΆநிைலயΆநிைலயΆ http://www.uptlc.moe.edu.sg/ 

இனிய இைசெகாᾶட அறிᾙகᾺபாடᾤடᾹ இᾸதᾷதளΆ விாிகிᾹறᾐ. சிᾱகᾺᾘ᾽ க᾿வி அைமᾲசிᾹ 

சா᾽பிலான தளΆ. சிᾱகᾺᾘாி᾿ தமி῁ கιபிᾰᾁΆ சில காெணாளிᾺ பᾁதிகைளᾰ ெகாᾶᾌ῀ளᾐ. 

சிᾱகᾺᾘாி᾿ மாணவ᾽கᾦᾰᾁᾺ பயிιᾠவிᾰகᾺபᾌΆ பாடᾷதி᾵டᾱக῀ சிலᾫΆ கா᾵சி விளᾰகᾫைரகᾦΆ 

இᾸதᾷ தளᾷதி᾿ இடΆெபιᾠ῀ளன (http://www.uptlc.moe.edu.sg/index.php/ntlrc/primary).  

எῄஎῄஎῄஎῄ.ஆ᾽ஆ᾽ஆ᾽ஆ᾽.எΆஎΆஎΆஎΆ.ப᾿கைலᾰகழகᾷதிᾹᾙயιசிப᾿கைலᾰகழகᾷதிᾹᾙயιசிப᾿கைலᾰகழகᾷதிᾹᾙயιசிப᾿கைலᾰகழகᾷதிᾹᾙயιசி http://www.srmuniv.ac.in/tamil_perayam.php# 

எῄ.ஆ᾽.எΆ.ப᾿கைலᾰகழகᾷதிᾹ வழியாக இைணயவழிᾰ க᾿வி, கணினிᾷதமி῁ᾰ க᾿வி அளிᾰᾁΆ 

ᾙயιசிக῀ நடᾸᾐவᾞகிᾹறன. தமி῁ ᾙᾐகைல,இளΆ ᾙைனவ᾽ ப᾵டᾷதிιᾁாிய பாடᾺபᾁதிக῀ 

உᾞவாᾰகᾺப᾵ᾌ வᾞகிᾹறன. எதி᾽காலᾷதி᾿ எῄ.ஆ᾽.எΆ ப᾿கைலᾰகழகᾷதிᾹ தளΆ தமி῁ 

உய᾽க᾿விᾰகான ேதைவகைள நிைறᾫெசᾼᾜΆ என நΆபலாΆ. 

இைணயᾷதி᾿ இடΆெபιᾠ῀ள தமி῁Ὰபாடᾱக῀ அவரவ᾽களிᾹ வாᾼᾺᾗக῀, ேதைவகᾦᾰᾁ ஏιப 

உᾞவாᾰகᾺப᾵ᾌ῀ளன. உய᾽க᾿விᾰᾁாிய பாடᾱக῀ இனிதாᾹ உᾞவாᾰகᾺபட ேவᾶᾌΆ அகைவ 
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ᾙதி᾽Ᾰத நிைலயி᾿ உ῀ள தமி῁Ὰேபரறிஞ᾽களிᾹ வாᾼெமாழி வᾊவி᾿ ெதா᾿காᾺபியΆ, திᾞᾰᾁற῀, 

சிலᾺபதிகாரΆ உ῀ளி᾵ட ᾓ᾿க῀ பாடமாக நடᾷதᾺெபιᾠ இைணயெவளியி᾿ பாᾐகாᾰகᾺபட 

ேவᾶᾌΆ. அᾐேபா᾿ பிறநா᾵ᾌᾷ தமிழறிஞ᾽களிᾹ வாᾼெமாழியிᾤΆ தமி῁Ὰபாடᾱக῀ 

நடᾷதᾺெபιᾠᾷ ெதாᾁᾰகᾺெபற ேவᾶᾌΆ. தமி῁ சா᾽Ᾰத பாடᾱக῀ உᾞவாᾰᾁΆ ᾙயιசி உலக 

அளவி᾿ நடᾸதாᾤΆ இவιைற எ᾿லாΆ ஒᾞ ᾁைடயி᾿ பா᾽ᾰகᾫΆ, ஆராயᾫΆ, பாடᾷதிடᾱகᾦᾰᾁ 

இைடேய ஓ᾽ைம காணᾺபடᾫΆ அறிஞ᾽க῀ சிᾸதிᾰகேவᾶᾌΆ. 

இைணயவழிᾷஇைணயவழிᾷஇைணயவழிᾷஇைணயவழிᾷ தமி῁ᾰதமி῁ᾰதமி῁ᾰதமி῁ᾰ க᾿விᾰᾁாியக᾿விᾰᾁாியக᾿விᾰᾁாியக᾿விᾰᾁாிய தளᾱக῀தளᾱக῀தளᾱக῀தளᾱக῀ 

� http://www.pallikalvi.in/Schools/Samacheerkalvi.htm 

� http://tamilkalam.in/ 

� http://www.tamil-online.info/Introduction/design.htm 

� http://www.plc.sas.upenn.edu/tamilweb/ 

� http://www.uptlc.moe.edu.sg/ 

� http://www.tamilvu.org/ 

� http://ccat.sas.upenn.edu/~haroldfs/tamilweb/webmail.html 

� http://www.maharashtraweb.com/learning/learningTamil.htm 

� http://www.tamilamudham.com/tamil-resources.html 

� http://www.tamil-online.info/Introduction/learning.htm 

� http://www.talktamil.4t.com/ 

� http://www.tamiltoons.com/view/14/tamil-alphabet-/ 

� http://www.thamizham.net/ 

� http://ethirneechal.blogspot.com/2010/06/learn-tamil-online.html 

� http://www.thetamillanguage.com/ 

� http://www.unc.edu/~echeran/paadanool/home.html http://www.learntamil.com/ 

� http://www.tamilo.com/learn-tamil-education-57.html 

� http://www.languageshome.com/ 

� http://www.google.com/search?q=learn+tamil&hl=en&prmd=vnb&source=univ&tbs=vid:1

&tbo=u&ei=4AfqS5utMIfStgODn7WiDg&sa=X&oi=video_result_group&ct=title&resnum=4

&ved=0CDkQqwQwAw 

� http://www.saivam.org.uk/saivamTamil.htm 

� http://www.ukindia.com/zip/ztm1.htm 

� http://www.tamilcube.com/tamil.aspx 

� http://www.mylanguageexchange.com/Learn/tamil.asp 

� http://kids.noolagam.com/ 

� http://www.tamilunltd.com/ 

� http://languagelab.bh.indiana.edu/tamil_archive.html#basic 

� http://www.srmuniv.ac.in/tamil_perayam.php 
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தமிழி᾿ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைதᾰ கιபிᾷத᾿தமிழி᾿ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைதᾰ கιபிᾷத᾿தமிழி᾿ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைதᾰ கιபிᾷத᾿தமிழி᾿ தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைதᾰ கιபிᾷத᾿: : : : 
வாᾼᾺᾗகᾦΆ சிᾰக᾿கᾦΆவாᾼᾺᾗகᾦΆ சிᾰக᾿கᾦΆவாᾼᾺᾗகᾦΆ சிᾰக᾿கᾦΆவாᾼᾺᾗகᾦΆ சிᾰக᾿கᾦΆ 

 

ேவேவேவேவ. . . . இளᾴெசழியᾹ இளᾴெசழியᾹ இளᾴெசழியᾹ இளᾴெசழியᾹ & சிசிசிசி....மமமம....இளᾸதமி῁இளᾸதமி῁இளᾸதமி῁இளᾸதமி῁ 

மேலசியா (tamiliam@gmail.com) 
 

தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைதᾷ ᾙᾨᾰக ᾙᾨᾰகᾷ தமிழிேலேய கιபிᾰᾁΆ, கιᾁΆ சாᾷதியΆ இᾹᾠ 
ஏιப᾵ᾌ῀ளᾐ. அேத ேவைளயி᾿, அதιᾁᾲ ெசய᾿வᾊவΆ ெகாᾌᾰᾁΆ ேபாᾐ பல சிᾰக᾿கᾦΆ 
எᾨகிᾹறன. ᾆமா᾽ ஆᾠ மாதᾱகᾦᾰᾁ ᾙᾹ, மேலசியாவிᾤ῀ள ஒᾞ ᾁᾨ, தமி῁ தகவ᾿ ெதாழி᾿ᾒ᾵பᾺ 
பாட தி᾵டெமாᾹைற ேமΆபᾌᾷதᾷ ெதாடᾱகியᾐ. ஆரΆபᾺ ப῀ளி மாணவ᾽கᾦᾰகான பாட தி᾵டமிᾐ. 
அதைன ேமΆபᾌᾷᾐΆ ேபாᾐ அᾰᾁᾨ எதி᾽ெகாᾶட சிᾰக᾿கைளᾜΆ, பாட தி᾵ட நைடᾙைறயி᾿ 
தி᾵டΆ கᾶᾌ῀ள ெவιறிகைளᾜΆ இᾰக᾵ᾌைர அலᾆΆ. 
தகவ᾿ ெதாழி᾿ᾒ᾵பΆ நமᾐ உ᾵பᾷதிᾷதிறைன அதிகாிᾰகᾲெசᾼகிறᾐ; மாணவ᾽க῀ கιᾁΆ 
விதᾷைதᾜΆ, தகவைலᾺ ெபιᾠ, அதைனᾺ பயᾹபᾌᾷᾐΆ விதᾷைதᾜΆ மாιறியைமᾷᾐ வᾞகிறᾐ. 
இᾞᾺபிᾔΆ, கணினிையᾷ தமிழிேலேய இயᾰக ᾙᾊᾜΆ எᾹᾠ நΆமி᾿ பல᾽ அறிᾸதிᾞᾰகவி᾿ைல. 
கணினி கιபதιᾁΆ தகவ᾿ ெதாழி᾿ ᾒ᾵பᾷைதᾺ பயᾹபᾌᾷᾐவதιᾁΆ ஆᾱகிலΆ ேதைவ எᾹற 
தவறான எᾶணΆ நிலᾫகிறᾐ. 
 

இᾸநிைலைய மாιற ேவᾶᾌெமனி᾿ ᾁழᾸைதகᾦᾰᾁᾰ கணினி கιபிιᾁΆ ᾙைறயி᾿ மாιறΆ ஏιபட 
ேவᾶᾌΆ. ெதாடᾰகΆ ᾙதேல அவ᾽க῀ கணினிையᾷ தமிழி᾿ கιபா᾽கேளயாயிᾹ -- தமிைழ 
இைடᾙகᾺᾗ ெமாழியாகᾺ பயᾹபᾌᾷᾐவா᾽களாயிᾹ -- சிᾰகᾢᾹறி தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைத 
அவ᾽க῀ பயᾹபᾌᾷதலாΆ. ஆᾱகிலΆ தமிழ᾽களிᾹ தகவ᾿ ெதாழி᾿ᾒ᾵ப வள᾽ᾲசிᾰᾁ ஒᾞ 
தைடᾰக᾿லாக இᾞᾰகாᾐ. 
 

இதᾹ சாᾷதியᾷைதᾲ ேசாதிᾷᾐᾺ பா᾽ᾰக மேலசியாவிᾤ῀ள ஒᾞ ᾁᾨ எᾶணΆ ெகாᾶடᾐ. 
இᾸநா᾵ᾊ᾿ ெமாᾷதΆ 523 தமி῁Ὰப῀ளிக῀ இயᾱகி வᾞகிᾹறன.  ஏறᾰᾁைறய 110,000 மாணவ᾽க῀ 
இᾺப῀ளிகளி᾿ பயி᾿கிᾹறன᾽. ஆᾱகிலΆ, மலாᾼ (மேலசியாவிᾹ ேதசிய ெமாழி) தவிர இதர பாடᾱக῀ 
அைனᾷᾐΆ தமிழிேலேய கιபிᾰகᾺபᾌகிᾹறன. ஆக இΆமாணவ᾽கᾦᾰᾁΆ தகவ᾿ 
ெதாழி᾿ᾒ᾵பᾷைதᾰ கιபிᾰக தமிேழ சிறᾸத ெமாழிெயன இᾰᾁᾨ கணிᾷதᾐ. ஆகேவ, இᾱᾁ῀ள 
இரᾶᾌ ேதா᾵டᾺᾗற தமி῁Ὰப῀ளிகளி᾿ கணினிᾰᾂடᾱகைள அைமᾷᾐ ப῀ளியிᾤ῀ள அைனᾷᾐ 
மாணவ᾽கᾦᾰᾁΆ வாரᾷதிιᾁ ஒᾞ மணி ேநரΆ தகவ᾿ ெதாழி᾿ᾒ᾵ப பாடᾷைதᾰ கιபிᾰக ᾙᾊᾫ 
ெசᾼதன᾽. அதιᾁ ᾢனᾰᾭᾹ விநிேயாகᾷதி᾿ ஒᾹறான உᾗᾶᾌைவ (ᾁறிᾺபாக எ᾿.ᾊ.எῄ.பி. 
ேசைவையᾰ ெகாᾶட எᾌᾗᾶᾌைவ) ெதாிᾫெசᾼதன᾽. மிக மᾢவான விைலயி᾿ கணினிᾰᾂடᾱகைள 
அைமᾺபதιகான வசதிைய இᾸத இயᾱᾁதளΆ ெகாᾶᾊᾞᾸதᾐ. இᾰகணினிᾰ ᾂடᾱக῀ ப῀ளி 
ஆசிாிய᾽களிடᾙΆ, மாணவ᾽களிடᾙΆ ந᾿ல வரேவιைபᾺ ெபιறᾐ. ேமᾤΆ பல ᾂடᾱகைள 
அைமᾺபதιᾁ அைழᾺᾗக῀ வᾸதன. இᾐவைர ஏᾨ கணிᾰᾂடᾱக῀ அைமᾰகᾺப᾵ᾌ῀ளன. 2,500 
மாணவ᾽க῀ அதᾹவழி பயᾹெபᾠகிᾹறன᾽. தιேபாᾐ இᾹᾔΆ ஐᾸᾐ ப῀ளிகளி᾿ இᾰᾁᾨ 
கணினிᾰᾂடᾱகைள அைமᾷᾐ வᾞகிᾹறன᾽. 
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கணினிᾰ ᾂடᾱக῀ அைமᾺபேதாᾌ நிᾹᾠ விடாᾐ, கιபிᾺபதιகான பாட தி᾵டᾷைதᾜΆ இᾰᾁᾨ 
தιேபாᾐ தயாாிᾷᾐ வᾞகிᾹறᾐ. நாᾹᾁ பᾊநிைலகளிலான பாடதி᾵டᾱகைள இᾰᾁᾨ தயாாிᾰக 
எᾶணΆ ெகாᾶᾌ῀ளᾐ. ᾙத᾿ பᾊநிைல தயாாிᾰகᾺப᾵ᾌவி᾵டᾐ. இரᾶடாவᾐ பᾊநிைல 
தயாாிᾰᾁΆ பணிக῀ நடᾸᾐ வᾞகிᾹறன. தமிைழ இைடெமாழியாகᾺ பயᾹபᾌᾷதி தகவ᾿ 
ெதாழி᾿ᾒ᾵பᾰ கιற᾿ கιபிᾷதᾤᾰᾁ இᾺபாடதி᾵டΆ வழிவᾁᾰகிᾹறᾐ. 
 

ஏறᾷதாழ ஓராᾶᾌ காலமாக இᾷதி᾵டΆ நைடᾙைறᾺ பᾌᾷதியதி᾿ நாΆ இதைன அறிகிᾹேறாΆ: 
தமிைழ இைடெமாழியாகᾺ பயᾹபᾌᾷᾐவதᾹ வழி கைட நிைல மாணவᾹ உ᾵பட அைனᾷᾐ 
மாணவ᾽கᾦΆ கணினி அறிைவᾜΆ தகவ᾿ ெதாழி᾿ᾒ᾵ப பயᾹபா᾵ᾌ அறிைவᾜΆ இலᾁவாகᾺ 
ெபᾠகிᾹறன᾽. 
 

இᾞᾺபிᾔΆ, தி᾵ட நைடᾙைறயாᾰகᾷதி᾿ பல சிᾰக᾿க῀ இᾞᾰகேவ ெசᾼகிᾹறன. அவιறி᾿ 
ᾙᾰகியமானைவ-- 
 

ஒᾹᾠ: உᾗᾶᾌ இயᾱᾁதளᾙΆ மாணவ᾽க῀ அதிகΆ பயᾹபᾌᾷᾐΆ ெமᾹெபாᾞ῀ கᾦΆ இᾹᾔΆ 
ᾙᾨைமயாகᾷ தமிழாᾰகᾺபடாமᾤ῀ளன. தமிழாᾰகᾷதிᾤΆ சிᾰக᾿க῀ உ῀ளன. எᾌᾷᾐᾰகா᾵ᾊιᾁ, 

த᾵டᾲᾆᾺ பழᾁவதιᾁ ஆᾱகிலᾷதி᾿ பல ெமᾹெபாᾞ῀க῀ உ῀ளன. இΆெமᾹெபாᾞ῀ 
தமிழாᾰகᾺப᾵ᾊᾞᾸதாᾤΆ ᾙᾨைம ெபιறிᾞᾰகவி᾿ைல; வᾨᾫைடயதாக இᾞᾰகிᾹறᾐ. 
 

இரᾶᾌ: தமி῁ᾰகணிமᾷைத ᾙᾹெனᾌᾷᾐᾲ ெச᾿ல ேவᾶᾌெமனி᾿ அதιᾁᾷ ேதைவயான 
கைலᾲெசாιகைள ெதாட᾽Ᾰᾐ உᾞவாᾰகிᾰ ெகாᾶேட இᾞᾰக ேவᾶᾌΆ எᾹᾠ பல᾽ 
அறிᾸதிᾞᾰகிᾹறன᾽. இதᾹ விைளவாக தனி நப᾽க῀ ᾙதιெகாᾶᾌ அைமᾺᾗகᾦΆ 
ப᾿கைலᾰகழகᾱகᾦΆ கைலᾲெசா᾿ உᾞவாᾰகᾺ பணியி᾿ ஈᾌப᾵ᾌ வᾸதிᾞᾰகிᾹறன᾽, 

வᾞகிᾹறன᾽[4]. இῂவாᾠ பலᾞΆ கைலᾲெசா᾿ திர᾵ᾌகைள ெவளியி᾵ᾊᾞᾸதாᾤΆ, அᾐ ெதாட᾽ 
ᾙயιசியாக நடᾺபᾐ இ᾿ைல. தவி᾽ᾷᾐ, அᾷதிர᾵ᾌகளிைடயிᾤΆ ஒᾞ ஒιᾠைம இ᾿லாைமைய 
நΆமா᾿ காண ᾙᾊகிᾹறᾐ. எᾌᾷᾐᾰகா᾵ᾊιᾁ, கணினிைய இயᾰக பயᾹபᾌᾷதᾺபᾌΆ ‘mouse’ எᾹற 
கᾞவிையᾺ பா᾽ᾺேபாΆ. அதைன ‘ᾆ᾵ெடᾢ’ எᾹᾠΆ, ‘எᾢயᾹ’ எᾹᾠΆ, ‘ᾆ᾵ᾊ’ எᾹᾠΆ, ‘மᾫῄ’ 

எᾹᾠΆ பலவாறாக பலᾞΆ அைழᾰகிᾹறன᾽. எᾐ சாி? எᾐ தவᾠ? 

 

ᾚᾹᾠ: மாணவ᾽கᾦᾰᾁᾷ ேதைவயான வைலᾷதளᾱக῀ தமிழி᾿ ேபாᾐமான அளவிιᾁ இ᾿ைல. 
மிகᾫΆ பயᾔ῀ள தளᾱகளி᾿ ஒᾹறான விகிᾖᾊயா ேபாᾹற தளᾱக῀ ᾂட ᾁைறவான தமி῁ 
க᾵ᾌைரகைள ெகாᾶᾌ῀ளன. இᾸநிைல மாற ேவᾶᾌΆ. மாணவ᾽கைள ைமயமாகᾰ ெகாᾶட 
இᾹᾔΆ அதிகமான தளᾱகைள நாΆ ஏιபᾌᾷத᾿ அவசியΆ. 

தகவ᾿ ெதாழி᾿ᾒ᾵பᾷைத தமிழி᾿ கιபிᾰᾁΆ கιᾁΆ ᾙயιசி இᾹᾠ ெம᾿ல, ெம᾿ல தவழᾷ 
ெதாடᾱகிᾜ῀ளᾐ. அᾐ எᾨᾸᾐ ஓட ேவᾶᾌெமனி᾿, நாΆ அைனவᾞΆ ஒᾹறிைணᾸᾐ ெசய᾿பட᾿ 
ேவᾶᾌΆ. 
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Abstract 

Teaching and managing Tamil schools in Malaysia are going through a enormous development and 

synchronization with setting up and commissioning of sustainable Computer Learning, Teaching and 

ICT Skill Development Laboratories successfully.  To-date there are over 25 computer labs 

commissioned over a period of two years using open source computing advancement in Malaysian 

Tamil schools.  With the use of open source computing, cost effective solutions for ICT labs were now 

made available to schools in Malaysia, providing infrastructures needed for teaching and managing 

educational systems.  The key to this achievement were laid upon the innovation of our research and 

development team.  After a painstaking 3 years of hard work, dedication and a lot of financial 

difficulties, we were able to implement a reliable and cost effective solutions using open source 

computing.  This pioneering work brings integration to Student Management, Classroom 

Management, Teacher Management and School Management.  The implemented school computer lab 

infrastructure consist of 41 thin clients connected to a server which delivers the required computing 

speed enabling the students to access wide spectrum of knowledge freely giving equal opportunity in 

education.  Furthermore, a school management application were proposed using open source school 

ERP (Educational Resource Planning).  Managing the educational system were simplified to upgrade 

the level of school's teaching and management to be comparable with private educational institutions.  

This open sourced ERP proven to be the cost effective and affordable in term of development 

implementations and maintenance.  This paper will address in detail, how the server based open 

source computing along with the integrated open source school ERP for  schools in Malaysia 

implemented and how it is gearing up  students with sound computing knowledge. 

Keywords: Thin Client, Open Source, Server Based Computing, Free-ware, ERP For Schools.  

 

1. Introduction 

This paper addresses the key area of institutional concern for the education sector, that of delivering 

effective and efficient school and class room management system in a flexible, secure and accessible 

way in Malaysian Tamil schools. The system will adopt server based open source computing 

technology linked with centralized server to implement school and classroom management. 

The proposed system will have secure integration with other key educational systems (student 

records, module registration,examination scheduling, conducting trial exams and distribution of 
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teaching materials), which will be delivered via network services and a centralized server technology 

meeting the following requirements:  

1. System is required to be online and can be accessed from anywhere and anytime. 

� The system should have a user-friendly interface which is easy to use.  

� Provide security functions to avoid any unauthorized access.  

� Able to have user friendly database search engine. 

� Able to update  the particulars of  individual or organization involved. 

Built using the latest open source technology 'ruby on rails' which works on a web based platform, this 

school management system automates school’s diverse operations, with the objective of :- 

2. Systematic User Management 

3. Integrated Student Management 

4. Incorporated Exam Management 

5. Control over Attendance Management 

6. Allow for Timetable Management 

7. Uploading school news management 

8. Other miscellaneous settings 

Apart from that, NexusEdu ERP also brings teaching and educational management to a whole new 

level where all the information (data) is managed by full suite of integrated ERP application as shown 

in Figure 1. 

Figure 1  Data Flow Diagram for NexusEdu ERP 
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2. Requirement for System Integration  

The integration of School Management System and teaching via Open Source Computing platform is 
achievable through: 

a)  School Management System - application that is designed to automate a school’s diverse 
operations from classes scheduling, examination schedule to school events and calender in 
order to create a powerful online community, with parents, teachers and students on the 
common interactive platform. 

b)  Open Source File/Application Server - that integrates data storage functionality as well as 
structured database modules. 

c)  LAN (Local Area Network) that physically connects disk-less Thin Clients to the LTSP Server 
via DHCP (Dynamic Host Configuration Protocol) in the PXE (Pre-boot execution 
Environment). 

d)  WAN (Wide Area Network) that acts as a super highway to access valuable information and 
Data Centre. 

e)  Thin Client that is made up of a fully functional computer desktop set minus the hard disk as 
data is stored on the LTSP server. 

Figure 2 shows the integrated network architecture of the ERP. 

 

3. School Management System 

The school management system integrates the following management functions on to a software to 
improve the efficiency of school management.  

-  User management 

 Manages the authentication and authorization for different users. For example, students can’t 
access certain management system for security and privacy issues. This management facility 
provides security, integrity and privacy to the data managed under the ERP system. 

-  Student management 

Students’ information are centralized under the database for easy administration purposes. Student 
data can be extracted from this database for other management purposes. 
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Figure 2 – Integrated network architecture of the ERP 

-  Exam management 

Administrators can schedule examinations, set grading systems, generate examination reports 
while students and parents will be able to view examination schedules and reports. This would 
assist  to monitor a student’s overall progress and performances. Other than that, this also 
eliminates/lessens the need of written progress books and manual update works. 

-  Attendance management 

This system benefits teachers and administrators to record and generate daily, weekly and monthly 
attendance reports. Students can view their records and parents would be able to monitor their 
children attendance. 

-  Timetable management 

Provides the flexibility to create timetable of subjects, classes and view them. We can also change 
weekday and weekend settings. 

-  News management 

Students, employers, and administrators will be able to communicate with each other, with the 
integrated news management system. News regarding holidays, examinations and special events 
can be spread to all the parties involved within seconds with this system. 

-  Human Resource Management 

Human resource of the school (example: teachers, administration staffs) can be managed efficiently 
with this system. Employee details, payslip, and attendance could be managed and released using 
this system. 

-  Finance Management 

Fees, assets, donations and payslips can be issued and monitored using this system. This would 
simplify financial dealings and accounts matters of the school. 
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Figure 3 – Integration of School Management System 

3.1  TEACHING MADE SIMPLE 

This is an extra feature  included in the school management system where the online learning is 

implemented. Teachers would be able to upload the teaching materials and post a message to 

students. Students would be able to download, view or print the lessons exercises prior to the actual 

lesson hour. This would enable the students to access their educational material anytime and 

anywhere.  Teaching would be made simple and effective through the usage of this online learning 

tool where interactive materials such as animations, videos and audios could be uploaded for the 

students to view and learn on their own. 

This system also benefits the teachers where the whole syllabus could be loaded into the system and 

released phase by phase to the students according to the lesson plan. This reduces the teachers work 

load and makes them productive and effective in teaching and guiding the students.  Information 

sharing between schools is made possible through the existence of centralized server. Schools can 

share resources to create and use standardized materials and examinations through this system.  

4. Advantages and System Security of the School ERP 

This system benefits all parties in various of ways. The benefits for the school management are as 

follows: 

1)  Easy performance monitoring of individual teaching modules. 

2)  Automated and quick report generation along with process turnaround time. 

3)  Centralized data repository for trouble-free data access. 

4)  Authenticated profile dependent access to data. 

5)  User friendly interface requiring minimal learning and IT skills. 

6)  Design for simplified scalability. 

7)  Elimination of people dependent processes. 

8)  Minimal data redundancy. 

School 
Management 

System

Teacher
- access students data

- upload lessons

Student
- exam registration

- access academic report

Parent
- access academic report

- receive disciplinary report

School
- store students data

- processed information
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 4.1  Advantages to parents are: 

- Frequent interaction with teachers. 

- Reliable update on child's attendance, progress report and fee payment. 

- Prior information about school events and holidays. 

- Regular and prompt availability of school updates such as article's discussions forums, image 

gallery and messaging system. 

4.2  Security 

This ERP system integrates the information security elements, confidentiality, integrity and 

availability (CIA) for the security and privacy. Confidentiality is where the system prevents disclosure 

of information to unauthorized individuals or systems. The open source ERP system also provides 

integrity where data cannot be modified by everyone and undetectably. Apart from that, the system 

also promises availability where the data is available to authorized users anywhere and anytime. 

Authorized users can access and view the data through the web based platform which serves as a user 

interface to the user. 

5.  ADVANTAGES OF OPEN SOURCE COMPUTING SYSTEM 

The thin client system in Tamil school computer labs are capable of providing affordable server-based 

open source computing solutions. The main advantages of using this system in schools are to 

increases reliability and consistency of technology. Through a password-accessible account, students, 

teachers, and administrators can store and can access saved documents and personal settings. As all 

files and programs are stored centrally, users can access their work  from any computers on the 

network. 

Eg. when a teacher or student “logs in”, the server provides them with their “desktop configuration”. 

Users can even access their “desktop” from home or other remote locations.  The other advantages of  

open source computing thin client system can be listed as below: 

• Less Administration – Central management of users, patches, software, data, and backups. 

• Higher Security – Elimination of viruses, Trojans or other vulnerabilities on the user desktops.  

• Hardware Independence – Support of virtually all client devices and computer hardware, with  

low system requirements ( eg - Pentium 3 with 512MB RAM).  

• Easy Access – Teacher and students can access their documents and applications from any 

computers in the local area network.  

• Reduction in TCO – Total Cost of Ownership reduction by up to 50% 

Benefits for school in using open source computing thin client system: 

• Lowers cost of technology over time  

• Secure data and equipment  

• Less downtime and greater efficiency  

• Reduces administrator staffing costs  
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• Lessen the risk of data theft  

• Disaster recovery: Data is more Secure  

• Reduced time for technical Support  

• Lower power consumption: save electricity   

• Zero licensing management  

• Minimum Maintenance  

• Highly trained individuals are not required 

5. Advantages of Thin Client  Technology 

By using thin client technology rather than standalone computers, it is possible to deliver a wide range 

of computer based educational and examination materials while restricting other resources that are 

usually accessible to the students if conventional computer system is to be used. With conventional 

computer based technology, it is difficult to prevent access to the Internet, chat services, mobile 

devices such as USB drive, documents previously stored by other students etc., which could allow 

simple cutting and pasting of answers into the assessment or exam sheets by students without thin 

client technology in place. It is simple for an administrator to disable USB port on thin client terminals 

for the duration of the assessment or examination time, thus further limiting the ability for student's 

accessing disallowed information to assist them in the assessment or examination. 

Another major attraction of the thin client technology for assessment purpose is that it is very resilient, 

given the fact that they have no software or moving parts. Therefore there are unlikely to be an issue 

when the assessment are not been delivered due to faulty desktop devices. This causes unnecessary 

pressure on the affected student and the additional works involved to the invigilator. 

The issue of ensuring that computers have the appropriate software available also affects computers 

which are located in teaching spaces. Traditionally such computers are left switched off when not in 

use which means that any automated software updates tend to fail or, worse, try to start when a 

teacher turns the computers on for a class. This can lead to anti-virus software not being updated, 

operating system vulnerability not being patched etc. the start up time of a computers system also 

causes difficulties,  when a lecturer arrives in a class room, there will be about 5~10 minutes start up 

time for the conventional computers and to get the necessary software up and running; if any updated 

needed to be done this could delay the start of the class. Using thin client technology there is no need 

for the software updates and no need to worry about viruses. The user will always get the appropriate 

version of all the software via central server. The new upload of teaching material will be ready for 

teaching immediately as the student or teacher starts the class.   

5.1 Thin Client System 

� Thin client is a general term for a device that relies on a server to operate. 

� Thin client has display device, keyboard with mouse and basic processing power in order to 

interact with the server. 

� An ideal thin client device contains no hard drives and CD or DVD-ROM 
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Plate 1 – Shows an image of ideal thin client.   

Plate 2 shows image of computer labs before and after with students using refurbish machines 

operating as thin client. 

 

Plate 1: Shows Ideal Thin Client 

 

 

 

Plate 2: SJK (T) Bukit Raja, Klang before and after setting up computer laboratory 
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6. Conclusion 

The awareness of benefits and advantages of thin client and server based computing technology have 
resulted in the growth of Tamil schools implementing this technology in Malaysia, with the  supports 
from governmental and non-governmental bodies. With the use of thin client technology and school 
management system, the teaching system will now look forward into a new age of centrally 
manageable teaching technology, with equal access to information will be given to all students 
regardless of their background and geographical location. Through implementation of this system, 
Tamil schools in Malaysia will soon become community information hub where resources can be 
maintained and shared for the uplifting of the Malaysians. The students benefited from this 
technology will become independent learners and one day become knowledge based skilled leaders. 

With  the open  source applications and thin client technology it was possible to decrease the cost of 
installation and the cost of maintaining the computer lab. With servers installed at each and every 
schools, the setting up of centralized school management system is  possible. Currently we have 
successfully implemented server base teaching with thin clients for about 25 over Tamil schools in 
Malaysia.  Currently we are working and developing further improvement into open source by 
performing R & D into the implementation of Open Source base ERP for schools to manage the 25 
schools systematically using centralized server.  Most importantly design system are required to be 
scalable, sustainable, maintenance free and most importantly able to eliminate the digital gap between 
poor and rich students and build the digital bridge between urban and rural students.   
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Introduction 

Quality Education is indispensable for ameliorating the secondary education to stand on the platform 

of globalization. It can be acquired by revamping the quality of Secondary Teacher Education through 

the degree course of Bachelor of Education. Teachers are responsible facilitators for ensuring the 

quality education. Teacher Education can assist to enrich the quality of teachers by implementing 

innovative methods in teaching learning process. Most of the students are unable to read and write 

Tamil without mistakes in Tamilnadu. Even if the Tamil is the mother-tongue of the learners, they are 

unable to write correct Tamil. Parents and learners are attracted by learning English and neglect 

learning Tamil language. It paves way to the learners for committing more mistakes. Errors of 

learning Tamil can be rectified through effective teaching learning process. Innovative effective 

method has to be investigated for easy understanding of the language. Hence innovative teaching-

learning software was prepared for error free successful learning to write Tamil lesson plan. 

Need of the Study 

Effective teaching is based on the planning of lesson plan which is depending upon unit plan. Writing 

and preparing a lesson plan for macro-classroom is essential for a perfect teacher-trainee or in service 

teacher. Most of the teacher-trainees of selecting their optional-I as Tamil at  Bachelor Education level 

were unable to write lesson plan in Tamil from some Educational colleges situated around the Trichy 

district. Lesson plan is the skeleton of the teaching learning process. If the student-teacher is unable to 

write an appropriate lesson plan for particular unit of the lesson for /poem/prose/grammar, his 

teaching can not be more effective. Acquiring practice in lesson plan writing may eliminate the 

problems of the teacher-trainees in teaching learning process. Learning to write Tamil lesson plan 

among the teacher-trainees was identified by administering a diagnostic-test .Teacher-trainees of 

Tamil scored very less mark in writing lesson plan. Hence the researcher endeavoured to prepare 

innovative Software for the teacher-trainees to eliminate the problems in conventional methods of 

learning to write Tamil lesson plan. 

Statement of the Problem 

Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson plan 

in Tamil by conventional method. 
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Objectives of the study 

1. To measure the learning hurdles in writing Tamil lesson plan. 

2. To find out the significant difference in achievement mean score between pre-test of    control 

group and post-test of control group in learning to write Tamil lesson plan. 

3. To find out the significant difference in achievement mean score between pre-test of 

experimental group and post –test of experimental group in learning to write Tamil lesson 

plan. 

4. To measure the effectiveness of innovative software in learning to write Tamil lesson plan.  

Hypotheses of the study 
1. Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in     writing 

lesson plan in Tamil by conventional method. 

2. There is no significant difference in achievement mean score between pre-test of control group 

and post-test of control group in learning to write Tamil lesson plan. 

3.  There is no significant difference in achievement mean score between pre-test of experimental 

group and post-test of experimental group in learning to write Tamil lesson plan.  

4. Innovative software is more effective   than conventional methods in learning to write Tamil 

lesson plan. 

Methodology 

Experimental method was followed in the study. 

Sample   

One hundred Teacher trainees of B.Ed were selected from Indira Ganesan college of Education, Trichy 

as sample for the study. Fifty Teacher-trainees were considered as Controlled group and another Fifty 

Teacher-trainees were considered as Experimental group.   

Tool 

Researcher’s self-made criterion reference test was used as a tool for the study. 

Reliability of the tool 

The co-efficient correlation was found 0.78 in the tool through split-half method.  

Validity of the tool 

Face validity and Content validity was established for the test through expert suggestions. Hence 

reliability and validity were properly established for the study.  ‘t’ test was used as a statistical 

technique for the study.  

Procedure of the study 

1. Problems identification by administering diagnostic test. 

2. Preparation of innovative software and validation. 

3.  Pre-test-treatment-post-test. 

4. Finding the effectiveness of the software. 

5.  Implementation of the study. 
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Data collection 

The researcher administered a diagnostic test to identify the problems of the Teacher-trainees in 

learning to write Tamil lesson plan with permission of Principal of the college. Pre-test –Treatment-

Post-test was used for the control group in conventional method. Pre- test- using the innovative 

software and post -test was administered for the research.    

Hypothesis testing  

Alternative Hypothesis-1 

Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson 

plan in Tamil by conventional method. 

Teacher-trainees scored 24% of marks in writing Tamil lesson plan. Seventy six percentages of teacher-

trainees committed the mistakes in writing lesson plan. It substantiates that the problems existing in 

writing lesson plan among the teacher-trainees in Tamil by conventional method. Hence the Teacher-

trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson plan in Tamil 

by conventional method. 

Null-Hypothesis-2 

There is no significant difference in achievement mean score between pre-test of control group and 

post-test of control group in learning to write Tamil lesson plan. 

Table-1 
 

Achievement means scores between pre-test of control group and post-test of control group. 

The calculated t value is (0.214) less than table value (1.96). Hence null hypothesis is accepted at 0.05 

levels. Hence there is no significant difference between the pre-test of control group and post-test of 

control group in achievement mean scores of the teacher-trainees in writing Tamil lesson plan through 

conventional methods. 

Null Hypothesis- 3 

There is no significant difference in achievement mean score between pre-test of experimental group 

and post-test of experimental group in learning to write Tamil lesson plan.  

 

 

Tests N Mean  S.D. do t- value Result 

Pre-test control group 50 8.62 2.32 

Post- test control  

group 
50 8.68 2.42 

98 0.214 
Insignificant 
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Table-2 

 

Achievement means scores between pre-test of experimental group and post-test of      

Experimental group. 

The calculated‘t’ value is (9.32) greater than table value (1.96). Hence null hypothesis is rejected at 0.05 

levels. Hence there is significant difference in achievement mean score between the pre-test of 

Experimental group and post-test Experimental group in achievement mean scores of the teacher-

trainees of B.Ed College in learning to write Tamil lesson plan. 

Hypothesis- 4 

Innovative software is more effective   than conventional methods in learning to write Tamil 

lesson. 

The above two tables prove and confirm the innovative software is more effective than traditional 

approaches   in learning to write Tamil lesson plan. Mean scores in pre-test of Experimental  group by 

conventional method is  (14.39) less than the mean score of post-test of Experimental group by using  

innovative software in  learning  to write Tamil lesson plan (18.12). It substantiates that innovative 

software is more effective than conventional methods in learning to write Tamil lesson plan. 

Findings 

1. Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in     writing 

lesson plan in Tamil by conventional method. 

2. There is no significant difference in achievement mean score between pre-test of control group 

and post-test of control group in learning to write Tamil lesson plan. 

3. There is significant difference in achievement mean score between pre-test of experimental 

group and post-test of experimental group in learning to write Tamil lesson plan.  

4.  Innovative software is more effective   than conventional methods in learning to write Tamil 

lesson. 

Recommendation of the study 

1. Preparing more software’s for learning of Tamil may simplify the learners of Tamil in mother 

tongue as well as Tamil as second language learners. 

2. It may be implemented in Diploma in Teacher Education also. 

3.  It may be implemented in School Education also. 

4.  It may be implemented in Collegiate Education also. 

Tests N Mean  S.D. df t- value 
Level of 

significance 

Pre-test Experimental 

group 
50 14.39 3.68 

Post- test Experimental 

group 
50 18.12 3.02 

98 9.32 
P>0.05 

significance 
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Conclusion 

Like this study can eliminate the problems of the learners in all levels of education. 
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Abstract 

It is an accepted fact the progressive motivation and positive attitudes play significant role in attaining 

learning achievements. Computer based learning too is not an exception to this observation as 

communication and Information Technology (ICT) have made deep inroads to teaching and learning 

among teachers and students. The Ministry of Education in Malaysia have   up-graded the language 

laboratories in schools and have installed sufficient computers for both teachers and students to use in 

the teaching and learning process. It is needless to say that the role of ICT is very important in helping 

learners in comprehending as ICT provides avenues through unlimited collection of text, sound, 

pictures, videos, animation and hypermedia (Bruner, 1986). This can support the findings of Fisher 

(1996), who argues that computational environment is needed to support ‘new frameworks’ to 

education. The aim of this study is to explore the attitudes and motivational levels of in-service 

teachers who are serving in Tamil schools. A questionnaire adapted from (Wong, 2002) will be used to 

identify teachers’ attitudes and their motivational levels in teaching. Besides that an interview will 

also be carried out to further question teachers’ on their attitudes and motivation. The data from the 

questionnaire and interview will be used to analyze the Tamil teachers’ knowledge, attitude and 

motivation in using ICT in classrooms. This information will equip the researcher if ICT is being 

explored to the fullest by the teachers in Tamil schools since facilities had been provided by the 

Education Ministry and ICT is taught as a subject in the Tamil schools.         

Introduction 

During the past couple of decades Information communication technology (ICT) and its tremendous 

growth have made remarkable and significant inroads into almost all the disciplines. One of the 

instruments for the fast developments of ICT is the growth of computers. As a result, one should 

know very well the power and the potentiality of this medium. Subsequently, one cannot afford to be 

a computer illiterate in this era of globalization.  Not only that, apart from the knowledge in his/her 

discipline the success of the person depends mainly on  his/her extent of knowledge and the 

potentiality to use and exploit the computer technology in his discipline.  The field of education is not 

an exception to this rule. In fact, one can assert that the field of education can contribute remarkably 

by exploiting the potentialities of computers and its allied areas such as, multimedia, internet, 

software development, need based computer assisted language learning/teaching (CALL,CALT) etc.  
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Schemata for the Current Study 

The present study on Attitudes and Motivation in Teaching through ICT among Malaysian Tamil 

Schools has been viewed from two angles. The first perspective is to view from the student’s point of 

view and the second is to view from the teacher’s point of view. Seeing through these two angles is 

very important because there is a significant gap between the teachers and the taught as far as ICT is 

concerned. In other words, the teacher’s attitude and motivation get reflected on the student’s and the 

student’s attitude and motivation get reflected on the teacher’s. This paradigm shift gets reflected on 

the achievement levels of the learners as well as the teachers.  

Ict and Students in Malaysia 

Though the knowledge level in the field of ICT among the student population in Malaysia depends on 

several social, economic, linguistic and educational factors, it is an established fact that the students 

born after 1980 in general are considered as having digital mind and also known as N-Gen-Net 

Generation (Tapscott,1998). These groups of students are highly motivated and influenced with 

internet, computer application and have changed their learning attitudes and achievement levels 

(Adone et al. 2007). Subsequently, these students are more at ease in the use of computers and also 

have the expertise to exploit the potentialities of computers and its related areas of education and in 

other areas of acquiring knowledge. As a result, they are fully aware of the use of computers, 

multimedia packages, internet etc. They are also aware how these can help them remarkably in the 

form of its collection of texts, sound and pictures, video graphics and hypermedia in order to increase 

their knowledge and learning process. Subsequently, they use them extensively whenever necessary 

and their motivational and attitudinal levels are very high as far as the use of ICT is concerned. 

ICT and Teachers in Malaysia 

In this situation the development of the basic positive attitude towards the acceptance and the use of 

the computer are necessary among the teachers. Attitude here is referred to the tendency to behave 

positively or negatively towards an object, situation, concept or a person (Aiken 1976). 

As opposed to the highly motivated and with positive attitude of the general student population in 

the use of computers and other ICT applications, the teacher’s population can be grouped into three 

categories on the basis of their age, education level in computer application and the number of years 

of exposure to computers and its applications in general and education in particular. On the basis of 

the three factors mentioned above the teachers in Malaysian educational context are concerned there 

are four dimensions which act on them in the formation of attitudes towards ICT. They are, age, 

background of the teacher, belief and the teacher’s extent of exposure to ICT. Age can be divided into 

two categories namely, those who are above 50 and those who are below 50; background or the 

opportunity to acquire the computer related knowledge;  the extent of  exposure to the computer 

application coupled with the opportunity to use the ICT applications and overall belief system among 

the teachers. These are the four dimensions which contribute towards the formation of the teacher’s 

motivational factors in ICT.  On the basis of the four dimensions listed above the motivational factors 

for attaining confidence, development of computer based supporting skills, building positive 

environment around them and the varying degrees of anxiety which affect the formation of 

motivation will be determined.  
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Objectives 

The main objectives of this study are,  

• To identify the attitudes of the teachers towards teaching through ICT 

• To identify the motivational factors which contribute for teaching through ICT 

• To identify the relationship between the attitude and motivation in achieving the goal of 

teaching through ICT 

Hypotheses 

• Exposure to ICT contribute positively for the development of positive attitude towards teaching 

through ICT 

• Higher the age group lower the motivation to use ICT in teaching 

• Lower age coupled with higher exposure to ICT has a positive role to play on the development  

of efficient teaching strategies 

 Methodology 

This study which is mainly focusing on the quantitative approach to the study of attitude and 

motivation will be undertaken in the 10 Tamil schools situated in Klang Valley, Peninsular Malaysia. 

Five teachers (including ICT teachers) from each Tamil schools will be taken as the subjects of the 

study (n=50). These teachers are directly involved in teaching ICT in schools. A questionnaire adapted 

from Wong (2002), will be used to identify teachers’ attitudes and their motivational levels in teaching 

ICT in the selected schools.  The questions in the questionnaire are classified under two categories 

namely, the attitudinal questions and the questions related to motivational aspects. Each category 

mentioned above has 4 dimensions. For attitudes, the selected teacher’s background, age, belief and 

exposure to ICT are included. In order to obtain information regarding motivational aspects of the 

teachers the ways through which they gain confidence, attain teaching skills and manner through 

which the teachers try to avoid the mounting pressure on them which result into anxiety. The data 

will be analyzed using SPSS software. Descriptive and inferential analysis such as frequency, 

percentage, mean and standard deviation will be used to describe the general data of the study. 

Besides this, analysis such as independent T-test, ANOVA and Pearson Correlation will be employed 

to discover any relationship and differences between the dependent and the independent variables of 

the study. 

Framework 
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The study will look at ICT teachers’ performances toward teaching ICT from two parameters and 

eight dimensions. The two dimensions are teachers’ attitudes and motivation towards imparting ICT 

knowledge to their students. To measure teachers’ attitudes several information based on their age, 

background, exposure and belief in ICT will be gathered through a specially designed questionnaire. 

The other dimension is motivation. Teachers’ confidence, skills, environment and anxiety in using 

computers will be analysed. These information will reflect ICT teachers performance in their 

classrooms.       

Conclusion 

The achievements of using ICT in all the Tamil schools nationwide in Malaysia does not depend only 

on the ICT laboratory which are well equipped and other facilities provided by the government but 

also on teachers involvement. Teachers’ attitudes and motivation towards ICT teaching plays an 

important role in promoting and imparting ICT knowledge to students. Therefore, this study looks 

into how teachers’ attitudes and motivation helps in promoting ICT usage in all the Tamil schools.      
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தகவ᾿ பாிமாιᾠᾷ திறைமக῀ ᾚலΆ தமி῁ ெமாழிதகவ᾿ பாிமாιᾠᾷ திறைமக῀ ᾚலΆ தமி῁ ெமாழிதகவ᾿ பாிமாιᾠᾷ திறைமக῀ ᾚலΆ தமி῁ ெமாழிதகவ᾿ பாிமாιᾠᾷ திறைமக῀ ᾚலΆ தமி῁ ெமாழி , , , ,
கலாசாரΆ கιபிᾰᾁΆ வழிவைககைளᾰ க᾵ᾊெயᾨᾺப᾿கலாசாரΆ கιபிᾰᾁΆ வழிவைககைளᾰ க᾵ᾊெயᾨᾺப᾿கலாசாரΆ கιபிᾰᾁΆ வழிவைககைளᾰ க᾵ᾊெயᾨᾺப᾿கலாசாரΆ கιபிᾰᾁΆ வழிவைககைளᾰ க᾵ᾊெயᾨᾺப᾿: 

இᾱகிலாᾸᾐ அரசாᾱகᾷதிᾹ  ேதசிய ெகா῀ைக அபிவிᾞᾷதி 
-அைடைவᾜΆ, ᾁறிᾰேகா῀ சா᾽Ᾰத ஊᾰகᾷைதᾜΆ அதிகாிᾷத᾿ 

Raising achievement and aspiration 

சிவாசிவாசிவாசிவா பி῀ைளபி῀ைளபி῀ைளபி῀ைள 

லᾶடᾹ 

ேதசிய பாடᾷதி᾵டΆேதசிய பாடᾷதி᾵டΆேதசிய பாடᾷதி᾵டΆேதசிய பாடᾷதி᾵டΆ 

"மாணவ᾽க῀ நமᾐ மனிதாபிமானᾷைதᾜΆ  ேவᾠபாᾌ ஒιᾠைமகைளᾜΆ கιᾠ உண᾽Ᾰᾐ மதிᾷᾐᾰ 
ெகா῀ளᾷ  ெதாிᾸᾐ ெகா῀வதா᾿ தᾱகளᾐ ெசாᾸத பᾸதᾱகᾦᾰᾁ இைடேய நிைறவான சிறᾺபான 
ᾗாிதேலாᾌ இயᾱக ᾙᾊகிறᾐ எᾹபேத வா῁ᾰைகையᾺ பᾊᾷᾐ உண᾽Ᾰᾐ ெகாᾶடதᾹ ᾙதᾹைமயான 
பᾁதியாᾁΆ". " (National Curriculum, 1999, p 136(.  

இதᾹ அᾊᾺபைடயி᾿ இᾱகிலாᾸதி᾿ தமி῁ ெமாழிᾰெகன ஒᾞ பாடᾷதி᾵டΆ ஏைனய ஐேராᾺபிய 
ெமாழிகᾦᾰᾁ இᾞᾺபᾐ ேபா᾿ உᾞவாᾰகᾺப᾵ᾌ 2006 - ᾿ இᾞᾸᾐ இᾱகிலாᾸᾐ அரசாᾱக ᾙᾹ 
ப῀ளிகளிᾤΆ வார ᾙᾊவி᾿ ,ப῀ளி ᾙᾊᾸத பிᾹ மாைல ேநரᾷதி᾿ நடᾰᾁΆ தமி῁ ப῀ளிகளிᾤΆ 
பிᾹபιறᾺப᾵ᾌ தமி῁ ெமாழி கιபிᾰகᾺபᾌகிறᾐ .இதி᾿ கιபிᾰᾁΆ ஆசிாிய᾽ பல᾽ தாᾼநா᾵ᾊ᾿ 
பயிιறᾺப᾵ட ஆசிாிய᾽க῀ ஆவா᾽க῀ ,சில᾽ தமி῁ கιபிᾰக ேவᾶᾌΆ எᾹᾠ ஆ᾽வΆ ெகாᾶட சᾚகᾷ 
ெதாᾶட᾽க῀ ஆவா᾽க῀ . 

இᾸநா᾵ᾊιᾁ ஏιறவாᾠ பயிιறᾺப᾵ட ஆசிாிய᾽க῀ எᾶணிᾰைக மிகᾰ  ᾁைறவாகேவ உ῀ளᾐ ,
இதனா᾿ இᾸநா᾵ᾌ மாணவ᾽களிடΆ அᾎᾁΆ வழிவைகக῀ ஆசிாிய᾽களிடΆ காணᾺபᾌவᾐ 
ᾁைறவாகேவ உ῀ளᾐ .இதιெகன பல பயிιசிᾺ ப᾵டைறக῀ இᾸநா᾵ᾌ ப᾿கைலᾰகழக 
ஆ᾽வல᾽களா᾿ நடᾷதᾺப᾵ᾊᾞᾸᾐΆ அதி᾿ பᾱெகᾌᾷᾐ அᾔபவΆ ெபᾠபவ᾽க῀ எᾶணிᾰைக மிகᾰ 
ᾁைறவாகேவ உ῀ளᾐ. 

கιபிᾰᾁΆ வழி ᾙைறகளி᾿ பல மாιறᾱக῀ உᾶடாகி வᾞகிறᾐ .இῂவளᾫ காலᾙΆ ஒᾞ க᾵ட 

அைமᾺᾗ தமி῁ ெமாழிᾰெகன இᾞᾸததி᾿ைல .சமீபᾷதி᾿ ெவளியிடᾺப᾵ட பாடᾷதி᾵ட க᾵டைமᾺᾗ 
இᾸநா᾵ᾊ᾿ ெமாழிகιபிᾰᾁΆ வழி ᾙைறகᾦᾰᾁ ஏιப அைமᾸதிᾞᾺபᾐடᾹ ேதைவயான 
வளᾱகைளᾜΆ அᾎᾁᾙைறகைளᾜΆ அᾐ ெகாᾶᾊᾞᾰகிறᾐ .அᾷேதாᾌ ேகΆபிறிᾳ ப᾿கைலᾰகழகΆ 
ஏιபᾌᾷதி இᾞᾰᾁΆ தராதரΆ அளிᾰᾁΆ அெசι ெமாழிக῀ (ASSET Languages) (assetlanguages. 

org.uk)    தி᾵டΆ பல சᾚக ெமாழிகளினா᾿ வரேவιகᾺப᾵ᾌ῀ளᾐ . இᾸநா᾵ᾊ᾿ 1000- ᾰᾁ ேமιப᾵ட 
மᾰகளா᾿ ேபᾆᾺபᾌΆ 26 ெமாழிக῀ ேத᾽ᾸெதᾌᾰகᾺப᾵ᾌ அவιறி᾿ 12 ெமாழிகᾦᾰᾁ) தமி῁ உ᾵பட 

(எ᾿லாவιறிιᾁΆ ஒேர தரமான க᾵டைமᾺைப உᾞவாᾰகᾺப᾵டைம  ஒᾞ வரᾺபிரசாதΆ ஆᾁΆ.  இᾐ 
பயிιறᾺப᾵ட பயிιறᾺபடாத ஆசிாிய᾽கᾦᾰᾁ ஒᾞ வழிகா᾵ᾊயாᾁΆ .அᾷேதாᾌ அெசι ெமாழிக῀ 
ῄதாபனΆ உᾞவாᾰகᾺப᾵டᾐΆ இᾸநா᾵ᾌ ெமாழி ῄதாபனᾱகளான Our Languages தி᾵டΆ (Cilt, 

SSAT. NRC) ேபாᾹறைவᾜடᾔΆ ᾙᾹப῀ளிகᾦடᾔΆ பᾱகாளிᾷᾐவமாக ᾙᾹ ப῀ளிகளி᾿ நடᾰᾁΆ 
தமி῁ ப῀ளிக῀ சᾚகᾺ தமி῁ ப῀ளிக῀ ᾂட இைணᾸᾐ நடᾺபதா᾿ இᾹᾠ தமி῁ ெமாழி தனிᾷᾐவΆ 
ெபιᾠ இᾸநா᾵ᾌ ஐேராᾺபிய ெமாழிகᾦᾰᾁᾲ சமமாக அᾱகீகாரΆ ெபιறஅᾱகீகாரΆ ெபιறஅᾱகீகாரΆ ெபιறஅᾱகீகாரΆ ெபιற தராதரᾲ சாᾹறித῁  
கிைடᾰᾁΆ அளவிιᾁ உய᾽Ᾰᾐ நிιகிறᾐ .அᾷேதாᾌ ஐᾰகிய இராᾲசியᾷதில )ஐஇ-UK) ெமாழிக῀ 
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கιᾁΆ கιபிᾰᾁΆ வைரபடᾷதி᾿ தமிᾨΆ ஒᾞ ெமாழியாக இᾞᾰகிறᾐ. ெதாடᾸᾐ கιற᾿ கιபிᾺபதி᾿ 
மதிᾺᾖᾌ ெசᾼᾐ ᾁைறபாᾌகைள அைடயாளΆ கᾶᾌ அவιைற திᾞᾷதி அைமᾷᾐ ஒᾞ ெதாட᾽ 
ᾙᾹேனιறᾷதிιᾁ வழி அைமᾰக ேவᾶᾌΆ. தιேபாᾐ மாணவ᾽க῀ கணினி ᾚலΆ கιபைதேய 
விᾞΆᾗகிᾹறன᾽ ஏைனய பாடᾱகைள அவ᾽க῀ கணினி உதவிᾜடᾹ கιறறிவதா᾿ தமி῁ 
ெமாழிையᾜΆ அῂவாᾠ கιᾁΆ வழி ᾙைறᾰᾁ அவ᾽க῀ உᾸதᾺபᾌகிᾹறன᾽ .அதிகமான மாணவ᾽க῀ 
ெசாᾸதமாகᾰ கணினி ைவᾷதிᾞᾰகிறா᾽க῀ ஏைனேயா᾽ கணினிைய பாவிᾰᾁΆ வாᾼᾺைபᾺ 
ெபιறிᾞᾰகிறா᾽க῀ .ஆகேவ மாணவ᾽க῀ ᾆயமாக இைணயᾷதள இைணᾺᾗ ᾚலΆ தமிைழ (E-

learning)கιᾁΆ வாᾼᾺைப ெபιறிᾞᾰகிறா᾽க῀. பᾰகΆ பᾰகமாகᾺ ᾗர᾵ᾊᾺ பᾊᾷத மாணவᾹ இᾹᾠ 
கணினிᾷ திைரயி᾿ தடவிᾷதடவி பᾰகᾱகைள மாιᾠகிறாᾹ. 

 

 

IWB-Interactive White Board 

கᾞΆபலைகயி᾿ ெவᾶக᾵ᾊயா᾿ எᾨதிᾺபᾊᾷத மாணவᾹ இᾹᾠ மிᾹ-ெவᾶபலைகயி᾿ Interactive 

White Board (IWB) மிᾹ-ேபனாவா᾿ எᾨதிᾺ பᾊᾰகிறாᾹ ெதா᾵ᾌᾺ பᾊᾰகிறாᾹ   நைடᾙைறயி᾿ 
கணினிᾷ ெதாழி᾿ᾒ᾵பᾱக῀ கιற᾿ கιபிᾺபதி᾿ பல மாιறᾱகைள ஏιபᾌᾷதி உ῀ளᾐ .இᾱᾁ 
மாணவᾹ தனᾰᾁ விᾞΆபிய ேநரᾷதி᾿ ,தனᾰᾁ ஏιற ᾇ῁நிைலயி᾿ கιபதιᾁ வாᾼᾺᾗ ஏιபᾌகிறᾐ .
இதனா᾿ அவᾹ ᾆதᾸதிரமாக கιᾁΆ ஒᾞ ᾇ῁நிைல உᾞவாகிறᾐ .இᾹᾠ இைணய இைணᾺᾗ 
ைகஅடᾰகᾰ கணினியி᾿ ெதாைலேபசியி᾿ இ᾿லாத மாணவ᾽க῀ எᾶணிᾰைக இᾸநா᾵ᾊ᾿ மிகᾰ 
ᾁைறᾫ .ஏைனய பாடᾱகளி᾿ இᾸத வசதி ெகாᾶᾊᾞᾺபதா᾿ மாணவ᾽க῀ தமிைழᾜΆ இῂவழியி᾿ 
கιக ᾙιபᾌவா᾽க῀ .இᾸத மாιறᾱகᾦᾰᾁ அைமய நாᾙΆ தமி῁ கιபிᾺபைத மாιறி அைமᾰகாவிᾊᾹ 
காலᾺேபாᾰகி᾿ தமி῁ கιற᾿ கιபிᾺபதி᾿ மாணவ᾽களிᾹ ஆ᾽வΆ ᾁᾹறிᾺேபாக வாᾼᾺᾗ உᾶᾌ 

இைணய இைணᾺᾗ வசதிக῀ தாᾹ இதி᾿ ᾙᾰகிய பᾱᾁ வகிᾰகிறᾐ .ᾙᾹ ப῀ளிக῀ எ᾿லாவιறிᾤΆ 
இᾸத இைணᾺᾗ வசதிக῀ உᾶᾌ .ᾙᾹப῀ளிகᾦடᾹ பᾱகாளிᾷதᾷᾐவᾷைத அரசாᾱக ᾙᾹ 
ப῀ளிகளி᾿ ,வார ᾙᾊவி᾿ நடᾷᾐΆ தமி῁ ப῀ளி ஆசிாிய᾽க῀ ஏιபᾌᾷதி கணினி பாவிᾰᾁΆ வசதிைய 
உᾶடாᾰகி தமி῁ க᾿வி கιபிᾰᾁΆ வளᾱகைள ேமΆபᾌᾷதிᾹ இᾹைறய மாணவ᾽க῀ தமிைழ 
ஆ᾽வமாகᾰ கιபதιᾁ அதிக வாᾼᾺᾗ உᾶᾌ .ஏைனய ஐேராᾺபிய ெமாழிகளி᾿ இῂவாறன 
வளᾱகைளᾷ தாேம உᾞவாᾰகிᾰ கா᾵ᾌΆ வாᾼபிைனᾜΆ ெமாழி கιᾁΆ கιபிᾰᾁΆ ᾁᾠᾸதிைரᾺ 

படᾱகைள ஆᾰᾁΆ திறைமையᾜΆ எமᾐ மாணவ᾽க῀ ெகாᾶᾌ῀ளா᾽க῀ .இῂவாறான ெசயιபாᾌக῀ 
பரᾸத சிᾸதைன ஆιறைலᾜΆ  ,கைல கலாᾲசாரᾷைதᾜΆ கᾶடறிய உதᾫΆ எᾹபᾐΆ ெமாழி 
ஆராᾼவாள᾽க῀ கᾶடறிᾸத உᾶைம. 

Siva Pillai 

� Chief Examiner of Cambridge University  ASSET Languages-Tamil Language 

� Principal Examiner London - Edexcel Examination – iGCE-Tamil Language 

� Winner of European Award for Languages 2007 

� Visiting Lecturer, Goldsmiths, University of London, UK 



 
 

 



76 

Facebook and Tamil Language  

in Singapore’s Teacher Education 

 

Seetha Lakshmi 

Asian Languages & Cultures 

National Institute of Education, Singapore 
 

Abstract 

Media serves as an important motivator in the language teaching process(Brinton, Donna. 

2001).Especially internet, which is accepted as the concrete compound of all the technologies(Kartal, 

E., and Arikan, A., 2010), enables us teachers/trainers to speak the same language as our 

students/trainees do. At the same time, they help us to connect to our customers in a personalized 

way of teaching language. In Singapore, Information and Technology has played a critical role in 

developing teachers and it is also the same for the Tamil teachers. At the National Institute of 

Education, the pre-service learning for the Tamil teachers was conducted this year with an 

instructional designer’s technical guidance and moral support, I have embarked on with the 

pedagogical training through Facebook, Posterous and Voice-thread to develop writing skills, 

listening and speaking skills for the trainees in diploma in Education and Master in Education courses 

respectively.  With the process based product approach, through these well-known social networks, 

we witnessed that there are many channels for our students to learn and construct knowledge in their 

lives and teacher is not the only person to provide knowledge and monopoly in the classroom (Lee 

Sing Kong, 2011). Through the shared, open concept based networks, the participants have enjoyed 

and constructed their knowledge on culture, identify the teenage related topics, interesting RJ (Radio 

Jockey) techniques, responsive, critiquing listenership and creative producers of the feature 

programmes. This paper practically shares the Tamil Language Teacher Training through Facebook in 

order to develop 21st century educators for teaching the 21st century learners in Singapore Tamil 

Classrooms. We chose Facebook, a social networking platform, for role playing by creating fictional 

characters and the project went well with the course participants and received invaluable responses. 

This paper also shares the importance of having the technical and instructional expertise with the 

same lingo as you have. 

Key words: Facebook, Tamil Language, Second Language, Social network 

Introduction 

In Education, technology especially information technology has its own trademark in instilling 

interest and motivation among students towards education. Also it is a right hand and tutoring 

assistant for the educators who are passionate on teaching or educating their students. In our National 

Institute of Education, we have a division to help the academics to embark on IT infused pedagogy. 

Although there were various kinds of support of the academics in their teaching through information 

technology, recently the formation of CeL which is the Centre for e-Learning is a boon for us. I myself 
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was engaged in the following pedagogical deliveries with the assistance of IT and they are: Vimba 

live, Web quest. However, from last year onwards I had a privilege to work with Instructional 

Designer to learn new technologies to enhance my pedagogical initiatives. Facebook is one of the 

innovative pedagogical methods which we felt are successful and we have received excellent feedback 

from our trainees from the two groups of diploma students.  

Around April which was the end of 2010 January semester at our NIE, I had expressed my wish to the 

CeL colleagues, Ms Pratima Majal, Senior Instructional Designer and Ms Shamini Thilarajah, 

Instructional Designer to introduce social network based pedagogical training to the Diploma in 

Education year I and year II Tamil trainees (please see the annexe) in the forthcoming semester which 

was the September 2010 semester. That lead to a few discussions on preparing the ground work by 

Pratima and Shamini who are the senior instructional designer and Instructional designer respectively 

s at CeL. This project is about infusing social communication network modes in the teaching and 

learning of Tamil language. In this particular project, Facebook mode has been used in the teaching 

and learning of second language. As Facebook is familiar among youngsters, we would like to explore 

this network.  

Learning and the Information Technology: 

For the past two decades, we could witness the infusion of technology in the teaching and learning 

fraternity. Also, the trainers/teachers are working closely with their students to come up with 

presentations to encourage and entertain one another. Here are some of the examples on the effective 

use of information technology and research initiatives on it. Nowadays, language learning is not only 

to communicate, but also to establish contacts, meet people and establish partnerships (Soontiens, 

2004 in Sarah Elaine Eaton, 2010). In a collaborative online community, each student’s ideas and 

knowledge are available and are a resource for everyone in the class (Hewitt and Scardamalia, 1998 in 

Kathryn I Mathew Emese Felvegi and Rebecca A Callaway, 2009). It gives an opportunity for 

collective knowledge and connections. Online information technology allows students to obtain 

information through their cognitive, emotional (Kartal, E., and  Arikan, A., 2010), cultural, 

psychological experiences.  

Judith Rance-Roney (2010) stated that the digital story telling technology for the English Language 

Learners to understand the cultural background, literacy skills and the language development to deal 

with the literary texts. At the same time, use of 3D Virtual Learning Environment for the students to 

understand the social words and personal learning (Jonathan Barkand and Joseph Kush, 2009). Waters 

(2008) and Sarah Elaine Eaton (2010) stated that the use of Skype which allows international 

connection between students and teachers from two or more countries proved good results in 

developing second or foreign language skills and teachers’ professional development in pedagogy. At 

the same time, using blogs as an ICT tool in the language class is an effective tool and facilitator to 

develop reflective learning strategies among students (Hourigan T and Murray L., 2010). Faizah 

Mohamad, 2009 reiterated that an Internet based grammar instruction is useful in language class and 

facilitates understanding to the students instead of Conventional pen and board instruction Robert 

Hamilton 2010 encourages to provide curriculum support always to the lower proficiency students as 

well as the higher proficiency students through YouTube. Nowadays, computer technology enables 

students in their language learning and they are: 1. Experiential learning 2. Motivation 3. Enhance 
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student achievement 4. Authentic materials for study 6. Greater interaction 6. Individualization 7. 

Independence from a single source of information and 8. Global understanding (Lee, 2000 in Arif 

Bulut, 2004). Mobile Assisted Language Learning (MALL) and Computer Assisted Language Learning 

(CALL) for students to harness their creativity to express themselves and take ownership of their 

learning. In a class, with the teacher there are other inevitable factors to contribute the success of the 

curriculum: CD, DVD players, Blogs(Doris de Almeida Soares, 2008)scola Naval, Internet, Wiki, Web 

quests, Virtual fieldtrip, spreadsheet programme, software assisted writing, web 2.0, desktop 

publishing programmes,  graphic organizers, recording devices, podcasting and media(Gwen Troxell, 

Castleberry and Rebecca B Evers, 2010),. Facebook is another feature in this line and it plays an 

essential and critical role in today’s education, politics, social development and cognitive 

development.   

Facebook which refers to the distributed authorship, collaborative and cooperative learning, openness, 

careful and purposeful usage of web .20, developing cultural awareness.  

Tamil language and the information communication technology (ICT): 

In Singapore, Tamil has been taught as a mother tongue language at second language level. With the 

government support for the Tamil language, almost every school is equipped with necessary ICT 

infrastructure. Outside India, in Singapore with Tamil having the official language status, Tamil 

education has been developing its own curriculum and pedagogy. It is also contributing to the Tamil 

internet. In the Tamil speaking world, information technology has many facets and here are some of 

those initiatives. Tamil has been used for a variety of reasons with ICT for teaching, computational 

linguistics, mobile devices and providing assistance to the less privileged students. When we surface 

the presentations at the last year’s Tamil internet conference(Vasu Renganathan, 2010), the papers are 

mainly in 9 categories. At the recent Tamil Internet Conference in India the following issues on Tamil 

and ICT were dealt with: 

Teaching and Learning of Tamil 

• Tamil Diaspora: Teaching Tamil as a second language and impact of Technology 

• Technical Development 

• Tamil in Mobile Phones and Handhelds 

• Natural Language Processing: OCR Text to Speech Machine Translation Etc., 

• Tamil E-texts, Corpora and Digitization of Ancient Tamil Texts 

• Morphological Tagger 

• Electronic Dictionaries and Glossary of Technical Terms 

Here in this project, we wish to enhance our trainees’ knowledge through networking with one 

another on culture and upgrading their knowledge by interacting critically on culture with one 

another.  
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Project Objectives: 

There is a small story behind this project. Before I started this project, I thought of using this project as 

an effective platform to develop the training on the four critical language skills. Also based on my 

observations on my trainees, I found that they need more assistance in understanding the in-depth 

meaning of Indian culture especially Tamil culture and the traditional practices. Although many of 

them are from Tamil speaking homes, they had less time to use the language in schools and 

community domain as they studied Tamil as a second language and generally they have fewer 

opportunities to meet friends from their own ethnic group. It is also difficult to get them hooked 

towards the Tamil literary functions. In the internet, there is limited information for the Tamil 

Diaspora to read and understand. Quite a significant number of them haven’t been to India to 

experience or immerse in that cultural world. Hence, I shared my wish to Pratima and Shamini about 

the project on Tamil culture. 

Objectives of the Tamil curriculum in Singapore: 

Here, the objectives of the Tamil curriculum in Singapore on learning of Tamil Language are given 

below: 

• Providing proper training to the students in the basic language skills  in Listening, Speaking, 

Reading and writing 

• Explaining the Tamil cultural and traditional features 

• Helping them to acquire the characters which are essential for the formation of a 

country(MOE, 2008) 

• For Tamil students in Singapore, the main initiative by the community is to make Tamil a 

living language by actively using it at home and community 

• Nurturing Active Learners and Proficient Users of the mother tongue language (MOE, 2010).  

• To make it happen, the Tamil learning has to be fun and cool. Students would like to enjoy the 

lessons while learning the language.  

Based on the curriculum objectives, there is a clear understanding that to enable the 21st century 

students to be equipped well in their mother tongue/learning of Tamil language, we need to have 

well equipped teachers to teach them. Hence to create a 21st century teacher, he or she should know 

about the module in that semester: 

• Infusing Tamil language teaching through Facebook network 

• Equipping teaching and writing skills in Tamil language 

• Developing positive social networking skills 

• Learning from society and providing learning to others(peers) as well 

• Responsible learning and teaching practices 

• Understanding the culture of the Tamil community in Singapore and Diaspora countries 

Based on the above mentioned needs, we designed the project with the following goals: 
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Goals: 

• Equip the trainee teachers to pick up the necessary teaching skills and to use Facebook in their 

schools 

• Understanding the responsibilities of using Facebook as a teaching material 

• niche areas on teaching through Facebook 

• Engaging students in an enriching way 

• Letting them understand that Facebook provides  new avenues for teaching  

• Making Tamil learning as a fun and cool feature!  

With the above mentioned goals, we also have some niche areas to try and implement this project. 

They are the main reasons to embark on this project.  

The need for introducing this project: 

• Tamil trainees need to work on new pedagogies 

• They need to engage their students well and make teaching an interesting feature 

• Tamil trainees need to provide assistance to their students to speak well in Tamil  

• To make Tamil as a living language in Singapore 

• To make Singapore a Hub for teaching Tamil as a second language 

Although in my earlier modules, I have introduced the infusion of ICT in the teaching of Tamil 

language modules with web quest, student centered lesson learning package, vimba voice, video 

conferencing and distance learning through ICT. Although each and every initiative has its own 

unique features, this particular initiative is different from the previous ones. What are the differences? 

In this project the following are the potential different features while compared to the previous IT 

projects based Tamil teacher training:  

• Harnessing Information Technology in teaching practices 

• Sharing and gaining information through their interactive postings 

• The use of Facebook by the trainees has responsibilities and is different from the normal 

Facebook usage which is for leisure.  

• They have to have regular updates of new information from their contacts. 

• They can play farm wheel game and can send pictures related to this  

• Evaluation based on weekly postings and reflections. Especially, on  -Writing skills,  depth of 

understanding,  

- Questions are posed by them and responses are given by them as well  

• They have to write reflections weekly for evaluation 

In this project, we have given strong emphasis for the process than the product as the process is the 

feature to give value to educational software or an educational pedagogy. Let us view them here:  
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Process of the project: 

Expression of 
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Facebook is used in Singapore regardless of their age, educational background, socio-economic status 

and professional background. But, we could not conclude that everybody understands the process or 

the potential positive and negative features of using it in their lives. Here, future leaders of education 

CeL officers 
explored ways and 
means on it 

Introduction of the 
Facebook project and IT 
Facebook Training for 
Dip Ed 1 and 2 
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and gatekeepers of the Tamil language in Singapore, we would like to ensure that these young 

trainees know well about the process of this project and to instill in them that the process is important 

in every phase of their professional life and teaching and learning of Tamil language in Singapore. 

Also, Mary Clarie (2010) stated that “It seems that the future of social media in the classroom will not 

reach its fullest potential until we can bridge the divide between new media and traditional 

academia”. Also both parties made it clear in this joint effort between the pedagogic and the ICT 

instructional designer. In this Facebook related ground work and ICT training to the students, we 

have make sure that continuous monitoring is there. At the same time, it is easy to come up with 

product. But it is difficult to come up with product based on a Process. So, the process is the important 

for us. Now let us go through on how the Process is important to us in this project. 

How the Process is important? 

The Process: 

• It’s a set of Lesson and Evaluation procedures  

• Pre – preparation between the trainer and the ICT Instructional Designer 

• Provide training to the trainees from two classes 

• Tight timeline to be familiar within Facebook 

• Each trainee needs to create a name and profile based on his / her country and context 

• Sign undertaking on responsible use of Facebook 

• Three postings per week for 12 weeks  

• One reflection for every week  

• Pictures, songs, video clips and artifacts in their postings 

• Immersed in their Facebook interactions and reflections 

• Closely monitored by the trainer for content, paraphrasing and by the ICT Instructional 

Engineer on the use of Facebook and the information technology 

• Evaluation is there for their movement, entries, reflections, pedagogical and ICT knowledge 

• Although there is a grace and transition period of 2 weeks, but a few of them performed well 

from the first week onwards.  

We would like to express our thoughts that the above mentioned process went well in this project. At 

the same time, I have to mention that I have received excellent support from the IT Instructional 

Designer at each and every level of this journey. Also, both of us were able to speak, write and 

communicate well which is an additional advantage. We could easily share the nuances of the 

language, culture and context based information. At times, the trainer remember their ‘Facebook 

names’ and at times forget their real names. 

Feedback: 

With the feedback on this project and as a trainer, I could say that this project creates a very good 

understanding and learning of Tamil culture, writing, paraphrasing and reading. It provides avenues 

to teach, vocabulary, Spoken Tamil, functional grammar and Listening and Speaking of Tamil. This 

Facebook contents will be a rich resource for the trainees understanding of authentic Tamil culture 
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and practices. It encourages effective search, note sharing and collaborative learning. The project has a 

number of features to add fun and cool in Tamil learning. It can be easily adapted for the upper 

Primary and Secondary class students. 

In this project, students faced some challenges at the starting of the project as they have to get a 

suitable character role and create profile for themselves. After they have positioned themselves well in 

their roles, they had a constant challenge to prepare weekly postings and reflections for 12 weeks in 

the midst of their normal training and other modules they had to cover for that semester. Not only 

that, they also need to learn new information about their country and need to learn each other’s 

cultural domains. Then, they had to ensure that there is good quality inputs and paraphrasing. This is 

to prevent plagerism. In the whole process, each group of trainees (Dip Ed I and Dip Ed II) had to 

control themselves from interacting with the other group of trainees. 

In the journey of this project, as a trainer and facilitator, I too faced a number of challenges as given 

below: 

• Providing positive comments and suggestions during the first two weeks  

• Familiarizing Tamil Terms and reading and replying to postings in the Facebook  

• A hands-on session given for the Dip Ed II class  proved to be informative and helped to clear 

and clarify many doubts 

• Availability of Tamil software outside office is a good advantage  

• First two weeks, there was a slow development and a certain level of hesitation among the 

trainees in following the procedures.  

But most of the challenges were turned as happy developments in the middle and later part of the 

project. They are given below:  

• Trainees did their postings regularly  

• They were Creative and Critical in their reflections  

• There was more interaction between themselves in knowledge creation  

• Not much questions were posed to Veerasamy and Muthusamy  

Facebook information, conversations and thoughts: A Midterm review: 

During the 12 weeks of journey time, the facilitator tried to encourage their efforts and provided 

needed explanations on their cultural domains based postings. The trainees themselves appreciated 

and critically analysed their classmates’ postings and raise awareness with additional questions. This 

encourages the whole group to move to a level up and working hard to come up with more additional 

information. The instructional designer provided the updates on the students’ postings and advice on 

their queries regarding the technical issues. At the same time, the facilitator engaged and encouraged 

the participants to provide their insights on Indian culture especially Tamil culture and traditions. 

In October 2010, we had come up with a table to know their understandings of Tamil culture and 

traditions. Here the results are given below:  
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Diploma in Education I trainees on their understanding of content in this project: 

N = 13 

எᾶஎᾶஎᾶஎᾶ 

No    
வைகவைகவைகவைக 

Category    
ெபாᾞ῀க῀ெபாᾞ῀க῀ெபாᾞ῀க῀ெபாᾞ῀க῀/ / / / தகவ᾿க῀தகவ᾿க῀தகவ᾿க῀தகவ᾿க῀ 

Information 

ᾙᾹேப ᾙᾹேப ᾙᾹேப ᾙᾹேப 
ெதாிᾜΆெதாிᾜΆெதாிᾜΆெதாிᾜΆ 

I knew 
already 

இᾺேபாᾐதாஇᾺேபாᾐதாஇᾺேபாᾐதாஇᾺேபாᾐதா
Ᾱ ெதாிᾜΆᾹ ெதாிᾜΆᾹ ெதாிᾜΆᾹ ெதாிᾜΆ 

Now only I 
know 

1.  Food ᾆᾰᾁநீ᾽(Dry Ginger Tea) 2 11 

2.  Food சைமயᾢ᾿ மிளகிᾹ பயᾹபாᾌ(Use of 
pepper in Tamil cooking) 9 4 

3.  Food அᾴசைறᾺ ெப᾵ᾊ(Spices box with five 
rooms) 

2 11 

4.  Costumes திᾞᾰᾁற῀ ப᾵ᾌᾲேசைல(Thirukkurall 
Silk Saree) 

1 12 

5.  Costumes ராᾳᾗᾷ ராணியிᾹ ேசைல 
விᾞᾺபΆ(Rajput Queen’s Like on Sarees) 

1 12 

6.  Traditional Arts 
பரதநா᾵ᾊயᾷதி᾿ உளள பலவைக 
நடனபாணிக῀(Various Dance Forms in 
Bharathanatyam Dance) 

8 5 

7.  Traditional Arts த᾵டடᾫ(A dance form called, thattadavu) 3 10 

8.  Traditional Arts ேகாலா᾵டΆ(Kolaattam- Dance with two 
sticks) 

9 4 

9.  Traditional Arts கரகா᾵டΆ(Karagaattam -Dance with a pot 
on the Head) 

11 2 

10.  Traditional Arts ᾁᾲᾆᾺᾗᾊ(Kuchuppudi- A dance of 
Andhrapradesh, India) 

9 4 

11.  Traditional Arts 
108 நடனᾰகரணᾱகளி᾿ வ᾿லவ᾽ 
நடராஜ᾽(Nadarajaa’s dance talents) 

5 7 

12.  
Ancient Tamils’ 
Lifestyles 

சீயᾰகாயிᾹ தனிᾷதᾹைம, 
ᾁளி᾽ᾲசி(Seeyakkaai -Shampoo vegetable’s 
uniqueness and coolness) 

6 7 

13.  
Ancient Tamils’ 
Lifestyles 

சᾸதனᾷதிᾹ தனிᾷதᾹைம, 
பாரΆபாியᾲசிறᾺᾗ(Sandal wood’s 
uniqueness and tranditional speciality) 

4 9 

14.  
Ancient Tamils’ 
Lifestyles 

தமி῁ வாῄᾐ சிறᾺᾗ(Special features of 
Tamil Fengsui) 

3 10 

15.  
Ancient Tamils’ 
Lifestyles 

ᾗᾁமைனᾺ ᾗᾁவிழாவிᾹ சிறᾺᾗ(Special 
meaning of the housewarming 
function/celebration) 

2 11 

16.  
Ancient Tamils’ 
Lifestyles 

ெதா᾵ᾊ᾿ ᾐணியிᾹ சிறᾺᾗ(Specialities of 
the cradle cloth) 

2 11 

17.  
Ancient Tamils’ 
Lifestyles 

ᾙகᾺபராமாிᾺபி᾿ இயιைக 
ᾚᾢைககளிᾹ பயᾹபாᾌ(Use of Natural 
Herbs in Facial Care) 

3 6 

18.  
Contemporary 
Art 

திைரᾺபட உலகிᾹ சாதைன(Tamil Film 
Industry’s achievement) 

  

 



85 

Diploma in Education II trainees on their understanding of content in this project: 

N=12   (3 absent) 

எᾶஎᾶஎᾶஎᾶ Category    Information 

ெபாᾞ῀க῀ெபாᾞ῀க῀ெபாᾞ῀க῀ெபாᾞ῀க῀/ / / / தகவ᾿க῀தகவ᾿க῀தகவ᾿க῀தகவ᾿க῀ 

ᾙᾹேப ᾙᾹேப ᾙᾹேப ᾙᾹேப 
ெதாிᾜΆெதாிᾜΆெதாிᾜΆெதாிᾜΆ 

I knew 
already 

இᾺேபாᾐதாᾹ இᾺேபாᾐதாᾹ இᾺேபாᾐதாᾹ இᾺேபாᾐதாᾹ 
ெதாிᾜΆெதாிᾜΆெதாிᾜΆெதாிᾜΆ 

Now only I 
know 

1.  Food ஆரᾴᾆநிறᾲ ச᾽ᾰகைரயிᾹ 
பயᾹபாᾌ(Use of Orange Sugar) 

4 8 

2.  Food பலவைக ல᾵ᾌ(Laddu) 4 8 

3.  Food வாைழᾺபழᾺ பᾞᾺᾗ ேதாைச(Banana 
Nuts Thosai) 

0 12 

4.  Ancient 
Tamils’ 
Lifestyles 

பைன ஓைல விசிறியிᾹ பயᾹபாᾌ(Use 
of the Fan made up of Plam Leaves 

0 12 

5.  Mythological 
Stories & 
Values 

கிᾞῃணா மιᾠΆ நரகாᾆரா படΆ(A 
video clip on Krishna and Narakasura) 

6 6 

6.  Traditional 
Arts 

தᾴைசᾺ ெபாிய ேகாவி᾿ 
ெகாᾶடா᾵டΆ (Arts Festival at the 
Tanjore Big Temple) 

4 8 

7.  Traditional 
Arts 

கரகா᾵டᾷதிᾹ பலவைகக῀(Varieties in 
karagattam Dance) 

5 7 

8.  Traditional 
Arts 

விஜயா ேமாகனிᾹ ேகாலᾲ 
சாதைன(Guinness Record of Vijaya 
Mohan’s kolam) 

2 10 

9.  Overseas 
Tamils and 
Traditions 

நமஸேத ◌ஃபிராᾹῄ விழா(A specially 
organized event titled, Namaste France) 

1 11 

10.  Overseas 
Tamils and 
Traditions 

ெபாᾹேஜா᾽ இᾸதியா(A specially 
organised event titled, Bonjour India) 

2 9 

11.  Overseas 
Tamils and 
Traditions 

அெமாிᾰகா, லᾶடᾹ, இலᾱைக, 
ஆῄதிேரᾢயா ஆகிய நாᾌகளி᾿ 
ெபாᾱக᾿ ெகாᾶடா᾵டΆ (Pongal 
festival celebrations at USA, London, Sri 
Lanka and Australia) 

6 6 

12.  Overseas 
Tamils and 
Traditions 

ஆῄதிேரᾢயᾷ தமி῁ᾲ சᾱகᾱக῀ 
(Australian Tamil Associations and 
Activities) 

2 10 
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Two groups of trainees gave their comments on their projects at the mid of the semester in October 

2010 and they are given below: 

Diploma in Education Year 1 Trainees’ comments: 

Advantages 

• Although it is difficult to find answers for all the questions raised by our friends, there is a 

kind of happiness at the end as I know and I learnt new information. 

• Easy to learn a variety of information at the same time. Know more information about our 

culture which I did not know before. 

• It is easy to find the answers for the question. At the same time, can learn a number of rare 

details about our culture.  

• Facebook is an excellent training ground to search, collate and store information for our 

communication of ideas. 

Challenges 

• There is a shortage of time. Because of this, it is difficult to read everybody’s comments, 

postings and questions. At the same time, it is difficult to ask questions from everybody. 

• I find it very difficult to type in Tamil. Hence it takes a lot time to upload the information.  

• Time is a concern. 

Diploma in Education Year II trainees’ comments:  

Advantages 

• FB has enabled me to see a new way in teaching and learning Mother Tongue. 

• Has raised awareness and interest to learn, 

• I have enjoyed FB interaction. 

• FB has bridged people from different countries and also helps to inculcate our Indian 

traditions and cultures. 

• The FB project has enabled me to take ownership of my learning. 

• The friendly interactions between friends from various countries enabled me to share 

resources and information effectively. 

• FB project has incorporated effective role play. 

• ICT incorporated project which has enabled people of many countries to join in one network.  

• This has enabled us to comment on each other’s way of celebrating certain occasions and learn 

more about the cultures in other countries 

• Having a Facebook account in Tamil has been quite fun. 

• It is definitely an enriching experience as it provides opportunity to explore the laments of 

Facebook in Tamil. 

Challenges 

• The challenge however is that sometimes it is difficult to track previous comments made by 

other FB friends. 
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• If primary school students are to be engaged in this process, time would be a factor which 

they have to consider. 

• We need more time to read, do research in order to post, comment and reflect effectively. 

• Spend time commenting effectively, takes time and little research.  

• Strong passion, commitment and love for the language are important. If a student just comes 

in to comment for the sake of doing, it defeats the whole process. 

 

Evaluation 

For the Dip Ed I and II trainees, this project is part of their pedagogical module. Hence we had 

weightage of 45% of marks for the year 1 trainees in their teaching of Tamil language I module’s main 

project which comprises 70% of marks for the whole semester. For the Dip Ed II trainees, this project 

focuses nearly 50% of their major project which forms 70% of my part of the module marks.  

Generally, we could witness that the year 1 trainees were very enthusiastic and involved in this 

project with a number of comments and quality comments than the year 2. Although their groups are 

different, their topics are more or less same on culture. At the same time, technical expertise and 

experience based analysis; the year 1 trainees were well versed than the year 2. It also because of their 

IT orientation in the previous two Tamil projects in their first year modules. For year 1, this is their 

first IT based Tamil project for their very first Tamil pedagogical module. 

Evaluation on Facebook for the Diploma 1 and 2 trainees: 

No of trainees Year.1 Marks (%) No of trainees Year.2 

0 91-100% 0 

2 81-90 4 

5 71-80 2 

5 61-70 6 

1 51-60 0 

0 41-50 0 

2 40 and below 1 

 

There was a qualitative feedback collection done with both groups at different dates. That provided 

more insights on this projects and our planning of future projects.  

Generally the pair of trainer and instructional designer team came up well and it is a milestone in the 

teaching of Tamil language and learning. We have learnt more and we will use our experiences in 
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planning our future modules in order to provide confidence to our younger teacher trainees who 

generally have learnt Tamil as a second language. They can be a role model to their trainees as well. 

Here some of our future plans: 

• To share the development in this field with the Tamil communities in Singapore, India and 

Diaspora 

• Publish a book with all the inputs  

• Provide guidance to the trainees in their Teaching Apprenticeship and Teaching Practice and 

eventually in their future schools  

• Able to do research on Singapore Tamil Trainees’ writing, questioning and answering 

techniques.  

In this January 2011 semester, we have embarked on a project to enable the lower primary students 

from primary 1 and 2 classes to speak up and use spoken Tamil in their oral presentations and 

conversations. It went very well and we received positive feedback from the trainees.  

For the Master of Education course participants, we have introduced radio Jockey (RJ) style of oral 

features and presentations on teenage related hot topics. It also went well with the course’s maturated 

and senior teachers who are in service. We will share our experiences and lessons on them at different 

platforms. 
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Annexe: 

DIP ED I & II (Primary)  Trainees’ FB Profile Name Lists 

                  Module: DCT100                                        Diploma in Education I class 

No Name(English) FB Profile Name 

1.  Mdm XXXX மனீஷாராᾼ (Manisharai) 

2.  Mr XXXX ேவᾤ சாமிநாதᾹ(Velu Saminathan) 

3.  Miss XXXX சᾱகீதேமைத ச᾽விῃவாதினி(Music expert Sarvivaadhini) 

4.  Miss XXXX சேராஜாேதவி(Sarojadevi) 

5.  Miss XXXX நீலாΆபாி சரவணᾹ(Neelambari Saravanan) 

6.  Miss XXXX அᾹனெல᾵ᾆமி ᾙᾷᾐ(Annaletchumi Muthu) 

7.  Mdm XXXX ெப᾵ᾊᾰகைட மாதவᾹ(Sundry Shop Madhavan) 

8.  Miss XXXX அᾴசᾢ ரᾁராΆ(Anjali Raguram) 

9.  Miss XXXX கவிதா நாய᾽(Kavitha Nair) 

10.  Miss XXXX தி᾿லானா ேமாகனா(Thillaana Mogana) 

11.  Miss XXXX வைளயாபதி அᾹனΆமா(Valayaapathy Annamma) 

12.  Miss XXXX ஆரᾷதீῄவாி ஆரᾷதி(Aaratheeswari Aarathi) 

13.  

MR  XXXX 

தᾶணிᾰகா᾵ᾌ ராஜா(Thannikaattu Raja) 
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Module: DCT200 

 

 

Diploma in Education II Class 

 

N0 Name  in English FB  Profile Name 

1 MISS XXXX ைவῃணவி ரᾁராΆ(Vaishnavi Raguraam) 

2 MISS  XXXX கரகா᾵டᾰகாரᾹ மாᾱᾁயிᾤ (Karagaaattaakkaaran Maanguiyilu) 

       3 MISS XXXX சிᾱகᾰᾁ᾵ᾊ ஓமனᾰᾁ᾵ᾊ(Singakkutti Omanakutti) 

4 MISS XXXX ம᾿ᾢைக ᾙ᾿ைல(Malligai Mullai) 

5 MR   XXXX அᾫ᾵டா ராᾰகி(Avuttaa Raakki) 

6 MISS XXXX ῃேரயா ேசகரᾹ(Shreyaa Segaran) 

7 MISS   XXXX ᾙᾷதழᾁ சிᾱகேவலᾹ(Muthazhagu Singavelan) 

8 MDM  XXXX ᾁᾶடலேகசி ேசானா(Kundalagesi Sona) 

9 MISS XXXX ஓவியா ᾆᾸதாி(Oviya Sundari) 

10 MR  XXXX சிᾱகΆ ᾢேயா(Singam Leo) 

11  MISS XXXX சாமி சாேலகாᾹகாῄ(Samisalokangas) 

12 MISS XXXX கய᾿விழி பா᾿கேகவா(Kayalvizhi Paalkova) 

13 MISS XXXX விஷாᾢனி விῃவனாதᾹ(Vishaalini Vishwanathan) 

14.  MRS XXXX Ὰாியாத᾽ஷிணி (Priyadarshini) 
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to Enhance Pupils Information literacy skills 
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Abstract 

The emergence of informative environment technology has made the ideology of learning, “anywhere, 

anytime”, a reality. The 21st century learners are equipped with readily available information at a mere 

click of a button. The Internet has erased international boundaries allowing our young charges the 

potential to develop as global citizens. This also demands that pupils develop a deeper understanding 

of the complex arrays of issues that involve them, now further complicated by the lack of traditional 

boundaries. Research studies have given good insights on the role of information literacy on the 

effectiveness of learning. However, very little studies demonstrate an effective implementation of 

programmes in virtual learning environments. The paper highlights how Beacon Primary School, one 

of the futuristic schools in Singapore, has implemented its Tamil Language programmes in a virtual 

learning environment thus providing a collaborative platform for pupils to meet and discuss issues.  

All our students, studying at the Primary four (P4) level (ten year old students), own their own 

personal learning device (notebook computer) which they bring to school daily. P4 Tamil curriculum 

and lesson packages are designed to infuse Information Communications Technology (ICT) 

meaningfully and make virtual learning a reality. Information literacy had been weaved into the P4 

Tamil language curriculum with an online Web 2.0 software, wikispace, PBworkspace, as the platform 

for collaborative virtual learning environment. This paper presents how the virtual environment acts 

as a collaborative platform to enhance the pupil’s information literacy skills. 

Keywords: Virtual Environment, Information Literacy Skills 

1. Introduction & Purpose 

Pupils are surrounded by a wealth of knowledge. Today, at the click of a button, students have access 

to events occurring anywhere on the globe within seconds of it happening. Given this scenario, it is 

critical that our pupils are equipped with the skill to connect, construct and relate the information 

presented. The virtual environment provides the space for collaboration amongst pupils. The virtual 

environment eases and enriches the process out of which meaning is derived from the multitude of 

information presented. The virtual environment also presents a knowledge-based forum for pupils to 

build on each others’ contribution. 

Today’s educational system has to respond to two seemingly contradictory demands: On one hand, it 

has to effectively transmit constantly evolving knowledge and know-how to a knowledge-driven 

civilization. On the other hand, it has to enable learners with the right skills to select pertinent 

information out of the explosion of available information. It also has to ensure that the personal and 
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social development of the young learner is catered for. Therefore ‘education must ... simultaneously 

provide maps of a complex world in constant turmoil and the compass that will enable people to find 

their way in it’ Delors. J.,(1996) This translates to a shift in focus for the amount and level of content 

taught in schools. It also calls for greater emphasis on equipping our pupils with relevant skills to pick 

out relevant information. This forms the basis of the nation-wide initiative of ‘Teaching Less, Learning 

More’6. In today’s context, the ability to access, evaluate, organize and use information in order to 

learn, problem-solve, make decisions in a formal and informal learning contexts are an integral part of 

their learning. A key characteristic of the lifelong learner is strongly connected with critical and 

reflective thinking.  

Information communication technological tools are constructive tools that provide a collaborative 

platform for pupils to come on board and build on each other’s knowledge. “Constructive tools are 

general-purpose tools that can be used for manipulating information, constructing one’s own 

knowledge or visualizing one’s understanding” Lim., C.P., & Tay, L.Y.,(2003). Jonassen, D. H., Carr, C. 

S., & Lajoie, S. P. (2000) purport the following constructivist approach- “ICT as mind tools for 

constructing evaluating, analysing, connecting, elaborating, synthesizing, imagining, designing, 

problem-solving, and decision-making.” The term “constructive” stems from the fact that these tools 

enable students to produce a certain tangible product for a given instructional purpose. This paper 

takes a reflective, narrative approach in documenting our attempts to integrate the virtual 

environment as a collaborative platform in enhancing pupils’ information literacy skills.  

2. My Reflections 

One of the key themes in the P4 curriculum revolves around the topic of ‘My Country’. The broad 

objectives include exposing students to the various issues that surround the country. The lesson 

design is tailored to educate on the various national issues, including the importance of tourism and 

consequently make logical connections to the implications and impact it poses to Singapore’s 

economic growth. The lesson was planned and carried out via the virtual learning platform as a 

collaborative platform for pupils to virtually meet discuss and develop their knowledge on the issue.   

The discussion began from an article on Tourism from the Singapore local Tamil newspaper, Tamil 

Murasu. The teacher posted questions adopting the Blooms Taxonomy to scaffold pupils skills up to 

the different stages. Relevant links for extended learning was also provided. These links however, was 

in the English language.  Pupils were instructed to explore these links independently and gather 

pertinent information. They were subsequently asked to present them coherently in the Tamil 

language. 

Pupils were taken through three main stages:  

1)  Connect – refers to the understanding of the article/ information presented. 

                                                           

6 ‘Teach Less; Learn More’ (TLLM) is a call for schools and teachers to focus more on the active learning of 
students and the construction of their own knowledge. 
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2) Construct – refers to the pupils’ ability to comprehend the information, build on possible 

relationships and extend their knowledge and understanding from the information presented 

collectively in the platform. 

3) Relate – relates to the presentation of collective information, analysis, synthesis, evaluation and 

creation of new perspectives from the issues presented. The following section details the 

activities conducted as part of each of the stages. 

1) Connect: 

• Pupils were asked to highlight the keywords and use the mind mapping technique to 

identify all the important points in the article. 

• Each pupil is to contribute one finding from the article via online postings. 

• Pupils also verified their friends’ understanding of the article and their related 

thoughts.  

• If there was a misunderstanding of aspects in the article, the responsibility lay on 

fellow mates in the team to post a more accurate interpretation of the information.     

• The teacher acts as a facilitator to ensure that pupils connect with their ideas.  

2) Construct 

• Pupils paraphrase, translate or give a short summary to express their comprehension 

of the article and the related issues.   

• In response to the questions raised, other members in the class contribute and build 

on one another’s ideas via the platform. 

• The pupils’ understanding of the content matter becomes apparent when they are 

able to identify relationships amongst ideas posted. 

• Pupils also tap on prior knowledge to build on these ideas. 

3) Relate  

• Pupils are challenged with questions that require them to analyse available 

information and find logical patterns. 

• Pupils then evaluate the information and relate it to the current situation and seek 

new perspectives and understanding. 

Pupils were observed to be very engaged and used the language appropriately. However, there were 

instances where pupils used English language to express their ideas, instead of Tamil. Although 

pupils were strongly encouraged to use Tamil language, weaker pupils who needed to resort to code-

switching to express their thoughts, were not discouraged. The other pupils in the subsequent 

postings helped to translate these ideas. This created a win-win situation for pupils to tap on and 

maximise each others’ strength and to learn collaboratively. 

As part of the school ICT program, pupils were introduced to search engines and were guided in 

searching for the relevant information. Pupils were also taught principles of cyber-wellness and 

exercised civic respect in contributing ideas and in providing feedback and comments in the online 

platform. The contributions of students to the discussed topic and the postings of links leading to 
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other related information was motivating. Even students who were less proficient in the language, 

displayed interest in contributing to the discussion. Their posting displayed the collective 

understanding of the various points contributed in the platform. As all pupils had to work with their 

own personal learning, the learning was seamless.  

The second extensive discussion took place after Japan’s natural disaster. Pupils were exposed to this 

information during the morning assembly programme. As an extension an article from the newspaper 

was selected for online discussions. There was an intense discussion amongst pupils including the 

implications to the society and country. Pupils related the probable consequences. They were able to 

relate chain actions that would take place because of this disaster. Pupils used the Internet search 

engines to look up for latest update on the disaster such as on the British Broadcasting Corporation 

(BBC) news website. It was gratifying to note that the students took it upon themselves to update one 

another on the latest developments. In addition, they discussed and evaluated the situation and 

thought about the loss of those affected and the possible implications on their lives. It was heart 

warming to note pupils expressed concern and empathy for those affected.  

3. Discussion & Conclusion 

Technology is used as a constructive tool to facilitate pupils’ learning and making sense of their 

learning via a collaborative platform. Pupils’ engagement was evident throughout the discussion. 

They were critical about their contributions and took great responsibility in actively using the net to 

search for information to enhance their learning. The project had benefited even pupils, less proficient 

in the Tamil language, who was observed to be actively contributing ideas. There was sincere 

commitment on the part of the students. They also showed initiative in providing additional links and 

support for others to make sense of the issue.  This helped to bring out the best in each pupil. Pupils in 

addition, expressed positive feedback. Every pupil contributed and has equal share in collaboratively 

constructing the knowledge, thus the ownership was very strong amongst them. This was a 

demonstration that young age is not a barrier in understanding world issues if it is tailored to meet the 

needs of the young learners. What really matters is whether pupils are equipped with skill to 

understand the implication and impact of the issue discussed. 

In terms of skills, all pupils were able to sieve out and decipher the main points from the information 

presented and build on this information. Through this communication, it was observed that pupils 

had tapped on prior knowledge and experience in developing their alternative perspectives. Pupils 

learned to use the information and ideas presented in a graphical organising format to organise ideas.  

Pupils exhibited strong bonding and collaboration during the various collaboration sessions. The 

usage of technology was pervasive and as Breivik., P. (2000) puts it “Information literacy (is not)... 

teaching a set of skills but rather a process that should transform both learning and the culture of 

communities for the better.”  

This paper is my attempt to share possible strategies in integrating information literacy into our daily 

lessons.  It is through such sharing and exchanges where ideas could build upon ideas to further push 

the boundaries of our pursuit for pedagogical break-through in this fast changing world.    
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இைணயΆ மιᾠΆ கணினி வழி தமி῁ கιற᾿ கιபிᾷத᾿இைணயΆ மιᾠΆ கணினி வழி தமி῁ கιற᾿ கιபிᾷத᾿இைணயΆ மιᾠΆ கணினி வழி தமி῁ கιற᾿ கιபிᾷத᾿இைணயΆ மιᾠΆ கணினி வழி தமி῁ கιற᾿ கιபிᾷத᾿ 

 

ந᾿லாᾚ᾽ ᾙைனவ᾽ ேகாந᾿லாᾚ᾽ ᾙைனவ᾽ ேகாந᾿லாᾚ᾽ ᾙைனவ᾽ ேகாந᾿லாᾚ᾽ ᾙைனவ᾽ ேகா. . . . ெபாியᾶணᾹெபாியᾶணᾹெபாியᾶணᾹெபாியᾶணᾹ 

இயᾰᾁந᾽ , தமிழகᾰ க᾿வி ஆராᾼᾲசிவள᾽ᾲசி நிᾠவனΆ, ெசᾹைன 
 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 

அறிெதாᾠ அறியாைம கᾶடιறா᾿ எᾹபதιேகιப இᾹைறய க᾿வியி᾿ கணினிᾷ ெதாழி᾿ ᾒ᾵பΆ 
நாᾦΆ வள᾽Ᾰᾐ வᾞகிறᾐ; மிᾁᾸத வரேவιைபᾺ ெபιᾠ῀ளᾐ. அைனᾷᾐᾺ பாடᾺ பிாிᾫகளிᾤΆ 
இᾸᾒ᾵பΆ பயᾹபᾌகிறᾐ. தமி῁ கιற᾿ கιபிᾷதᾤΆ இᾸ ᾒ᾵பᾷதிᾹ ப᾿ேவᾠ தளᾱகைளᾰ 
கᾶடறிவᾐ தமிழᾰ க᾿வியாள᾽களிᾹ ேவ᾵ைகயாகᾰ காணᾺபᾌகிறᾐ. கணனி ᾒ᾵பᾷேதாᾌ 
இைணᾸத இைணயவழி அᾎᾁ ᾙைறயி᾿ தமி῁ கιறᾤᾰᾁΆ கιபிᾷதᾤᾰᾁΆ பயᾹபᾌᾷதᾺ 
படேவᾶᾊய ᾇழ᾿க῀ உᾞவாகி வᾞகிᾹறன. அைவ நிᾠவனΆ சா᾽ (Formal) நிᾠவனΆ சாரா (Non 

formal), இய᾿ᾗ நிைல (Informal) ஆகியனவιறி᾿ காணᾺபᾌகிᾹறன. இவιறிιᾁᾰகᾞᾷᾑ᾵டΆ 
வழᾱᾁவᾐ தமி῁ᾰ க᾿வி வ᾿ᾤந᾽கேளாᾌ இைணᾸத கணினி வ᾿ᾤந᾽களிᾹ கடைமயாᾁΆ. 

நிᾠவனΆ சா᾽Ᾰத க᾿விநிᾠவனΆ சா᾽Ᾰத க᾿விநிᾠவனΆ சா᾽Ᾰத க᾿விநிᾠவனΆ சா᾽Ᾰத க᾿வி 

நிᾠவனᾱக῀ கιபிᾷத᾿ ᾙைறகைள வᾁᾰகᾫΆ நைடᾙைறᾺ பᾌᾷதᾫΆ பல அᾎᾁ ᾙைறகைள 
ேமιெகாᾶᾌ வᾞகிᾹறன. கணினி ᾒ᾵பᾷைதᾺ பயᾹபᾌᾷதி ெமᾹᾔᾞᾰகைளᾷ (Software) தΆ பாடᾺ 
பᾁதிகᾦᾰேகιப ஆசிாிய᾽கேள உᾞவாᾰகி வᾞகிᾹறன᾽. உᾞவாᾰகᾺபᾌΆ ெமᾹᾔᾞᾰகளிᾹ தᾹைம 
அறிவிய᾿ பாடᾱகᾦᾰகான ெமᾹᾔᾞᾰகளிᾢᾞᾸᾐ தமி῁Ὰபாட ெமᾹᾔᾞᾰக῀ தᾹைமயாᾤΆ, 

தயாாிᾺᾗ ᾙைறயாᾤΆ ேவᾠபᾌகிᾹறன. உயிேரா᾵டᾙைடய தகவ᾿கைளᾰ ெகாᾶᾌ அைமவன 
தமி῁Ὰ பாடᾱக῀. அதைனᾺ பவ᾽ பாயிᾶ᾵ (Power Point) ᾙதᾢயவιறி᾿ ெவளிᾺபᾌᾷᾐΆேபாᾐ 
அவιᾠ῀ இயᾰகமிᾁ கா᾵சிகைளᾺ பதிᾰகேவᾶᾌΆ. இவιறிιகான பயிιசிக῀ தமிழாசிாிய᾽கᾦᾰᾁ - 
தமிழகᾷதிᾤ῀ள தமிழாசிாிய᾽கᾦᾰᾁᾷ ேதைவᾺ பᾌகிᾹறன. 

நிர᾿ வழிᾰகιற᾿ ᾙைறநிர᾿ வழிᾰகιற᾿ ᾙைறநிர᾿ வழிᾰகιற᾿ ᾙைறநிர᾿ வழிᾰகιற᾿ ᾙைற:::: 

வைலᾷதளᾒ᾵பᾙΆ (Web Technology) ெதாட᾽ நிக῁ᾫகைளᾰ ெகாᾶட ெமாழிᾺபாடᾺ பᾁதிகைளᾰ 
கιபிᾺபதιᾁ மிᾁதிᾜΆ பயᾹபᾌவதாகᾰ காணᾺ பᾌகிறᾐ. ஒᾞ வைலᾷதளᾷதி᾿ தரᾺபᾌΆ 
தகவ᾿கைள விாிᾷᾐைரᾺபதιᾁΆ, ஆ῁Ᾰᾐ கιபதιᾁΆ வைலᾷதள ᾒ᾵பΆ சிறᾸதᾐ விளᾱᾁகிறᾐ. 
P.F. ῄகிᾹன᾽ ெவளிᾺபᾌᾷதிய நிர᾿வழிᾰகιற᾿ (Programmed Learning) ᾙைற, வைலᾷதள 
ᾒ᾵பᾷதா᾿ திᾶைமᾜᾠகிறᾐ. அᾰகιற᾿ ᾙைறயிᾤ῀ள கிைளவழிᾷதி᾵டᾷைத (Branching) 
வைலᾷதள ᾒ᾵பᾷதா᾿  ேந᾽ᾷதியாகᾺ பிᾹபιறᾙᾊᾜΆ. வைலᾷ தளᾷதி᾿ அைமᾰக இயᾤகிᾹற ஒளி᾽ 
அ᾿லᾐ ᾚᾹறாΆ தளᾺ பᾔவ᾿க῀ (Third dimension text)  கிைளவழிᾷ தி᾵டᾷதிιᾁ மிகᾺ 
ெபாᾞᾷதமானᾐ. 

வைலᾷதளᾙΆ கιபைன வளᾙΆவைலᾷதளᾙΆ கιபைன வளᾙΆவைலᾷதளᾙΆ கιபைன வளᾙΆவைலᾷதளᾙΆ கιபைன வளᾙΆ:::: 

தமி῁ இலᾰகியᾱக῀ வᾤவான கιபைன வளᾷைதᾜΆ, நிைறவான ெபாᾞ᾵ெசறிைவᾜΆ 
ெகாᾶᾌ῀ளன. எᾌᾷᾐᾰகா᾵ᾌக῀ 

1 "காᾼமாᾶட ெதᾱகிᾹ பழΆᾪழ கᾙகிᾹ ெநιறி........................ எனᾷ ெதாடᾱᾁΆ சீவக 

சிᾸதாமணிᾺ பாட᾿" 
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2 "தᾶடைல மயி᾿களாட........ தாமைர விளᾰகΆ தாᾱக" எனᾷ ெதாடᾱᾁΆ கΆபராமாயணᾺ 
பாட᾿ 

3 ᾙ᾿ைலᾺ பா᾵ᾌ - ᾙᾨைமயான கா᾵சியைமᾺᾗ இவιைறெய᾿லாΆ வைலᾷதள ᾒ᾵பΆ 
ெகாᾶᾌ வᾁᾺபைறயி᾿ கιபிᾰக, கιபிᾷத᾿ வளᾙᾠΆ. 

கιற᾿ வᾤᾺெபᾠΆ. நிᾠவனΆ  சா᾽ க᾿வியி᾿ இᾷதைகய ᾒ᾵பᾱகைள ேமιெகா῀ளவதιகான 
நடவᾊᾰைககைள 'உᾷதமΆ' ேபாᾹற அைமᾺᾗகளிᾹ ெசயιபாடாக ேவᾶᾌΆ. 

நிᾠவனΆ சாராᾰ க᾿விநிᾠவனΆ சாராᾰ க᾿விநிᾠவனΆ சாராᾰ க᾿விநிᾠவனΆ சாராᾰ க᾿வி 

இᾹைறய க᾿வி, ெதாடᾰகΆ, உய᾽ெதாடᾰகΆ, உய᾽நிைல, ேமனிைல, இளநிைலᾺப᾵டΆ, ᾙᾐநிைலᾺ 

ப᾵டΆ, ஆராᾼᾲசி என 7 பᾊ நிைலகளிᾤΆ நிᾠவனΆ சாராᾐ வள᾽Ᾰᾐ வᾞகிறᾐ.  

அᾲᾆ ஊடகᾱக῀ சாதிᾰகᾙᾊயாத கιற᾿ கιபிᾷத᾿ ᾙைறகைளᾰ கணினி இைணய ᾒ᾵பᾱக῀ 
சாதிᾰகவியᾤΆ. ஆᾆெப᾿ (Ausubul) ெபᾴசமிᾹᾗᾤΆ (Benjamin Bloom)  ᾙதலாேனா᾽ எᾷதைகய 
கᾊனமான கιற᾿ பᾁதிையᾜΆ கιகவியᾤΆ எᾹபதιᾁ உளவிய᾿ விளᾰகᾱகைளᾷ தᾸᾐ῀ளன᾽. 

இலᾰகியᾺ பᾔவ᾿க῀ இலᾰகியᾺ பᾔவ᾿க῀ இலᾰகியᾺ பᾔவ᾿க῀ இலᾰகியᾺ பᾔவ᾿க῀ ((((Literary text) 

ெமாழி இலᾰகியᾺ பாடᾱகளி᾿ ேமιᾁறிᾺபி᾵ட ஏᾨ பᾊ நிைலகᾦᾰᾁாிய கιற᾿ ெபாᾞ῀ 
அைமᾸᾐ῀ளᾐ. பᾊநிைலᾰேகιறவாᾠ எளிைமயிᾢᾞᾸᾐ கᾊனΆ எᾹᾔΆ ேகா᾵பா᾵ᾊᾹ 
அᾊᾺபைடயி᾿ கιற᾿ பᾔவ᾿கைள வழᾱக இைணᾷதள ᾒ᾵பΆ வழிெசᾼகிறᾐ. வணிகᾷ ᾐைறயி᾿ 
நிᾠவனᾱகᾦைடய வைலᾷதளᾱக῀ அவιறிᾔைடய ப᾿ேவᾠ பிாிᾫகைளᾜΆ ெசய᾿பாᾌகைளᾜΆ 
'அவιறிᾹ ᾙகᾺᾗᾺ பᾰகᾷதி᾿ ᾁறிᾷᾐᾰ கா᾵ᾊ மிகᾲ சிறᾺபான ᾙைறயி᾿ ᾙᾨவிவரᾱகைளᾷ 
தᾞகிᾹறன. அᾷதைகய அᾎᾁᾙைற தமி῁ இலᾰகியᾱகளி᾿ ெபாதிᾸᾐ῀ள  

1 பிᾹனணிᾷ தகவ᾿ (Background information) 

2 ேந᾽ெபாᾞ῀ (Direct meaning)  

3 ெபாதி ெபாᾞ῀ (Implied meaning)  

4 கைலᾰ ᾂᾠக῀ (Aesthetic features) 

5 ᾒᾎᾰகᾱக῀ (Inferences) 

ᾙதᾢயனவιைற ெவῂேவᾠ இைணᾺᾗᾷ தளᾱகளி᾿ அைமᾷᾐ எவᾞΆ ஆசிாிய᾽ உதவியிᾹறிᾰ 
கιபதιேகιறவாᾠ வழிகா᾵டவியᾤΆ. 

ெமாழி கιற᾿ெமாழி கιற᾿ெமாழி கιற᾿ெமாழி கιற᾿ 

அாிᾲᾆவᾊ நிைலயிᾢᾞᾸᾐ ஆராᾼᾲசிᾺ பᾊᾺᾗ வைர ெமாழிையᾰ கιபதιகான தளᾱக῀ உ῀ளன. 
அவιைறᾰ கιபதιᾁாிய அகராதி கைலᾰகளᾴசியΆ, பா᾽ைவᾓ᾿க῀ ᾙதᾢயனவιைற இைணᾷᾐᾺ 
பᾹேனாᾰ ᾁைடய ெசாιெபாᾞ῀ அகராதிைய வைலᾷதள ᾒ᾵பᾷதா᾿ ம᾵ᾌேம உᾞவாᾰகᾙᾊᾜΆ. 
எᾌᾷᾐᾰகா᾵டாக, 'வா' எᾹᾠΆ விைனயிைன ஏᾨ பᾊநிைலகளிᾤΆ கιகᾷதᾰகᾺ பாிமாணᾱக῀ 
உ῀ளன. இவιைறெய᾿லாΆ உ῀ளடᾰகிய பᾹேனாᾰᾁᾺ ேபரகராதிைய ெமாழி இலᾰகிய 
வ᾿ᾤந᾽க῀ கணினி வ᾿ᾤந᾽கேளாᾌ இைணᾸᾐ உᾞவாᾰகவியᾤΆ. இᾷதைகய ᾙயιசி 
ெமாழிᾰக᾿வி வள᾽ᾲசிᾰᾁ இᾹறியைமயாததாᾁΆ. 

இய᾿ᾗᾰக᾿விஇய᾿ᾗᾰக᾿விஇய᾿ᾗᾰக᾿விஇய᾿ᾗᾰக᾿வி:::: 

இᾹைறய சᾙதாயᾲ ᾇழᾢ᾿ கணினி அறிᾫ இைளய தைலᾙைற யினாிடᾷᾐᾺ ெபᾞகி வᾞகிறᾐ. 
நா῀ேதாᾠΆ கணினியிᾹ ᾙᾹனம᾽Ᾰᾐ தகவ᾿கைளᾷ திர᾵ᾌதᾢ᾿ இவ᾽க῀ மிᾁᾸத ஆ᾽வΆ 
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கா᾵ᾌகிᾹறன᾽. அவ᾽க῀ ஆ᾽வᾷதிιேகιறவாᾠ ெமாழி இலᾰகிய வைலᾷதளᾱகைளᾰ கιபிᾷத᾿ 
ᾒ᾵பᾱகேளாᾌ உᾞவாᾰᾁவᾐ தமி῁ᾰ க᾿வியாள᾽களிᾹ ெபாᾠᾺபாᾁΆ. இவ᾽களிᾹ க᾿வி 
ᾒ᾵பᾷைதᾰ கணினி வ᾿ᾤந᾽க῀ வைலᾷதள ᾒ᾵பᾷᾐ῀ இைணᾰக ேவᾶᾌΆ. 

இலᾰஇலᾰஇலᾰஇலᾰகியᾱகளி᾿ ெபாதிᾸᾐ῀ள கியᾱகளி᾿ ெபாதிᾸᾐ῀ள கியᾱகளி᾿ ெபாதிᾸᾐ῀ள கியᾱகளி᾿ ெபாதிᾸᾐ῀ள  

"யாᾐΆ ஊேர யாவᾞΆ ேகளி᾽  
தீᾐΆ நᾹᾠΆ பிற᾽தர வாரா"  
"ெச᾿வᾷᾐᾺ பயேன ஈத᾿  
ᾐᾼᾺேபாΆ எனிேன தᾺᾗந பலேவ"  

ᾙதᾢய பᾶபாᾌகைள அைடயாளᾺ பᾌᾷத᾿, அவιறி᾿ காணᾺபᾌΆ விᾨமᾱகைள ெவளிᾺ 

பᾌᾷᾐத᾿, இயιைகேயாᾊையᾸத கιபைன வளᾱகைள உண᾽ᾷᾐத᾿, ெசறிவான ெசாιெபாᾞ῀ 
நயᾷைத உ῀ᾧடᾲ ெசᾼத᾿, தமிᾨᾰேக ெசாᾸதமான சᾸதநயᾷைதᾜΆ இைசᾺ ெபᾞᾰகிைனᾜΆ அறியᾲ 
ெசᾼத᾿, எᾶவைக ெமᾼᾺபாᾌகைளᾜΆ கா᾵சிᾺ பᾌᾷத᾿, ெமᾼபபாᾌகᾦᾰேகιப ᾙᾷதமி῁ வளᾷதி᾿ 
ᾚ῁கᾲ ெசᾼத᾿, எᾹபனவιறிιெக᾿லாΆ வைலᾷதளேம ெபாᾞᾷதமானதாக அைமᾜΆ.  

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர 

தமி῁ கιபிᾷதᾤᾰᾁΆ கιறᾤᾰᾁΆ இய᾿பாகேவ கணினி ᾒ᾵பᾱக῀ ெபாᾞᾷதமாக விளᾱᾁகிᾹறன. 
நிᾠவனΆசா᾽, நிᾠவனΆ சாரா, இய᾿ᾗநிைல ஆகிய ᾚவைகᾰ க᾿விᾰᾁΆ அாிᾲᾆவᾊ ᾙத᾿ ஆராᾼᾲசி 
பᾊᾺᾗ வைரயிலான ஏᾨ பᾊநிைலகᾦᾰᾁΆ கணினி சா᾽Ᾰத இைணய ᾒ᾵பᾷைதᾰ கைடᾺபிᾊᾷᾐ, 

தமி῁ கιற᾿ கιபிᾷதைலᾲ ெசΆைமயாᾰகᾫΆ ேமΆபᾌᾷதᾫΆ வழிக῀ உ῀ளன. தமி῁ᾰ க᾿வியாள᾽க῀, 

கணினி வ᾿ᾤந᾽க῀, ஆசிாிய᾽க῀ ஆகிேயாாிᾹ இைணᾸத ெசய᾿பாᾌக῀ இᾹைறயᾷ ேதைவகளாகᾰ 
கᾞதᾺபᾌகிᾹறன. 
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இைணயΆஇைணயΆஇைணயΆஇைணயΆ வழிᾷவழிᾷவழிᾷவழிᾷ ேதேதேதேத᾽ᾫகளி᾿லாᾰ᾽ᾫகளி᾿லாᾰ᾽ᾫகளி᾿லாᾰ᾽ᾫகளி᾿லாᾰ க᾿விக᾿விக᾿விக᾿வி 
(Education without Examination) 

 Through e-learning   
 

ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ பபபப. அரஅரஅரஅர. நᾰகீரᾹநᾰகீரᾹநᾰகீரᾹநᾰகீரᾹ 
இயᾰᾁந᾽, தமி῁ இைணயᾰ க᾿விᾰகழகΆ 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர 

க᾿வி எᾹபᾐ அᾔபவᾱகைளᾺ பᾊᾷᾐ அறிᾫெபιᾠ ஆᾰகᾘ᾽வ தனிமனித, சᾙதாய வள᾽ᾲசிகᾦᾰᾁᾺ 

பயᾹபᾌᾷᾐவதாᾁΆ. இᾹᾠ க᾿வி கιற᾿ – கιபிᾷத᾿ அைமᾺபி᾿ ஆசிாிய᾽, மாணவ᾽, க᾿விᾷதி᾵டΆ, 

மதிᾺᾖᾌ எᾹற ᾂᾠக῀ அடᾱகிᾜ῀ளன. கιᾠᾺ ெபιற அறிைவᾲ ேசாதிᾷதறியᾷ ேத᾽ᾫக῀ 

பயᾹபᾌகிᾹறன. 

கιபைத ஊᾰகᾺபᾌᾷதᾫΆ, கιற அறிைவ மதிᾺᾖᾌ ெசᾼᾐ தரΆபிாிᾰகᾫΆ உᾞவாᾰகᾺப᾵ட ேத᾽ᾫ 

ᾙைறக῀, ‘மதிᾺெபᾶ’ எᾹற வ᾵டᾷᾐᾰᾁ῀ ᾙடᾱகிᾰ கிடᾰகிᾹறன. அறிᾫ எᾹற ேநாᾰகΆ எᾹபதιᾁ 

மாறாக மதிᾺெபᾶ ெபᾠவேத ேநாᾰகΆ எᾹற நிைல மாறிᾺ ேபாᾼவி᾵ட காரணᾷதா᾿, ᾗாிᾸᾐ பᾊᾷத᾿ 

எᾹபதιᾁ மாறாக, மனᾺபாடΆ ெசᾼᾐ ஒᾺᾗவிᾷᾐ மறᾸᾐேபாத᾿ எᾹற நிைல இᾹᾠ 

உᾞவாகியிᾞᾰகிறᾐ. 

இதனா᾿ ஆᾰகᾘ᾽வ சிᾸதைனையᾷ ᾑᾶᾊ அறிவிய᾿ அறிஞ᾽கைளᾜΆ, ெதாழி᾿ᾒ᾵ப, மᾞᾷᾐவ 

வ᾿ᾤந᾽கைளᾜΆ உᾞவாᾰᾁவதιᾁ மாறாக அᾤவலகᾰ ᾂᾢகைள இᾸதᾰ க᾿வி உᾞவாᾰகிᾰ 

ெகாᾶᾊᾞᾰகிறᾐ. 

இᾸநிைல மாறேவᾶᾌமானா᾿ இᾹைறய க᾿வி ᾙைறகளி᾿ ᾗதிய சிᾸதைன வரேவᾶᾌΆ. 

ஆᾶடாᾶᾌகளாக ெதாட᾽Ᾰᾐ ெகாᾶᾊᾞᾰᾁΆ கιற᾿ – கιபிᾷத᾿ ᾙைறக῀ மாறேவᾶᾌΆ. 

இதιகாக ᾙᾹெமாழியᾺபᾌΆ ᾗதிய அᾎᾁᾙைற தாᾹ ‘ப῀ளியி᾿லாᾰ க᾿வி – ேத᾽ᾫகளி᾿லா 

ேத᾽ᾲசி’ எᾹபᾐ. 

இᾹைறய க᾿விᾷதி᾵டᾷதி᾿ உ῀ள நிைறᾁைறகைள ஆராᾼᾸᾐ, வள᾽Ᾰᾐ வᾞΆ கணிᾺெபாறிᾰ 

காலᾷதிιேகιப, இைணயΆ வழியாக எளிதாக அறிᾫ ெபᾠΆ மாணவ᾽கைள உᾞவாᾰᾁΆ ᾗதிய 

வழிகைள எᾌᾷᾐᾰ ᾂᾠவேத இᾰக᾵ᾌைரயிᾹ ேநாᾰகΆ. 

இᾹைறயஇᾹைறயஇᾹைறயஇᾹைறய க᾿விக᾿விக᾿விக᾿வி ᾙைறᾙைறᾙைறᾙைற 

இᾹைறய க᾿வி ᾙைறயி᾿ ெபιேறா᾽, மாணவ᾽, ப῀ளிᾰᾂடΆ, ஆசிாிய᾽, க᾿விᾷ தி᾵டΆ, வᾁᾺபைற, 

கιபிᾷத᾿ – கιற᾿, ேத᾽ᾫ – ேத᾽ᾲசி எᾹற பயணΆ வᾁᾺᾗ மாறிᾷ ெதாட᾽Ᾰᾐ ெசᾹᾠ 

ெகாᾶᾊᾞᾰகிறᾐ. உய᾽ வᾁᾺᾗ எᾹபᾐ உய᾽ அறிைவᾰ ᾁறிᾰᾁΆ. 

நடᾷதᾺபᾌΆ பாடᾱகளி᾿ ேக῀விக῀ ேக᾵ᾌ, அதιᾁᾲ ெசா᾿லᾺபᾌΆ விைடகைளᾺ ெபாᾞᾷᾐ 

மதிᾺெபᾶ தரᾺபᾌΆ. அதᾹ அᾊᾺபைடயி᾿ ேத᾽ᾲசி கணிᾰகᾺபᾌΆ. 

ஆᾶடாᾶᾌᾰ காலமாக நைடெபᾠΆ இᾸத மதிᾺᾖ᾵ᾌ ᾙைறயி᾿ ேக῀விக῀ ஏறᾰᾁைறய 

நிைலᾷதᾹைம ெபιᾠவி᾵டன. ேக῀விகளிᾹ ேதாரைண சιᾠ மாᾠபடலாΆ, அῂவளᾫதாᾹ. 
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எனேவ ஒᾞ ᾁறிᾺபி᾵ட, ேக῀விகᾦᾰᾁ ம᾵ᾌΆ பᾊᾷᾐ மனᾺபாடΆ ெசᾼᾐ வி᾵டா᾿ ேபாᾐΆ; எளிதி᾿ 

ேத᾽ᾲசி ெபιᾠ விடலாΆ. மனᾺபாடΆ ெசᾼவதιᾁᾺ ᾗாிᾸᾐ ெகா῀ள ேவᾶᾌΆ எᾹற ேதைவயி᾿ைல; 

நிைனᾫᾷ திறΆ ᾂட அῂவளவாகᾷ ேதைவயி᾿ைல. ேத᾽ᾫᾰ ᾂடᾷதி᾿ விைட எᾨᾐΆ வைர நிைனᾫ 

இᾞᾸதா᾿ ேபாᾐΆ. 

இᾺபᾊᾺப᾵ட க᾿வி ᾙைறயா᾿ சிᾸதைன வளர வாᾼᾺபி᾿ைல. ெசாᾹனைதᾲ ெசா᾿ᾤΆ 

கிளிᾺபி῀ைளகைளᾷ தாᾹ உᾞவாᾰக ᾙᾊᾜΆ. 

தமி῁ நா᾵ᾊᾹ தைலநகரΆ ெசᾹைன எᾹᾠ ெசா᾿ᾢᾰ ெகாᾌᾷᾐ வி᾵டா᾿,  

தமி῁ நா᾵ᾊᾹ தைலநகரΆ எᾐ? எᾹᾠதாᾹ ேக῀வி ேக᾵க ேவᾶᾌΆ.  

ெசᾹைன எᾸத மாநிலᾷதிᾹ தைலநகரΆ எᾹᾠ ேக῀வி ேக᾵டா᾿, விைட ெதாியாᾐ. அᾸதᾰ ேக῀விேய 

பாடᾷதி᾵டᾷதிιᾁ அᾺபாιப᾵டᾐ எᾹᾠ ᾂறᾺப᾵ᾌ, ெசா᾿லாத விைடᾰᾁΆ மதிᾺெபᾶ 

ெகாᾌᾰகᾺபᾌΆ. 

இᾺபᾊᾷ ேத᾽ᾲசி ெபιᾠ வᾞபவ᾽களா᾿ இᾸதᾲ சᾙதாயᾷதிιᾁ எᾹன பயᾹ விைளᾜΆ? ப᾵டΆ ெபιற 

பாமர᾽கைளᾷ தாᾹ உᾞவாᾰக ᾙᾊᾜΆ. 

இᾹைறய ேத᾽ᾲசி ᾙைறைய ேசாதைனᾷ தரΆ (Check in Quality) எᾹᾠ ᾂᾠவ᾽. ேசாதைனயி᾿ ேத᾽ᾲசி 
ெபறவி᾿ைல எᾹறா᾿ அதனா᾿ ஒᾞ ஆᾶᾌ ᾪணாகி விᾌΆ.  

ஒᾞ காலᾷதி᾿ ெதாழிι சாைலகளி᾿ இᾸத ᾙைற தாᾹ பயᾹபா᾵ᾊ᾿ இᾞᾸதᾐ. ஒᾞ ெபாᾞ῀ உᾞவான 

பிᾹன᾽, ேசாதைன ெசᾼᾐ சாியாக இᾞᾸதா᾿ ஏιᾠᾰ ெகா῀வ᾽. ᾁைறயாக இᾞᾸதா᾿ நீᾰகி விᾌவ᾽. 

க᾿வியி᾿க᾿வியி᾿க᾿வியி᾿க᾿வியி᾿ க᾵டைமᾷக᾵டைமᾷக᾵டைமᾷக᾵டைமᾷ தரΆதரΆதரΆதரΆ: (BUILD IN QUALITY IN EDUCATION) 

இᾹᾠ இᾸத ᾙைற மாறியிᾞᾰகிறᾐ. அதιᾁᾰ க᾵டைமᾷ தரΆ (Build-in-Quality) எᾹᾠ ெபய᾽. ஒᾞ 

ெபாᾞ῀ உᾞவாவதιᾁᾰ காரணமான வᾊவைமᾺᾗ, உேலாகΆ, பணியாள᾽, உιபᾷதி எᾹᾠ எ᾿லாᾰ 

ᾂᾠகைளᾜΆ தரமானதாக அைமᾷதா᾿, அதிᾢᾞᾸᾐ வᾞΆ ெபாᾞ῀ தரமானதாக இᾞᾰᾁΆ எᾹபேத 

இதᾹ அᾊᾺபைட. ᾙᾨᾷதர ேமலாᾶைம (Total Quality Management) எᾹபதிᾹ அᾊ நாதΆ இᾐ. 

இᾸத அᾊᾺபைடயி᾿ ஒᾞ க᾿விᾷ தி᾵டᾷைத உᾞவாᾰக ᾙᾊᾜமா? ᾙᾊᾜΆ. அதιᾁᾷ ேதைவ: 

1. ந᾿ல ஆசிாிய᾽க῀ 

2. ந᾿ல க᾿விᾷதி᾵டΆ 

3. ந᾿ல கιற᾿ – கιபிᾷத᾿ ᾇழ᾿ 

4. ந᾿ல நி᾽வாகΆ 

5. ந᾿ல ேத᾽ᾲசி ᾙைற 

க᾿வி எᾹறா᾿ ெகாᾌᾺபᾐ அ᾿ல; ேதாᾶᾊ எᾌᾺபᾐ. ஆசிாிய᾽ எᾹபவ᾽க῀ ᾁιறΆ ᾁைறகைள 

நீᾰᾁபவ᾽க῀ (ஆᾆ=ᾁιறΆ) எனேவ அவ᾽க῀ சிᾸதைனᾷ ᾑᾶᾊகளாக (Knowledge facilitator) இᾞᾰக 

ேவᾶᾌΆ. 

தாΆ ெபιற அறிᾫசா᾽ அᾔபவᾱகைள மாணவ᾽கᾦᾰᾁᾰ ெகாᾶᾌ ேச᾽ᾰக ேவᾶᾌΆ. அதιᾁ 

அவ᾽கᾦΆ மாணவ᾽களாகᾷ ெதாடர ேவᾶᾌΆ. அறிᾫᾰ கடைலᾷ ேதᾊ அைலய ேவᾶᾌΆ. அᾸதᾷ 

திைசைய மாணவ᾽கᾦᾰᾁᾰ கா᾵டேவᾶᾌΆ. 
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ஆனா᾿ மாணவ᾽க῀ தாᾹ அᾷதிைசயி᾿ ᾙயᾹᾠ ஓᾊ ᾙᾹேனறேவᾶᾌΆ. ஞானΆ எᾹபᾐ 

கைடசியி᾿தாᾹ வᾞΆ. இᾸத மாணவ᾽ ᾙயιசிகᾦᾰᾁ ஏιப ஆசிாிய᾽கᾦΆ தி᾵டᾙΆ, நி᾽வாகᾙΆ, 

மதிᾺᾖ᾵ᾌ ᾙைறகᾦΆ அைமய ேவᾶᾌΆ. 

இᾹைறய க᾿விᾙைறயி᾿ ஆசிாிய᾽ ேக῀வி ேக᾵கிறா᾽- மாணவ᾽க῀ விைட ᾂᾠகிறா᾽க῀. 

ᾗதிய ᾙைறயி᾿, 

மாணவ᾽க῀ ேக᾵ᾁΆ ேக῀விகᾦᾰᾁ ஆசிாிய᾽க῀ விைட ᾂற ேவᾶᾌΆ. 

ேக῀வி ேக᾵பவᾹ சிᾸதிᾰகᾷ ெதாடᾱகி வி᾵டாᾹ எᾹᾠ ெபாᾞ῀. 

எனேவ மாணவ᾽கைளᾰ ேக῀வி ேக᾵கᾷ ᾑᾶᾌவேத ஆசிாிய᾽களிᾹ கடைமயாᾁΆ. 

வழிேதᾌΆ விழிகᾦᾰᾁ ெவளிᾲசமாᾼ ஆசிாிய᾽க῀ மாறேவᾶᾌΆ. 

300 நா᾵க῀ கιறைத ᾚᾹᾠ மணிகளி᾿ மதிᾺᾖᾌ ெசᾼவᾐ எᾹற ᾙைற மாற ேவᾶᾌΆ. 300 நா᾵கᾦΆ 

ேத᾽ᾫகளாக இᾞᾰகேவᾶᾌΆ. 

தரᾫக῀ ேச᾽Ᾰதா᾿ தகவ᾿  

தகவ᾿க῀ ேச᾽Ᾰதா᾿ அறிᾫ 

அறிᾫ ᾂᾊனா᾿ ஞானΆ 

ஞானᾷைத அைடᾜΆ தவமாகᾰ க᾿வி இᾞᾰக ேவᾶᾌΆ. 

இைணயΆஇைணயΆஇைணயΆஇைணயΆ வழிᾰக᾿விவழிᾰக᾿விவழிᾰக᾿விவழிᾰக᾿வி 

சைமய᾿ ெசᾼவᾐ எᾺபᾊ எᾹᾠ ᾂᾠΆ ᾗᾷதகᾱகைளᾺ ேபாலᾷ தாᾹ இᾹைறய க᾿வி இᾞᾰகிறᾐ. 

ᾗᾷதகᾱகைள ைவᾷᾐᾰ ெகாᾶᾌ சைமᾰக ᾙᾊயாᾐ? சைமᾷதாᾤΆ சாᾺபிட ᾙᾊயாᾐ. 

ேதாைச ᾆᾌவᾐ எᾺபᾊ? எᾹறா᾿ விைட ெதாிᾜΆ – ஆனா᾿ ேதாைச ᾆᾌ எᾹறா᾿? 

ஊசி ெசᾼᾜΆ சிᾠ ெதாழிᾢᾹ ᾒ᾵பᾷைத ᾂᾠவதιᾁ மாறாக, ஒᾞ ஊசி ெசᾼய ேவᾶᾌΆ. 

எனேவ அறிᾫΆ அᾔபவᾙΆ ேச᾽Ᾰத க᾿விᾷதி᾵டᾷைத உᾞவாᾰக ேவᾶᾊயᾐ இᾹைறய 

இᾹறியைமயாᾷ ேதைவ. இᾸதᾷ ேதைவைய நிைறேவιற வᾸதிᾞᾰᾁΆ அ᾵சய பாᾷதிரΆ தாᾹ 

கணிᾺெபாறி. கணிᾺெபாறி ஊடான இைணயவழிᾰ க᾿வி. 

இைணயᾰ க᾿வி ᾙைறயி᾿ பாடᾱக῀ அைனᾷᾐΆ ப᾿ᾥடகᾷ ெதாழி᾿ᾒ᾵பᾰ ᾂᾠகᾦடᾹ, 

படᾰகா᾵சிக῀, ேபᾲᾆ, இைச, ெசᾼᾙைற ஆகியவιேறாᾌ இைணயΆ ᾚலமாகேவ ஒேர ஆசிாிய᾽ 

உலகி᾿ உ῀ள எ᾿லா மாணவ᾽கᾦᾰᾁΆ பாடΆ நடᾷᾐவா᾽. 

ஆசிாியைரᾷ ேதᾊ மாணவ᾽க῀ ேபானᾐ ஒᾞ காலΆ. ஆனா᾿ இᾹᾠ மாணவ᾽கைளᾷ ேதᾊ அவ᾽க῀ 

ᾪᾌகᾦᾰேக ஆசிாிய᾽க῀ ேபாகிறா᾽க῀. 

ᾪᾌகேள வᾁᾺபைற, விர᾿ ᾒனியி᾿ அறிᾫᾺ ᾗைதய᾿ 

கணிᾺெபாறியி᾿ ம᾵ᾌம᾿லாᾐ ெச᾿ேபசிகளிᾤΆ இᾸதᾺ பாடᾱகைளᾰ ேக᾵கலாΆ; பᾊᾰகலாΆ; 

பா᾽ᾰகலாΆ – ப῀ளிᾰᾁᾺ ேபாகாமேல.  

ஆனா᾿ இைணய வழிᾰ க᾿வியிᾤΆ மதிᾺᾖᾌ எᾹபᾐ எᾨᾷᾐᾷ ேத᾽ᾫ எᾹபதாகேவ 

அைமᾸதிᾞᾰகிறᾐ. 
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ேத᾽ᾫக῀ேத᾽ᾫக῀ேத᾽ᾫக῀ேத᾽ᾫக῀ இ᾿லாதஇ᾿லாதஇ᾿லாதஇ᾿லாத ேத᾽ᾲசிேத᾽ᾲசிேத᾽ᾲசிேத᾽ᾲசி: 

ஒᾞ ஊாி᾿ உ῀ள மாணவ᾽கைள ஒᾹᾠ ᾂ᾵ᾊ ஒᾞ இடᾷதி᾿ உ᾵காரைவᾷᾐ, ஒᾞ ஆசிாிய᾽ 

ேமιபா᾽ைவயி᾿ ேத᾽ᾫக῀ நடᾷதி விடலாΆ. உலகி᾿ உ῀ள மாணவ᾽கைள எᾱேக உ᾵கார ைவᾺபᾐ? 

யா᾽ ேமιபா᾽ைவயிᾌவᾐ? 

இதιᾁ ஒேர வழி ேத᾽ᾫக῀ இ᾿லாத க᾿விதாᾹ? அᾺபᾊெயᾹறா᾿ மதிᾺᾖᾌ ெசᾼவᾐ எᾺபᾊ? ேத᾽ᾲசி 
ᾙᾊᾫக῀ தᾞவᾐ எᾱஙனΆ? 

ஒᾞ பாடᾷதி᾿ ஒᾞ மாணவᾹ எᾹன கιகேவᾶᾌேமா, அதιேகιப ஒᾞ தி᾵டᾺபணிைய ஆᾶᾌᾷ 

ெதாடᾰகᾷதிேலேய வழᾱகிவிடலாΆ. அᾷதி᾵டᾺ பணிைய ஏιᾠᾲ ெசய᾿பᾌᾷᾐΆேபாᾐ ஏιபᾌΆ 

ேக῀விகᾦᾰᾁ ஆசிாிய᾽க῀ விளᾰகΆ ெசா᾿லலாΆ. ேதைவ எᾹபதா᾿ மாணவ᾽க῀ ᾂ᾽Ᾰᾐ 

ேக᾵பா᾽க῀; ᾗாிᾸᾐ ெகா῀ள ᾙயιசிᾺபா᾽க῀. 

இதιᾁᾷ ேதைவᾺபᾌΆ ஆசிாிய᾽க῀ இᾞᾰகிறா᾽களா? பாட ᾓ᾿க῀ உ῀ளனவா?  

இைணயᾷதி᾿ ஆசிாிய᾽க῀ இᾞᾰகிறா᾽க῀! அவ᾽களிᾹ மிᾹᾙகவாி ெதாிᾸதா᾿ேபாᾐΆ. எளிதி᾿ 

ெதாட᾽ᾗ ெகா῀ளலாΆ. மாணவாிᾹ ேக῀விகைள ஒᾞ வைலᾺᾘவி᾿ பதிᾜΆ ேபாᾐ ப᾿ேநாᾰᾁᾺ 

பா᾽ைவயி᾿ விைடக῀ கிைடᾰᾁΆ. 

ஒᾞ பணிᾷதி᾵டᾷைத ஒᾞ மாணவᾹ ᾙᾊᾷᾐ இைணயதளᾷதி᾿ இ᾵ᾌ அைதᾺ பιறிய கᾞᾷᾐகைளᾰ 

(feed back) ேக᾵கலாΆ. ஒᾞ பணிᾷதி᾵டᾲ ெசயலாᾰகேம அறிᾫ தᾞΆ எᾹபதா᾿, இதιகான தனியான 

மதிᾺᾖᾌ ேதைவயி᾿ைல. மிᾹᾕ᾵ட கᾞᾷᾐகைள ேவᾶᾌமானா᾿ மதிᾺᾖ᾵ᾌᾰ காரணியாக ைவᾷᾐᾰ 

ெகா῀ளலாΆ. 

இதιᾁ ஏராளமான பணிᾷதி᾵டᾱக῀ ேதைவᾺபᾌேம? எᾱேக ேபாவᾐ? ஏᾨ ᾆரᾱகைள ைவᾷᾐᾰ 

ெகாᾶᾌ ஏராளமான இைசகைள உᾞவாᾰᾁவᾐேபா᾿, சιᾠ மாᾠத᾿ ெசᾼᾐ ஏராளமான 

பணிᾷதி᾵டᾱகைள உᾞவாᾰகி விடலாΆ. இைணயΆ எᾹற அறிᾫᾰ கᾞᾬலΆ இதιᾁ  ᾐைண ெசᾼᾜΆ. 

இதனா᾿ ஏᾹ எᾹᾠ ேக῀வி ேக᾵ᾌ அறிᾫெபᾠΆ ᾗதிய வழிையᾰ கா᾵ᾊ, ஆᾰக ᾘ᾽வᾲ சிᾸதைனᾷ 

திறᾙ῀ள மாணவ᾽கைள இΆᾙைற ᾚலΆ உᾞவாᾰகலாΆ. 

ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர 

மாιறΆ ஒᾹேற மாறாதᾐ. மாιறமி᾿லாம᾿ வள᾽ᾲசி இ᾿ைல. எதி᾽Ὰᾗ இ᾿லாத மாιறᾙΆ இ᾿ைல. 

எனேவ க᾿வி ᾙைறயி᾿ ேதைலᾺபᾌΆ ஒᾞ மாιறᾷதிιகான தி᾵டΆ இᾱேக ெகாᾌᾰகᾺப᾵ᾊᾞᾰகிறᾐ. 

இᾐ ெதாடᾰகΆ தாᾹ இைதᾺ பιறிய விாிவான விவாதΆ இனிᾷ ெதாடᾱக ேவᾶᾌΆ;  பயᾔ῀ள 

ᾙᾊைவ எ᾵ட ேவᾶᾌΆ. 
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Abstract 

Tamil Video retrieval based on categorization in cloud has become a challenging and important issue. 

Video contains several types of visual information which are difficult to extract in common 

information retrieval process. Tamil Video retrieval for query clip is a high computation task because 

of the computation complexity and large amount of data. With cloud computing infrastructure, video 

retrieval process has some scope and is flexible for deployment. The proposed method categorize the 

Tamil video into subcategories, splits the video into a sequence of shots and extracts a small number 

of representative frames from each shot and subsequently calculates frame descriptors depending on 

the edge and color features. The color histogram is computed for all the key frames based on hue, 

saturation and intensity values. Edge features are extracted using canny edge detector algorithm. The 

features extracted are stored in feature library in cloud. The features are tagged with Tamil text in 

cloud in order to satisfy Tamil query clip. Also, Videos are retrieved based on the Tamil audio 

information. The EUCALYPTUS cloud computing environment is setup within academic settings and 

the similarity matching of the Tamil video query is performed. The similar videos are displayed based 

on the similarity value and the performance is evaluated. Eucalyptus cloud platform is setup in Linux 

OS and the Tamil video retrieval process is deployed within the cloud. The efficiency of cloud 

computing technology improves the Tamil video retrieval process and increases the performance. 

Keywords—video retrieval, categorization, cloud computing, Tamil query, Eucalyptus 

1. Introduction 

The need for intelligent processing and analysis of multimedia information has been increasing on a 

regular basis.  

Researchers have found numerous technologies for intelligent video management which includes the 

shot transition detection, key frame extraction, video retrieval and more. Content based retrieval is 

considered to be the most difficult and significant issue of practical value amongst all the others. It 

assists the users in the retrieval of favored video segments from a vast video database efficiently based 

on the video contents. This paper aims at presenting the process of Tamil video retrieval in cloud 

environment. Video contains both visual and audio information. Audio contains natural language 

information which can be used to retrieve similar video content. The Tamil text processing is 

performed for user Tamil query. 

The video retrieval system can be divided into two principal constituents: a module for the extraction 

of representative characteristics from video segments and defining a retrieval process to find similar 
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video clips from video database. A large number of approaches use a wide variety of features to 

symbolize a video sequence of which color histogram; shape information and text analysis are a 

renowned few. Application that requires a large number of computational resources might have to 

contact several different resource providers in order to satisfy its requirements. Cloud computing 

systems provide a wide variety of interfaces ranging from the ability to dynamically provision entire 

virtual machines. The feature database is stored in the cloud and the users query is compared. As 

based on cloud computing infrastructure, video retrieval process can be easily extended. 

The rest of this paper is organized as follows: Section 2 deals with literature survey in the domain 

related to the project. It gives the different techniques adopted in the domain. Section 3 deals with 

system architecture. It includes detailed design of various phases involved in the project. It describes 

the internal working of the system. Section 4 deals with simulation and results of video retrieval 

process in cloud for Tamil videos. Section 5 deals with performance evaluation and result analysis. 

Section 6 focuses on conclusion and future enhancement. 

2. Related Works 

Nurmi describes the basic principles of the EUCALYPTUS design, that allow cloud to be portable, 

modular and simple to use on infrastructure commonly found within academic settings [3]. 

EUCALYPTUS is an open source software framework for cloud computing that implements what is 

commonly referred to as Infrastructure as a Service. It allow users the ability to run and control entire 

virtual machine instances deployed across a variety physical resources. 

Takagi explains a method for video categorization based on the camera motion[5].Camera motion 

parameters in the video sequence contain very significant information for categorization of  video, 

because in most of the video, camera motions are closely related to the actions taken. Camera motion 

parameters can be extracted from video sequence by analyzing motion information. Camera motion 

parameter has many advantages for categorization of video. Camera motion parameters like pan, fix 

are obtained using motion vector. Motion vectors are classified into 8 directions and histogram is 

calculated in each category. By analyzing characteristics of this histogram, camera motion parameters 

are extracted for each video [2]. 

The video shot segmentation system uses mathematical characterization of cuts and dissolves in the 

video [1].Different kinds of transitions may occur. An abrupt transition is found in a couple of frames, 

when stopping and restarting the video camera. A gradual transition is obtained based on effects, 

such as fade in i.e. a gradual increase (decrease) in brightness  or dissolves i.e. a gradual super-

imposition of two consecutive shots. Abrupt transitions are obtained for two uncorrelated successive 

frames. In gradual transitions, the difference between consecutive frames is reduced. Considerable 

work has been reported on the detection of abrupt transitions 

A method for key frame extraction [6] which dynamically decides the number of key frames 

depending on the complexity of video shots and requires less computation. Priya and Shanmugam 

describe a method for feature extraction which provides the steps for extracting low level features [4]. 

The spatial distribution of edges is captured by the edge histogram with the help of sobel operators. 

Color histogram is the most extensively used method because of its usage in various fields. The color 

histogram value are recognized using hsv color space. Texture analysis algorithms are used in random 
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field models to multi resolution filtering techniques such as the wavelet transform. Several factors 

influence the utilization of Gabor filters for extracting textured image features. The feature library 

stores the extracted features. 

3. System Overview 

The architecture of our proposed system is shown in Fig 1.  In the offline process, set of videos are 

given as input and features are extracted from the video. In the online process, the features are 

extracted from the query clip and matched against the feature vectors stored. 

 

 

Fig 1  System Architecture 

A. Video Categorization 

The first process to be carried out is video categorization which is shown in Fig 2. The content based 

video categorizing method uses camera motion parameters. This parameter helps to categorize the 

sports videos for identifying different sports types. Camera motion parameters are changing the state 

among 2 types (Fix and Pan) along with time scale in video sequence. Here, motion vector are 

classified and histogram is calculated. By analyzing the characteristics of this histogram, camera 

motion parameters are extracted for each MPEG video. 
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Fig 2 Video Categorization Process 

In a video, panning is the sweeping movement of a camera across a scene and Fix means the static 

position of the camera. For this parameter, camera motion extraction ratio is calculated. 

             camera motion extraction ratio w[x] 

            w[x] =(  Num.appear  /  Num.total )*100% 

                  x = {FIX, PAN} 

where, 

Num.appear -> number of times of an appearance for camera work x. 

 Num.total -> total number of frames in the given video. 

B. Shot Segmentation 

To segment the shots, the video has to be split into video shots prior of conducting any video object 

analysis. Scene change detection, either abrupt scene changes or transitional (e.g. dissolve, fade 

in/out, wipe) is employed to achieve the video shot separation. 

 

Fig 3 Shot segmentation Process 

The proposed algorithm is based on the computation of an arbitrary similarity measure between 

consecutive frames of a video. The first phase of the algorithm detects the abrupt shot-change 

detection and second phase detects the gradual transition. 

C. Key frame Extraction        

A key frame is a frame that represents the content of a shot. This content is the most representative 

one. In the large amount of video data, first reduce each video to a set of shots and find the 

representative frames. Each shot obtained by video segmentation algorithm contains a set of frames. 
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These segments are represented by two dimensional representative images called key frames that 

greatly reduce amount of data that is searched. Key frames from each shot are obtained by comparing 

the color information between adjacent frames. A frame will be chosen as key frame if the value 

exceeds certain threshold.  

D. Feature Extraction 

Feature extraction is an area of image processing which involves using algorithms to detect and isolate 

various desired portions of a digitized image or video stream. Different kinds of video features, 

including edge and color for each key frame is being extracted. To minimize the dimensionality of the 

data, feature extraction is employed which extracts  discriminative features of data. 

 
 

Fig 4  Color Histogram Process 

Fig 4 shows the process of color histogram creation. Color histogram is the most extensively used 

method because of its robustness to changes due to scaling, orientation, perspective, and occlusion of 

images, which are recognized by using the HSV color space.  

Edges in the key frames are detected based on the canny edge detector. The Canny operator works in 

a multi-stage process. First of all the image is smoothed by Gaussian convolution. Then a simple 2-D 

first derivative operator is applied to the smoothed image to highlight regions of the image with high 

first spatial derivatives. Edges give rise to ridges in the gradient magnitude image. 

 E. Similarity matching 

The query video is categorized and key frames are extracted. The color and edge features extracted are 

matched against the features in the repository. The color features are matched based on the naive 

similarity algorithm and edge features are matched based on region based histogram. 

The algorithm first calculates the color histogram for the query clip and compares with the video set. 

Each key frame feature vector of query clip is matched with all the feature vectors in the repository 

and most similar match is retrieved. The histogram values contain mean, entropy and standard 

deviation of color. From the mostly matched key frames the edge histogram is calculated and matched 

against query clip. The edge histogram contains region information. The key frames which give the 

most similarity values are selected and the corresponding videos are retrieved as the similar videos 

for user query clip. 

F. Audio Processing  

The next way of Tamil video retrieval focuses on audio processing. The audio track is extracted from 

the Tamil video as the first step. The audio files are segmented in order to remove the silence and 

noise. The audio files of each video are processed and the words are extracted and stored as .wav files. 
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These .wav files are called as features of the audio content.  

The user gives the query Tamil video clip as input. This input file contains both audio and video 

information. The audio data will be segmented to remove silence and extract key words. These key 

word files are pattern matched against all the .wav files in the feature set. The most matched patterns 

are found and the corresponding videos are extracted. 

The pattern matching of wav files are performed and the results which exceed certain threshold are 

taken as the result. 

 

F. Text Processing 

The next way of video retrieval is based on Tamil text. The wav files of audio input are chosen and are 

tagged with Tamil text. The user input of Tamil text is transliterated and is searched against the 

feature set. The matched results corresponding video are retrieved and given as result to user. 

Transliteration is the practice of converting a text from one language into another language 

phonetically. Transliteration is different than translation. The Table 1 shows some transliterated 

English word for tamil word. 
  

Tamil word  Transliterated 

English word 

கᾊனΆகᾊனΆகᾊனΆகᾊனΆ Kadinam 

 

ᾘᾰக῀ Pookkal 

ᾁழᾸைத Kuzhandhai 

பாᾺபா Paappa 

 

மைழ mazhai 

 
Table 1: Transliteration of Tamil to English 

          

F. Cloud setup 

Eucalyptus is an open source cloud computing system.             

The eucalyptus open source cloud environment is setup in Linux cluster.The eucalyptus software is 

installed.The cloud controller,cluster controller,walrus and storage controller are installed.  

The cloud controller is the entry point into the cloud for users and administrators.It asks node 

managers for information about resources,makes scheduling decisions and implements them after 

requesting to cluster controller. 

The cluster controller executes on a cluster front end machine,or any machine that can communicate to 

both the nodes running Node controllers and to the machine running cloud controller.Cluster 
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controllers gather information about and schedules virtual machine execution on specific node 

controller and also manages virtual instance network. 

The Node controller is executed on every node that is used for hosting virtual machine instances.They 

control the execution,deplyment and termination of virtual machine instances on the host where it 

runs. 

The storage controller is capable of interfacing with various storage systems.It is a block device and it 

is attached to an instance file system.Walrus allows user to persistent data,organized as buckets and 

objects.It provides a unique mechanism for storing and accessing virtual machine images and user 

data. 
 

 

                             

Fig 5 Video Retrieval process in Eucalyptus cloud 

The Tamil video retrieval process is developed as application and this application is bundled to the 
virtual machine instance. The application bundled virtual machine image is uploaded and registered 
to the eucalyptus cloud. The instances are communicated and the application is run over the cloud. 
The query video clip is given as input in the cloud front end. The videos are categorized, the key 
frames are extracted and the similarity search is performed in separate parallel instances. The 
retrieved video result are given as output to the user. 

4. Simulation and Results 

The video retrieval process includes video categorization, key frame extraction, feature extraction and 

similarity matching. The process is carried out in Java media framework and Java advanced imaging. 
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Fig 6 Tamil Quer Video and Key frame extracted from videos 

Fig 6 shows the key frame extracted for a given tamil video and Fig 7 shows the categorization and 
similar video result 

 

   

Fig  7 Similarity result of query video 

The user gives the query video name as input and based on the commands the videos will be 
categorized, extracts key frames and features. The similar video will be retrieved if they give search 
command 

5. Performance Evaluation 

The video retrieval process is performed in cloud and the performance is evaluated while running in 
two instance. 
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No. of 

videos in 

dataset 

Execution 

time in 2 

instances 

Execution 

time in 1 

instance 

10 5206.2 18369.69 

15 5522.63 18924.41 

20 6202.2 21731.45 

25 7291.7 25319.52 

30 8575.6 28904.35 

Table 2:Relation between execution time in one instance and two instance 

The application is run in EUCALYPTUS private cloud and the execution time is calculated while 

running in single instance and two instances. The execution time is much less when we run in two 

instances. This shows that the video retrieval process shows better performance in cloud. 

 

 

Fig 8 Performance graph in cloud environment 

 

The performance of video retrieval process is checked by precision recall graph.  

                      Recall = DC/DB and Precision = DC/DT 

 Where DC is the number of similar clips which are detected correctly, DB is the number of similar 

clips in the database and DT is the total number of detected clips. 
 

  Query video Recall Precision 

Q1 0.1 0.9 

Q2 0.35 0.78 

Q3 0.39 0.69 

Q4 0.6 0.4 

Q5 0.8 0.2 

Table 3:Precision and recall for query video clips 
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The precision and recall for various query video clips are computed. The efficiency of the video 
retrieval process is improved as the retrieval process includes categorization process. 

 

Fig 8 Performance graph for video retrieval 

The performance of Tamil video retrieval shows that the most similar videos are retrieved. Also the 

application in cloud environment shows that the cloud computing provides better performance 

through execution time and resource sharing. 

6. Conclusion and Future work 

The proposed video retrieval categorizes the video into different category based on camera motion 

parameters. It facilitates the segmentation of the elementary shots in the video sequence proficiently. 

Then the key frames are extracted from the video shots. Subsequently, the extraction of features like 

edge and color histogram of the video sequence is performed and the feature library is employed for 

storage purposes.   

Then Video retrieval system based on query video clip is incorporated within the cloud. Cloud 

computing, due to its high performance and flexibility, is under high attention around the industry 

and research and reduces the computation complexity of Video retrieval process based on visual, 

audio and text input. 
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Abstract 

Natural language is a straightforward and efficient medium for describing visual facts and mental 

images. The System uses a novel approach to generate animation from Tamil texts such as stories. 

Tamil text is pre-processed and the necessary features like named entities, environmental constraints, 

temporal and emotion constraints for the given stories are extracted and placed in the database. The 

system automatically generates a query based on the users input and compare it with features stored 

in the database. Finally animation is dynamically generated using an external motion synthesis system. 

Using this system, even greenhorn users can generate animation quickly and easily by giving the 

Tamil text. 

Keywords— Computer animation, Natural Language Processing, Pre-processing, Feature Extraction, 

Motion synthesis 

I. INTRODUCTION 

These days, animations are widely used in many applications, such as cartoons, web graphics, games, 

and so on. Computer animation is one of the best methods for depicting the dynamic content. A 

medium is necessary for the animation to be created in a convenient and natural manner. It should be 

possible to describe the scenes directly from natural language.NLP is an easy and effective way to 

analyze, understand and generate languages that humans use naturally.  

The aim of this work is to generate an animation from Tamil texts such as movie scripts or stories. 

Training input text is given to the pre-processing module. Here tokenization is performed and the 

tokens are given to the morphological analyser which is used to convert the tokens into a POS tags. 

Information related to named entities, temporal constraints, emotion and environment inference 

features are extracted.  A query is generated automatically from the input text which contains 

information for the search process and compares it with the information already stored in the 

database. Finally motion synthesis generates an animation. The interactions between characters are 

handled by this module based on the information provided in the database.  

   II. RELATED WORK 

Generating animation from natural language texts has been a challenge. WordsEye developed by 

Coyne and Sproat [1] converts natural language texts to a scene. WordsEye focuses on generating a 

still image, when a character motion is specified in a given text, the system simply prefer to pose for 
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the action generated from the database. The Carsim system [2] describes a new version of text-to-scene 

converter that handles texts describing car accidents using computer program and it is visualized in 

the 3D environment. Storytelling System [3] illustrates a system called Interactive e-Hon, which 

provides storytelling in the form of animation and conversation translated from original text. A 

Constraint based scene conversion system [4] describes a Text2Scene conversion method which 

automatically converts text into 3D scenes. A large database of 3D models is used by this method to 

depict entities and actions.  

III. SYSTEM OVERVIEW 

In this section, overview of our system (Figure 1) is given, where the major components are identified. 

When the Tamil text is given to the system, Tamil text is pre-processed and the information are 

extracted and stored in the database along with the objects created. When an input text is given to the 

system it automatically generates the query from the input text and compares it with the information 

stored in the database. An animation is then generated using an external motion synthesis system. 

 

 

Figure 1. SYSTEM OVERVIEW 

PRE-PROCESSING 

When the Tamil text is given to the system, natural language processes (Tokenization and 

morphological analysis) are applied first. 

Tokenization 

The first step in NLP is to identify tokens, which decomposes the delimiters like punctuation and 

whitespaces. Here Tamil text is given as the input to the tokenizer which breaks the text into 

meaningful tokens. The tokens generated by the tokenizer are passed to the analysis engine.  

Morphological Analysis 

RCILTS [5] developed a tool called Atcharam, an analyser which performs Morphological Analysis for 

Tamil text. The Morphological analyser takes a derived word as input and separates it into root word 

and associated morphemes. It is the basic tool used in spell checker, grammar checker, parser and 

machine translation systems. It has two major modules noun analyzer and verb analyzer. 
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Tamil Noun and Verb classification example 

By this method morphemes are generated and given to the learning process where the necessary 

informations are extracted. 

INFORMATION EXTRACTION 

OBJECT IDENTIFIERS 

Object Identifiers recognize named entities in text by Named Entity Recognition (NER). “Rule based 

approach” is used to extract named entities from the given text. Initially, root words say Noun, verb, 

adjective, pronoun, adverb from text file are extracted. Rules are created based on prefix and postfix of 

noun, i.e. noun that occurs between verb and noun, noun that occurs between noun and noun, noun 

that occurs between noun and verb and so on. If any of the above rules satisfies the input text named 

entities are extracted. Here is an example, 

Input: ஒᾞ ᾁளᾷதி᾿ எᾠΆᾗ தᾷதளிᾷᾐ  

Given input text is pre-processed and the root words are extracted. 

    ᾁளΆ<Noun> 

     எᾠΆᾗ<Noun> 

     தᾷதளி<Verb> 

Now the rules are applied to this extracted root words. Here எᾠΆᾗ comes between noun and verb 

which satisfies the rule is extracted.   

TEMPORAL AND EMOTION EXTRACTION 

Temporal reasoning in NLP involves extraction, representation and reasoning with time and events in 

the natural language text. Here to extract temporal constraints, “manually created dictionary” is used. 

The root words are compared with the manually created dictionary and temporal constraints are 

extracted if the input text satisfies the inferences present in the dictionary. Similarly different emotion 

present in the text is also extracted using manually created dictionary.  

Figure 2 shows the different emotional constraints to be depicted. 
  

HAPPY இᾹபΆ,மகி῁ᾲசி,ᾁᾑகலΆ,சᾸேதாஷΆ,ஆனᾸதΆ,களிᾺᾗ,ெபᾞமிதΆ,சிாிᾺᾗ 

ANGER அகᾱகாரΆ,சினΆ,ேகாபΆ,ெவᾠᾺᾗ,எாிᾲச᾿,சீιறΆ தாபΆ 
SURPRISE அதிசயΆ,ஆᾲசாியΆ, பிரமிᾺᾗ,மைலᾺᾗ, வியᾺᾗ 
FEAR அᾲசΆ,பயΆ,ᾖ᾽,ெபாᾞம᾿,விதி᾽Ὰᾗ,கவைல,அᾴᾆ,கலᾰகΆ,நᾌᾰகΆ 

SADNESS ேசாகΆ,அᾨைக,ேசா᾽Ᾰத, ᾐயரΆ,வᾞᾷதΆ, ᾐᾹபΆ, கᾶணீ᾽, ᾂᾲச᾿, அலᾠ, 
கதᾠ,ᾗலΆᾗ,கᾷᾐ, ᾙழᾰகΆ,ᾂᾰᾁர᾿, ᾐᾰகΆ, வா᾵டΆ, விசனΆ 

Figure 2 Emotion Constraints 

வᾶᾌ< noun > 

க῀< plural > 

வᾶᾌகᾦᾰᾁ 

உᾰᾁ<case marker > 

பᾊ< verb > 

ᾷᾷ< past tense marker> 

பᾊᾷதாᾹ  

Ᾱ< gender > 
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Finally, environmental constraints that specify location and actions are extracted. 

ANIMATION GENERATION 

Movie clips for the extracted information are created using Adobe Flash professional and stored onto 

the database.  

CONSTRAINT MATCHING 

When an input text is given, information constraint should match with the information present in the 

database to generate animation. String matching algorithm is used to compare the information 

extracted and information stored in the database. Let P[1...M] and T[1...N] be the character array for 

the given string. Pattern P is said to occur with shift s in text T. To find all valid shifts or possible 

values of s so that P[1..m] = T[s+1..s+m] ; There are n-m+1 possible values of s. 

Procedure String Matcher(T,P) 

1.  n ← length [T]; 

2.  m ← length[P]; 

3.  for s ← 0 to n-m 

4. do if P[1..m] = T[s+1..s+m] 

5.  then shift s is valid 

Find first match of a pattern of length M in a text stream of length N. 

The extraction of Pattern  கா க Ά is done by, 

காகΆ        M = 4  

க ᾨ ைத ஆ ᾌ கா க Ά ᾁ ர ᾱ ᾁ    

கா க  Ά 

     கா க  Ά 

           கா க Ά 

                 கா க Ά 

                      கா க Ά 

                           கா க Ά  

By this method exact string is matched from the database for the given information. 

STORY ASSEMBLER 

Storyboards are the only way to convey rich information, viewing a particular order of events in a 

most appealing way. Basically the system searches for noun and verb from the given input text then 

automatically assemble and analyse the subsequence like background, named entities, temporal, 

emotion and action movie clip from a database that matches the constraints.  

MOTION SYNTHESIS 

Animation is generated by motion synthesis by efficiently connecting the movie clips that are 

assembled by the story assembler from the database. The character and objects interactions are 

handled by this module based on the information that the movie clips have. Timeline specifies what 
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kind of action occurs at particular time. Once the timeline has been set, animation is generated for the 

given Tamil text. Figure 3 shows the animation generated for the given Tamil Text 

 

Figure 3 Animation is generated from Tamil text 

PERFORMANCE ANALYSIS 

The performance analysis is used to monitor the functioning, efficiency, accuracy and other such 
aspects of a system. For the analysis performed for the learning process, the overall accuracy obtained 
is 83%. Figure 4 shows the Performance analysis for Animation generated from the Tamil text.  

 

Table 1 Test case for Animation Generation      Figure 4 Performance analysis for Animation generation 

 

The overall accuracy obtained for the generation of animation is 80%. The performance can be further 

improved by generating rules and optimizing the learning process. 

CONCLUSION AND FUTURE WORK  

The system provides automated generation of animation from Tamil text which provides a new 

approach for users to create animation quickly. The proposed method takes Tamil text as the input and 

it is pre-processed and features like named entities, temporal constraints, emotion and environmental 

constraints are extracted and animation is generated dynamically by motion synthesis. Even non-

professional people can rely on this system and they can generate animation quickly and easily by 

giving the Tamil text. Future work can be extended by generating animation via automatic speech 

recognition rather than text. 
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Abstract 

In this paper we propose a Popularity based Scoring model for Tamil word games. Games are one of 

the effective means to teach a language. There exist very few online word games for Tamil. Scoring is 

one of the key aspects of a game that nurtures interest in the player apart from the interface and logic. 

The Popularity Based Scoring Model proposed in this paper, uses a word statistics crawler to 

periodically collect the statistics of word usage in popular blogs, news articles and social nets. The 

popularity of every word is thus modeled in comparison with every other word in the language. The 

model was successfully implemented in a simple unscramble game titled ‘Miruginajambo’. Over three 

lac root words from Agaraadhi Project were crawled for statistics and 20000 words were obtained for 

the game based on threshold levels for increasing levels of complexity in the game. The paper 

concludes providing the results and analysis of implementing the model and also discusses various 

word games where this model can be used. 

1. Introduction 

Word based games can serve as an effective tool to teach vocabulary in any language. The complexity 

levels, the score achieved motivates a player to play more and there by learn more words. One key 

challenge in designing such games is the scoring model. A scoring model for a game means a lot more 

than just a value associated with the game level or complexity. An effective scoring model has to 

motivate a player to play more and there by retain the player’s interest to come back again.  

Tamil language has very few online games available online. These games are mostly flashcard-based 

games. With new words being introduced in various domains such as medicine, computer science and 

other disciplines, such games can be the most effective way to teach words. The main reason for 

popularity of word games in English is their scoring models apart from the user interface they build 

around their games.  

In this paper we propose a popularity-based scoring model for word-based games in Tamil. Providing 

this scoring model we test the scoring model over two games namely ‘miruginajambo’, a unscramble 

game and ‘thookkuthookki’, a Tamil equivalent of hangman. Popularity Based Scoring Model 

generates score based on the combination of the word’s popularity, length of the word and Tamil 

alphabet popularity.  



125 

This paper is organized into four major sections. The following section gives the background about 

scoring models and other relevant literature. The third section gives the popularity based scoring 

model and the components of the scoring model. The final section concludes discussing the results.  

2. Background 

A scoring model calculates scores based on performance of any system on various domains like Credit 

Scoring Model in baking application, Fuzzy Logic Approaches in game etc. In the new generation 

mobile multiplayer games, scoring was generated by using Fuzzy Logic Approach [1]. Automatic 

Target-scoring System of Shooting Game Based on Computer Vision [2], Online Score System Using 

Hierarchical Colored Petri Nets [3] to evaluate the outer and inner performances of the system, such 

as scan, score, and resource utilization. The Credit scoring models [4] are developed to classify the 

loan applicants as accepted or rejected. The decision is based on the information of each applicant 

such as age, income and debit ratio. First time we proposed The Popularity Based Scoring Model 

proposed for Word games, uses a word statistics crawler to periodically collect the statistics of word 

usage in popular blogs, news articles and social nets. This word Popularity was implemented in the 

Agaraadhi Online Dictionary [5]. The Word from agaraadhi is given to web and found the frequency 

distribution of the word across the popular blogs, news articles, social nets etc. The Scoring Model 

uses the Frequency Analysis of Tamil Alphabet [6]. The Frequency Analysis is done by splitting the 

Tamil word into alphabet, splited alphabet are added to their corresponding counter, frequency of 

each alphabet was identified individually.  

3. A Game Framework based on Popularity-Based Scoring Model 

We propose a simple game framework for an unscramble game in this paper, depicted in figure1. The 

framework can be basically divided into two major divisions, online and offline, in terms of the time 

of processing. This section describes the various scoring generator in detail. 

  

 

Fig 1: Popularity Based Scoring Model 
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3.1 Offline Processing 

The Offline Process takes a Set of Tamil words as input, Word Popularity Scoring, and Tamil Alphabet 

Frequency Analysis are the key tasks here. 

3.1.1 Bag of Tamil Words 

Tamil words are obtained for analysis from the Agaraadhi project comprising over 3 lac words on 

various domains such as General, Engineering Technology, Literature, Medicine and Computer 

Science.  

3.1.2 Word Popularity Scoring  

Word Popularity shows the word usage in the web. The words from agaraadhi are crawled over 

popular news sites; blog articles and social networking sites periodically and the frequency 

distribution of the word across sites are identified and recorded. This overall information is then used 

to compute the popularity score for each word.  

3.1.3 Tamil Alphabet Frequency Analysis 

The words obtained from the set of words are split into alphabet that constitute the word and the split 

alphabets are added to their corresponding counter, frequency of each alphabet is identified 

individually. Alphabet Frequency Analysis generates score based on the frequency value of the 

alphabets. This Analysis result will be used later to find the popularity of a letter and thus the 

complexity of a word. So, a low frequency alphabet contained word gets a higher score. 

3.2 Online Processing 

The Online Process Comprises of Random word Picker, Word Jumbler and Popularity Based Score 

Generator 

3.2.1 Random word Picker 

Random word Picker fetches a random word based on the domain specified by the user and the Word 

Popularity. It will be possible now to decrease the word popularity score on every higher level to 

increase the complexity of the game.  

3.2.2 Word Scrambler 

Word Scrambler module scrambles the Tamil alphabets in a word such that all alphabets are not 

placed in their actual correct spots. The jumbler is randomized such that the next time the same word 

will be jumbled in another combination.  

3.2.3 Popularity Based Score Generator 

Score Generator generates the score based on the proposed Popularity Based Scoring Model using the 

parameters such as word popularity, level of the game, Low frequency scored occurrences of Tamil 

Alphabets in a word, total number of swaps to complete a level and time taken to complete a level. Let 

w be the word, lw be the length, Let Pw be the popularity score of the word, Let Pa be the average 

alphabet popularity frequency of the alphabets in w, Let t denote the time taken to solve the word in 
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seconds, Let s denotes the number of swaps needed to solve the word, Let α be the score for a perfect 

answer.  

The score for a solving,  

Score S (w) = α * (1-Pw) * (1- Pa) * (1 - ) * (1 -   ) 

4. Results and Discussion 

The framework depicted in figure 1 was implemented with a simple web interface. The snapshots of 

the working game with the popularity based scoring model are given in figure 2. The same game was 

developed with and without the popularity based scoring model with the earlier version giving a 

score just based on the level and number of letters swapped. The version with popularity based 

scoring model was found to receive more users playing for a longer time and repeatedly as they find 

their current score rapidly increase if they identify a less popular word.  

5. Conclusion 

In this paper we proposed a Popularity-Based Scoring Model for computer based word games in 

Tamil. The popularity of words was identified by their usage over the internet by news, blog and 

micro blog writers. This information is then converted to scoring every word in a dictionary. This 

score is used in the Scoring model to compute the score for the user at different levels. The scoring 

model is compared to a traditional level based scoring model. Analyzing user behavior over the two 

models we conclude that the popularity based scoring model creates more interest in user to play the 

game for long time and repeatedly compared to the traditional level based scoring. 
 

 

Fig 2: Snapshots of the working game with the popularity based scoring model 
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Abstract 

Automatic classification of web document increases in the regional languages, because of amount of 

information available in the regional languages (like Tamil, Telugu, Hindi) is huge in the internet in 

the form of e-Book, news, articles and other type of formats. It is difficult to categorize those 

documents based on the subject of interest. Tamil is a Rich Dravidian language, it have a millions of 

documents in the Web Repository, due to growth of digital documents, categorization needed to 

classify document. Too much classification techniques are present for the English documents 

classification like SVM, K-NN, Decision trees, Neural Network technique, but classification in regional 

languages like Tamil, it’s new and emerging. So that our proposed work involves first, genetic 

algorithm will be employed to reduce dimension of document .Second, Multilingual Cross- domain 

classification, involves the predefined labels in the English language will be used to classify the Tamil 

Corpus, because pre-defined labels in the source domain is expensive to create, so that look for other 

domain of same interest to classify the documents. Third Back Propagation Technique applied to 

classify Corpus. 

Key Terms: Classification, Multilingual, Cross-Domain, Dimension Reduction 

Introduction 

Today most of the documents exist in the electronic repository like e-books, journals, news articles and 

other sources of information in form of English only. This electronic document exits in other regional 

languages also (like Tamil). To classify those Region documents lot of research going on. 

Tamil[1] is an oldest regional language present in the world. Around billion of people speaking Tamil 

and lot of documents present in the Tamil language. Natural Language processing of Tamil is difficult, 

because of little bit research is taken place. To analyze their keywords, linguistics plays an important 

role. Lot of research already taken place to classify English documents based on supervised and 

unsupervised learning. I.e. two types learning is their (i) supervised leaning means of classification 

documents based on the pre-defined label categorization. It first train the training document based 

upon the pre-defined labels, and test the test documents and classify based upon the training set. (ii) 

Unsupervised learning is a clustering. 

Many machine learning technique available like SVM, KNN Classifier, Neural Network, Bayesian 

Classifier based on mathematical approaches.  For Pre-label is expensive, to avoid that other domain 
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label is used for classification purposes, but in English document collection lot of Cross-Domain[10] 

Labels are available, in order to classify the documents in other domain but in Classification based on 

rare. So that use labels in the domain of English Document, to the corresponding labels in Tamil 

documents, it reduce the classification effort, and also produce better results. 

Before using those approaches dimension reduction plays an important role to minimize the no of 

keywords present in the document. Our proposed approach use the genetic algorithm for reduction of 

no of key attributes present in the documents. 

Dimension reduction carried out based on feature selection and feature reduction methods. 

Feature selection [2] means that, it selects the keywords based on attributes, which contribute reduction 

of no of words in the documents. Selection plays an important role here. Two types present (i) filter 

method Separating the feature selection from the classifier learning, and relay on general 

characteristics of data, no bias over any learning algorithm, generally it fast. (ii) Wrapper model, 

relaying on predefined classification algorithm, and computationally expensive. 

Genetic algorithm [3] will be used as a dimension reduction technique, it takes the set of keywords as a 

population of terms, and neural network will be employed as a classifier, which train and classify the 

training documents and classify testing documents after that training phase. 

Tamil corpus will be generated automatically, by using a web crawler. Crawler return the set of 

document pages (Tamil) particularly news articles. These collectively articles used to form the corpus. 

Further classification will be done using those Tamil news articles (Corpus).  

This paper section 2 describes the web crawler section 3 describes the Tamil corpus, section 4. 

describes the dimension reduction using the genetic algorithm, section 5, describes the classification 

using neural network. 

2. Web Crawler 

Crawler is a software program, which can fetch the WebPages based on the seed URL given to the 

Crawler. Here seed URL will be “Tamil news article” site URL. This crawler crawls only site given to 

the input to the crawler, it doesn’t navigate to other site. It uses a muti threaded downloader to down 

load the web pages , based on that seed URL given to the crawler, this crawler, crawls the pages only 

within that link. Suppose it should news.goole.com means, it crawl the link fully, retrieve the 

document within that. 
 
 
 
    URLs 
       
 
   URLs 
  
 
 

Figure 1. Architecture of Web Crawler 

 

      WWW 

Multi-
threaded 
downloader 

Storage 

      Scheduler 

Queue 



131 

3. Tamil Corpus 

Many research going on to build a corpus in Tamil. Central institute of Indian language (CIIL)[4], 
Mysore actively involved in building the corpus in different regional languages. 

Here, corpus build by using a web crawler, it crawl a web pages and stored it in a local database. After 
that it will be edited in order to make and formed as a corpus 

Tamil has 12 vowels and 18 consonants. This are combined with together 217 composite characters 
and 1 special characters counting to the total of 247 characters. To build a corpus for that rich type of 
grammar is too difficult. So that crawler will used to retrieve web content, and it edited to form a 
corpus. 

4. Dimension Reduction using genetic algorithm 

Generally dimension reduction used to reduce the no of words in a corpus. Because corpus have a 

huge collection of words, but few collections of words in a corpus makes the document meaningful, 

So that to identify those words, dimension reduction plays a vital role. 

Genetic algorithm used as an optimization technique. Here it plays as a dimension reduction, it choose 

a set of attributes like content name, sub-content title, and other. 

Genetic algorithm uses a input as a set of population of attributes, instead of choosing a single 

attributes, it reduce the no of words from a thousand to hundred, each attribute like a gene, group of 

attribute forms a chromosome, uses a various operation like, 

1. Crossover: single or multi-point 

2. Mutation 

3. Reproduction 

4.1 Algorithm of GA for dimension reduction 

Step1: form the set of attribute as a chromosome. 

Step2: generate the fitness function for each gene in the population. 

Step3: apply the genetic operator, and evaluate the fitness once again. 

Step4: stop, if attain the terminating condition, else generate new population and go to step2. 

5. Classification of Web Document 

After the Identification of set of key attributes, need to classify the training documents using a neural 

network. Neural network [9] have a set of input nodes, and hidden nodes, and a corresponding output 

nodes. Training documents taken as a input to the system, that should be trained and classified 

accordingly based on the attributes generated by the genetic algorithm, theoretically says that, 

dimension reduction after that classification improve the result future 
     µk 
 
 
 
 
 
 
 

 

Figure 2. Architecture of Neural Network. 
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Back propagation technique employed in the classification of web documents. Feedback given to the 

neural network with every set of documents trained. After that documents tested against the network, 

whether it should be classified correctly. Theoretical performance is better than other classification 

technique. 

Conclusion and Future Work 

Automatic classification of Tamil web content increase the need for separate classification approaches, 

for that genetic algorithm employed as a dimension reduction technique, and classified accordingly 

based on the selected attributes, it improve the precision and recall after the dimension reduction. 

Future improvement in the neural network, will be use of winnow/preceptor technique with no 

hidden layer improve classification technique. 
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Abstract 

Emotion detection from text is pragmatically complicated than such recognition from audio and 

video, as text has no audio or visual cues. Techniques of emotion identification from text are, by and 

large, linguistic based, machine learning based or a combination of both. This paper intends to 

perceive emotions from Tamil news text, in the perspective of a positive profile, through a neural 

network. The chief inputs to the neural network are outputs from a domain classifier, two schmaltzy 

analyzers and three affect taggers. To aid precise recognition, tense affect, inanimate/animate case 

affect and sub-emotion affect dole out as the supplementary inputs. The emotion thus recognized by 

the generalized neural net is displayed via a two dimensional animated face generator. The 

performance and evaluation of the neural network are then reported.Index Terms—Emotion 

detection, Machine learning, Neural network, Tamil news text.  

I. Introduction 

Emotion detection from text attracts substantial attention these days as this if realized, could result in 

the realization of a lot of fascinating applications like emotive android assistants, blog emotion 

animators etc. However, emotion detection from text is not trouble-free, as one cannot, with a single 

glance get a hold of the emotions of the people about whom the text is based. Further, what appears to 

be sad for a person may perhaps appear fear for someone. Emotion detection from text is thus 

influenced by the empathy of the readers. Also, as there may be no background information, to shore 

up the  emotion of a person in text, it is better if emotion detection is based on some model empathy. 

The aim of this paper is to detect emotion from Tamil news text by a self learning neural network 

which takes in linguistic and part of speech emotive features. The emotion is identified by assigning 

weights for features based on their affective influence.  

II. Background 

Tamil is a Dravidian language as old as five thousand years and enjoys classical language of the world 

status along with Hebrew, Greek, Latin, Chinese and Sanskrit. Unlike Sanskrit, Latin and Greek, 

which are very rarely in use, it is a living language and has fathered many Dravidian languages like 

Malayalam, Telugu etc. It is morphologically very rich and has a partial free word order. It groups 

noun and verb modifiers, (adjectives and adverbs) under a single category, Urichols. Noun participles 

are equally affective as the verb participles. Thus, apart from parts of speech, morphological entities 

like cases and participles are also affective.    

Among the methods of emotion detection, [1] observes that the Support Vector Machines using 
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manual lexicons and Bag Of Words approach perform better. The Support Vector Regression 

Correlation Ensemble is an album of classifiers, each trained using a feature subset tailored to find a 

single affect class. However, as support Vector machines suffer from high algorithmic complexity and 

requirement of quadratic programming and do not efficiently model non-linear problems, Neural 

networks has been opted as they provide greater accuracy than Support Vector Machines.  

Nevertheless, Neural networks sport disadvantages like local minima and over fitting. The former can 

be handled by adding momentum and the latter is usually solved by early stopping. Since the neural 

net could memorize all training examples if over the need hidden neurons are present, three 

promising prototypes are constructed, trained and tested to find the optimal one. To this optimal 

neural net, the affective feature tags from Tamil news text are given, to recognize the inherent 

emotion, based on their respective affective strength.   

Kao, Leo, Yahng, Hsieh and Soo use a combinatory approach of dependency trees, emotion model 

ontology and Case based reasoning [2] where cases are manually annotated. Such an approach may 

work for languages of few cases. However, not all cases in a language may be affect sensitive. Cases in 

Tamil are eight and only two of these are affect sensitive, namely the instrumental and the accusative 

case. Thus manually annotating cases in Tamil would normally fail as cases aid in increasing or 

decreasing the affect of the verb nearby. 

The separate sub-class networks [10] for Emotion recognition with context independence in speech 

seem to be promising but for the low precision of 50 even when the learning is supervised using a 

simple backpropogation network.  However, this project is similar to the above in one aspect; in 

assuming model empathy to support context independence, thereby avoiding the bias on a particular 

individual involved in the text.  

Sugimoto and Masahide [9] split the text into discourse units and then into sentences identifying the 

emotion of discourse and sentences separately. The language of the text considered is Chinese which 

is monosyllabic partially with nouns, verbs and adjectives being largely disyllabic. Tamil is partial free 

word order and does not have such phonological restrictions. Hence, application of such an approach 

to Tamil may not be fitting intuitively. 

Soo Seoul, Joo Kim and Woo Kim propose to use keyword based model for emotion recognition when 

keywords are present and to use Knowledge based ANN when text lacked emotional keywords [6]. 

The KBANN uses horn clauses and example data. However, the accuracy of emotion recognition 

using KBANN is less ranging from 45%-63% compared to the recognition range of 90% where 

emotional keyword affect analysis is incorporated. 

Most of the research in emotion recognition is directed toward audio and video from which one can 

infer so many cues even without understanding the narration .For text, the features of the language of 

text has a major emphasis on emotion recognition.  Tamil is a morphologically rich language and 

hence its affect sensitive features would drastically vary with the usually chosen languages for 

emotion recognition like Chinese which is character oriented and English which is least partially 

inflected. 
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III. An architecture for Emotion Recognition 

This section throws light on each module and its functions. Tamil Morphological analyzer, a product 

of the Tamil Computing lab of Anna University is used as the tool to retrieve part of speech like 

nouns, verbs, modifiers and cases. The 2D animated face generator is another tool to display the found 

emotion via a two dimensional face. 

Following is the architecture diagram of the Neural net framework. 

 

Fig 1: The Overall Architecture 

A) The Domain Classifier 

The Domain Classifier takes in documents which are already classified under five domains namely, 

politics, cinema, sports, business and health. Training process involves retrieving nouns and verbs 

using the Tamil Morphological Analyzer, calculating file constituent terms’ domain frequencies and 

inserting them into the respective domain hash tables with terms as keys and term frequencies as 

values. Training reports a document’s domain, based on the highest test domain frequency counter.  

The algorithm is as follows 

i) Preprocessing: 
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Let FD represent the set of files in a domain and f be a file such that f є FD. Let T be the bag of words in a 

domain without stop words and t є T. 

1. ∀∀∀∀f є FD, remove stop words and tokenize 

2. Get the nouns and verbs using the Tamil Morphological analyzer. 

3. ∀∀∀∀t є T, Ft =∑ ft  where ft  is the frequency of t in f. 

ii) Training: 

Let HD represent a domain hash table  

∀∀∀∀t є T , insert (t, HD) where t being the key and the value v being 

      v = Iocc + ∑ fdup(v) 

where Iocc is the first occurrence of the term in the domain and  fdup(v) is the frequency of its duplicate. 

iii) Testing: 

Initialise domain frequency counters Pc, Cc, Bc, Sc and Hc. Given a document, remove the stopwords 

and tokenise. 

Let Tok be the bag of nouns and verbs in the document, retrieved using the Tamil Morphological 

Analyser.  

Convert Tok to a set by removing the duplicates. 

∀∀∀∀t є Tok, get the frequencies of t, from all the domain hash tables. Increment the domain frequency 

counter of the domain that yields the highest frequency for t. 

Report the domain of the test document as the domain that has the highest counter value.  

B) The Negation Scorer 

The Negation classifier gets the documents, analyses whether positive words occur in the 

neighborhood of negative words or whether likes come close to dislikes and vice versa and assigns a 

score. 

i) Training: 

Let F denote set of all files in the corpus and let f є F. Let T be the bag of words in a file f without 

stop words and t є T. 

a) ∀f є F, remove stop words and tokenize. 

b) ∀f є F, let Neg denote the negation score of f primarily intialised to 1. 

c) ∀t є T, let i be the current position.Check whether t is a positive/negative word or like/dislike 

word. 

if t is positive/like, and a negative/dislike word occurs in a window of three places to the left or 

right, calculate Neg as  

Neg = Neg – 0.01 

if t is negative/dislike, and a negative/like word occurs in a window of three places to the left or 

right, calculate Neg as  

Neg = Neg – 0.1 

d) If  Neg < -0.5 ,report the document as negative. 
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C) The Flow Scorer 

The Flow scorer assigns a score to each document based on the pleasantness of the words it has. The 

score is set in view of the phonetic classification in Tamil alongside with place and manner of 

articulation. Let F denote set of all files in the corpus and let f є F. Let T be the bag of words in a file f 

without stop words and t є T. Let tg be the English equivalent of a Tamil word t. 

a) ∀f є F, remove stop words and tokenize. 

b) ∀t є f,convert t to tg 

c) ∀ tg є f, compute the flow score as the sum of the Maaththirai counts diminishing when Kurukkams 

appear. 

Table 1: Kurukkams and Maaththirai 
 

Rule  Context Final Maaththirai 

KuttriyaLukaram One among these  ᾁ ᾆ ᾌ ᾐ ᾗ ᾠ 

at the end of the word 

1,(Decrease is 0.5) 

Aukaarakkurukkam ஔ  in the beginning 1.5,(Decrease is 0.5) 

Aikaarakkurukkam ஐ in the beginning and middle 1.5,(Decrease is 0.5) 

 ஐ in the end 1,(Decrease is 1) 

Maharakkurukkam வ before Ά 0.25,(Decrease is 1/4) 

Table 2.  Phonemes under Manner of articulation 
 

Category  Manner of Articulation Phoneme 

Greater Rough Retroflex, Trill ட ற  

Rough Tap, Dental, Bilabial க ச த ப ர 

Intermediate Semivowels, Approximants ய ல ள ழ வ 

Soft Nasal ங ஞ ண ந ம ன 

Let t be the Tamil word, tg be the Grapheme form and Pt be the bag of phonemes in t with p є Pt. Let 

GRscore be the score of the greater rough category, Rscore be the score of the rough category, Iscore be 

the intermediate score and Sscore be the score of the soft category.  

i) Calculate GRscore, Rscore, Iscore, Sscore as    

      GRscore = ∑ f(p)GR .    

      Rscore = ∑ f(p)R .     

          Iscore = ∑ f(p)I .      

      Sscore = ∑ f(p)S .   

where f(p)GR is the frequency of a greater rough category phoneme , f(p)R is the frequency of a rough 

category phoneme, f(p)I is the frequency of a intermediate category phoneme and f(p)S is the frequency 

of a soft category phoneme. 
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ii) Calculate the FinalRoughScore and FinalSoftScore as 

      FinalRoughScore = GRscore + Rscore .   

      FinalSoftScore = Iscore + Sscore .    

iii) If FinalRoughScore > FinalSoftScore T→ Pleasant 

iv) Else if FinalSoftScore > FinalRoughScore T→ Unpleasant 

v) Else T→ Neutral 

D) The Taggers 

At the start four taggers were constructed specifically, the noun tagger, verb tagger, Urichol tagger and 

case tagger. But for the instrumental and accusative cases, the left behind cases are not affective. For 

this reason, the constructed case tagger is unused as an input to the neural network.  Nonetheless, the 

affect sensitive cases are incorporated in the affect specificity improver, namely the 

animate/inanimate affect handler. 

Each tagger, picks up the respective part of speech in the document, analyses the major affect and tags 

the document with that affect. As a consequence, noun tagger reports the affect of nouns, verb tagger 

reports the affect of verbs and Urichol tagger reports the affect of Urichols. The generalized algorithm is 

as follows. 

Let F denote set of all files in the corpus and let f є F. Let T be the bag of words in a file f without stop 

words and t є T. Let N denote nouns, V denote the verbs and U denote the Urichols in a file. Let n є N, 

v є V, u є U. 

a) ∀f є F, remove stop words and tokenize. 

b) ∀f є F, get N for Noun Tagger, V for Verb tagger and U for Urichol tagger, using the Tamil 

Morphological analyzer. 

c) ∀n є N, use the noun affect lexicon to determine the noun affects. Initialize respective noun affect 

counters for the basic six emotions and increment them depending on the affect of each n. 

d) ∀v є V, use the Verb affect lexicon to finalize the verb affects. Initialize respective affect verb 

counters for the basic six emotions and increment them depending on the affect of each v. 

e) ∀u є U, find the Urichol affect using the Urichol affect lexicon. Initialise respective affect counters 

for the basic six emotions and increment them depending on the affect of each u. 

f) For each tagger, report the final affect of a file f, as the affect of the respective affect counter that has 

the maximum value. 

 

E) The Tense Affect Handler 

a)  ∀f є F, get the verbs under each of the three tenses. Let Pr represent the present tense, Pa denote the 

past tense and F denote the future tense. 

b) Analyze the affect of each tense category verbs. 

c)   Prioritize Present, Future and then Past tenses. 

d) Report the high frequent affect of the Present tense. If present tense verbs are absent, report the 

maximum frequent affect of future tense, else report the high frequent affect category of the past tense. 

F) The Inanimate/Animate Handler 

a)  ∀f є F, get the verbs using the Morphological analyzer. 
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b)  Restrict a window size of one to the left to find whether affect sensitive cases are present. 

c) Analyze the affect of the verbs and categorize them under mild and dangerous. 

d) Analyze the cases and see if they add to the affect of the verbs or nullify it. 

e) If affect intensity is increased report danger, else report the affect implied. 

 

G) The Contrary Affect Handler 

a) ∀f є F, check whether there are multiple entities in a sentence. 

b) Using the Profile monitor, check whether the entities are in like list or dislike list. 

c) Analyze the nouns next to the entities to see whether they are favorable to the preferred entities or 

not. 
d) Report the affect as the affect of the nouns with reference to the preferred entity. 

H) The Sub-emotion Spotter 

a) ∀f є F, Get all nouns, verbs and urichols using the Tamil morphological analyzer. 

b) Use the constructed sub-emotive affect lexicon to identify the high frequent sub emotion. 

c) Report the maximum occurring affect based on the sub- affect. 

 

I) The Neural Network  

Initially a supervised Backpropogation network was constructed with the architecture 6:3:1. 

However, since emotion recognition is to do with emotional intelligence, unsupervised 

learning was preferred and Hebbian learning was incorporated. The forget factor is fixed as 

0.02 and the learning factor as 0.1. Following is the pseudo code. 

 

a) ∀f є F, get the outputs from Domain Classifier, Negation Scorer, Flow Scorer and the three affect 

taggers.(The Improver modules fail to aid emotion recognition by getting eclipsed toward certain 

domains and are hence overlooked.) 

b) Initialize the network weights and threshold values which are set in the range of 0 to 1. 

c) Start the learning for each file using Hebb’s rule. 

d) Report the affect as the affect of the output activation that approximately equals an affect value. 

e)  Stop the learning when steady state is embarked or sufficient number of epochs has been elapsed. 

IV. Results and Evaluation 

Both Batch and Sequential learning are supported. The precision of the Neural network is 60% . Other 

datasets used were lyrics and stories.  Stories usually have sub plots and hence overall affect usually 

gets eclipsed towards neutral. Hence, news (400 files) and lyrics (230) were used for training. 

Validation set included 50 news files with equal contribution from five domains and 10 lyrics.  

For lyrics and stories, the neural net has a better precision of 70%. The precision gets increased when 

epochs increase for all the datasets. Simple supervised Back propogation network was implemented 

and used as the Baseline whose precision was 30% more than the constructed even with minimum 

epochs.     



140 

Following is a graph that depicts how precision of emotion found varies with respect to the number of 

epochs, in the case of a single news text. Values nearer to zero indicate the drastic variation of the 

reported affect from the actual one (ie joy instead of sad) and values near 100 indicate the closeness 

towards the actual affect. 
 

 

    Fig 2: Epochs vs Precision of affect of a document. 

The neural network suffers from ambiguity problems in the case of closely related categories like love-

joy and sad-fear irrespective of dataset.  The supervised Back propogation network is used as the 

baseline which is 30% more in precision than the Unsupervised Hebbian Learning. 

Besides, the Unsupervised Hebbian learning Neural net has exponential complexity and consumes 

two thirds of the physical memory. The affect reporting of a single file amounts to three minutes 

where approximately one and a half minute is taken for indexing and loading of the domain hash 

tables by Domain Classifier. The CPU usage during the learning varies roughly from 11% to 72%. 

V. Conclusion 

Thus, an unsupervised Hebbian learning neural network is constructed which fetches its major inputs 

from a domain classifier, two sentimental scorers and three part of speech taggers to figure out the 

affect in the presented text. As is the case with almost all natural language processing applications, 

ambiguities do exist in emotion recognition; here among closely related affective categories like love-

joy and sad-fear. However, a competitive strategy in unsupervised learning can be opted to resolve 

this issue, as such a learning is concerned with demarcating one from the rest. Identification of other 

affect sensitive features could further aid in precise emotion detection.  
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Abstract 

We present a fractal coding method to recognize online handwritten Tamil characters and propose a 

novel technique to increase the efficiency in terms of time while coding and decoding. This technique 

exploits the redundancy in data, thereby achieving better compression and usage of lesser memory. It 

also reduces the encoding time and causes little distortion during reconstruction. Experiments have 

been conducted to use these fractal codes to classify the online handwritten Tamil characters from the 

IWFHR 2006 competition dataset. In one approach, we use coding and decoding process. A 

recognition accuracy of 90% has been achieved by using DTW for distortion evaluation during 

classification and encoding processes as compared to 78% using nearest neighbor classifier. In other 

experiments, we use the fractal code, fractal dimensions and features derived from fractal codes as 

features in separate classifiers. Whereas the fractal code was successful as a feature, the other two 

features are not able to capture the wide within-class variations. 

Introduction 

Fractal codes are the compressed representation of patterns, based on iterative contractive 

transformations in metric spaces proposed by Barnsley. A simplified version of the fractal block 

coding technique for digital images has been used to encode the 1-D ordered online handwritten 

character patterns. A novel partitioning algorithm has been proposed to reduce the computation 

complexity of encoding and decoding, with a minor fall in recognition accuracy.  

Building fractal codes for handwritten characters 

We need to find the collection of affine transforms of the online handwritten character. The raw online 

handwritten character is first preprocessed using three steps: (i) smoothing (ii) re-sampling the 

variable number of points in each character to 60 points. (iii) normalizing the x and y coordinates 

between 0 and 1. The handwritten character locus is divided into non-overlapping range segments. 

Each range segment has a fixed number of points (R) in it. Last point of each range becomes the first 

point of the next range, except in the case of the last range. 

Creating a pool of domain segments 

The domain pool is formed for each character locus. Domain pool is the collection of all possible 

domain segments. The number of points in each domain segment is chosen to be double that in each 

range segment, D = 2R. Domain pool can be obtained by sliding the window containing D points at a 

time. The window is first located at the beginning of the stroke. The window is moved along the 
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stroke by δ points, in such a way that it does not cross the end point of the stroke. The step δ has been 

chosen as R/2 in our experiments. 

 

Constructing transformed Domain pool 

Transformed domain pool is constructed by multiplying each domain segment with the eight 

isometrics that involve reflection and rotation about different axes. To begin with, each domain is 

translated to its centroid and scaled down by the contractivity factor (s=0.5). The following 

transformations are then applied to each of the candidate domain segment. 

 

 

 

The above transformations produce a whole family of geometrically related domain segments. In 

domain pool, matching blocks will be looked for encoding the online handwritten character.  

Searching for the most similar domain segment for each range: Each affine transformed domain 

segment is re-sampled into R points and then its centroid is translated to that of the concerned range 

segment. Distance between them is found. Similarly, distances w.r.t to the all the domain segments is 

calculated. The most similar domain segment corresponding to each range segment is identified and 

fractal code is stored corresponding to the particular range. The fractal codes are similarly obtained 

for all the online handwritten characters. 
Fractal codes corresponding to each range segment consists of (1) the range segment index, (2) the 
range segment centroid, (3) index of the most similar domain segment and (4) the index of 
transformation used out of the 8 transformations. 
Issue related to constructing fractal codes 

The whole character is divided into range segments of equal number of points. Smaller the number of 
points in each range segment, the more minutely we can capture the complexity in any region of the 
character. The number of range segments per character is thus inversely proportional to the number of 
points in each range. Again, the encoding speed is inversely proportional to the number of range 
segments per character. It has been noted that there are certain region in a character where the 
curliness is minimal so in those area the range segment size could be increased still encoding the 
region precisely.   
Steps to encode a handwritten character where the number of points in each range is variable: 

 

 
Fig 1. Tamil handwritten character ‘aa’ 
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Cumulative angle ‘θC’ is calculated starting from the first point and traversing the character stroke till 
it crosses an empirically set threshold of θT. Smaller the threshold, finer is the encoding. Figure 1 
shows a sample of the handwritten character /aa/ in Tamil. Figure 2 shows the effect of the choice of 
the angle threshold on the reconstruction error. 

 

 
 

Fig 2. Illustration of the distortion in reconstruction with different angle thresholds ϕT. Here 

reconstruction is performed from the fractal codes of the character /aa/ shown in Fig 1. For encoding, 

different values of range sizes are used, namely, 4, 8, 12, 16 and 20. 

Algorithm for partitioning 

1. Domain pool of different sizes (namely 8, 16, 24, 32, 40) are constructed corresponding to the 

range sizes of 4, 8, 12, 16 and 20. By size, we mean the number of points in each domain. 

2. Start from the first point and move along the character from one point to the next and calculate 

the cumulative change in angle θC.  

3. The No. of points (K) till the point penultimate to the one, where θC crosses the threshold ϕϕϕϕT is 

noted. 

4. The range size closest to and less than K is chosen. The most suitable domain is chosen from the 

corresponding domain pool and the fractal codes are stored. 

5. The last point of the present range is then considered as the first point of the new range and the 

process repeats starting from step 2. 

Along with the fractal codes, the size of the range chosen is also stored. If the end point is reached 

with θC  < ϕϕϕϕT, then step 4 is followed, where K includes the last point also since θC < ϕT). If at the end, 

few points are left which is less than the smallest range, they are discarded else step 4 is repeated. 

Algorithm for reconstruction: Banach’s contractive mapping theorem states: “If a contractive 

mapping ‘W’ (which are the fractal codes here) is defined, then iterative application of the mapping on 

any sequence of the same space will lead to a Cauchy’s sequence which will converge to a fixed, 

unique point. 

CASE I: Range having fixed number of points 

A random initial pattern having the same number of points is taken or generated. A domain pool of 

size double that of the range is created in a manner similar to the encoding process. First fractal code is 
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taken corresponding to the first range of the pattern, and operations are performed on the 

corresponding domain indicated by the domain index in the code of first range. The indicated domain 

segment’s origin is shifted to its origin and then it is scaled down by the contractivity factor (0.5 here). 

Then the affine transformation as indicated in the code is applied on the scaled domain segment. 

Finally the transformed domain’s centroid is shifted to the range segment centroid as present in the 

fractal code. The above steps are repeated to decode all the range segments. Then the whole decoded 

locus is smoothened. The above steps are repeated till the termination condition is satisfied to finally 

converge to a fixed and unique pattern. Termination condition could be (i) an empirically set fixed 

number of iterations, sufficient for convergence or (ii) minimal or no distortion between two 

consecutive patterns produced by 2 consecutive iterations. 

CASE II: Range having variable number of points in each range 

In this case, multiple domain pools are created out of the random pattern taken for the reconstruction. 

Using the extra information given in the fractal code pertaining to the range size to be chosen so that 

domain segment is picked up from the appropriate domain pool. The rest of the steps are same as the 

case for the reconstruction with fixed range size. Using above two methods, fractal codes of any give 

pattern can be created and the same pattern could be decoded using any random pattern after 

applying this reconstruction algorithm iteratively for few times. 

1. Classification by using fractal codes in construction and reconstruction: 

The above fractal encoding and decoding method has been used for classification of characters. The 

assumption behind this classification is that if a sample of a class (say /a/) is encoded and fractal 

codes are obtained. The following process of reconstruction if started in 2 ways i.e. firstly by applying 

the reconstruction algorithm iteratively on a random pattern of any different class (anything other 

than ‘A’) and secondly doing the same on any random pattern of the same class (i.e. ‘A’) then the 

distortion between the initial pattern and the pattern obtained after first iteration of reconstruction is 

relatively much more in the first case than in the second. The reason behind this is that reconstruction 

process leads to convergence to the pattern whose code is used for reconstruction. And since the class 

of the initial pattern in the second case and the fractal code is same, the distortion in the second case is 

smaller than the first case. 
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Fig 3. In the above image, reconstruction process is shown which starts from a random straight line 
and finally converges to a pattern which is very close to the original pattern after 8 iterations. The 
original pattern (in Fig 1) was encoded using different range sizes of 4, 8, 12, 16 and 20 with the 
threshold angle of 30 degrees. 
 

Character classification using fractal codes: 

 

 
 

Fig. 4. The above image shows the distortion created, when an iteration of reconstruction was 
performed. This shows that the distortion is huge if the starting pattern (above left) is very different 
from the original pattern, whose fractal codes are used for reconstruction (in this case Fig 1). 

 

 
 

Fig. 5. The above image shows the distortion created, when an iteration of reconstruction was 
performed. This shows that the distortion is much less if the starting pattern (above left) is not very 
different from the original pattern, whose fractal codes are used for reconstruction (in this case Fig 1). 

Classification Algorithm 

In the present research, fractal codes of ‘N’ samples of entire 156 classes are computed and stored. To 

classify a test sample, following steps are taken. 

a) An iteration of the reconstruction algorithm is applied on the test sample using the fractal 

code of each sample of each class. 

b) The distortion ‘D’ is calculated between the initial pattern and the pattern obtained after 

one step of reconstruction. Thus the distortion matrix of size 156*N is obtained. 

c) The row number of the minimum value of the distortion is found from the distortion 

matrix and assigned to the test sample. 

Distortion evaluation:  

The distortion between two patterns can be evaluated by finding the distance between them. The 

distance between 2 patterns is measured by Nearest Neighbor (NN) method. The issue with NN is 

that the matching is done point by point which increases the distance unusually and thus decreases 

the classification accuracy (evident from the result table). This drawback in distance evaluation of NN 
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is addressed by DTW pattern matching which is more intuitive. This intuitive matching takes place 

because DTW matches similar subsections of the patterns thus producing a reasonable distance 

between patterns. This method hence produces a remarkable increase in accuracy as shown Table 1. 

Classification using the fractal codes as a features in the Nearest Neighbor (NN) 

In this method, the fractal codes are used as features and fed into a NN classifier. An accuracy of 

approximately 65% is obtained. 

Classification using fractal dimension or features derived from the fractal codes 

Fractal dimension is a unique identity of any pattern or object. However, because of the mere nature 

of handwritten character recognition (i.e. large variation within every class), it fails completely to 

classify any random sample. The features derived from the fractal codes like MMVA and DRCLM, 

though successful in problems like face recognition and signature verification, fail in recognizing 

handwritten characters. 

Results 

Table 1: Results show how the DTW comparison during reconstruction 

impacts the recognition accuracy 
 

Fixed Range Size DTW used? 
No. of Training 

samples 

No. of Testing 

samples 

Accuracy 

(in %) 

4 No 20 50 78.9 

4 Yes 20 50 90.4 

Table 2: Results show the efficacy of the Partitioning algorithm in improving the efficiency of the 
recognition system (in terms of time) with marginal drop in accuracy. Variable range sizes used (4, 8, 
16, 24 and 32). No. of training and testing samples used are 5 and 30, respectively, No. of classes used 
is 156. 

Threshold angle 
(degree) 

DTW used for 
distortion evaluation? 

Encoding time 
per sample (sec) 

Accuracy 
(in %) 

0 Yes 31 90.44 
10 Yes 22 86.43 
30 Yes 12 85.04 
50 Yes 10 83.55 
70 Yes 8 81.60 
90 Yes 6 80.87 

Acknowledgment: The authors thank Technology Development for Indian Languages (TDIL), DIT, 

Government of India for funding this research, as part of the research consortium on Online 

handwriting recognition of Indian languages.  

References 

� M. F. Barnsley, Fractals everywhere, New York: Academic, 1988. 

� T. Tan and H. Yan, Face recognition by fractal transformations, IEEE ICASSP, 6:3405-3408, 1999. 

� Mozaffari S., Faez K. and Faradji F, One Dimensional Fractal Coder for Online Signature 

Recognition, IEEE ICPR, 2:857- 860, 2006. 



 
 

 



148 

Neuroscience inspired segmentation  
of handwritten words 

 

A G Ramakrishnan and Suresh Sundaram 
MILE Lab, Dept of Electrical Engineering, Indian Institute of Science, Bangalore. 

 

The challenge of segmenting online handwritten Tamil words has hardly been investigated. In this 

paper, we report a neuroscience-inspired, lexicon-free approach to segment Tamil words into its 

constituent symbols (recognizable entities). Based on a simple dominant overlap criterion, the word is 

grossly segmented into candidate symbols (stroke groups). However, this segmentation is not fully 

reliable because of varying writing styles resulting in varying levels of overlap. Taking cues from 

vertebrate visual perception, we utilize both feature based attention and feedback from the classifier to 

detect possible wrong segmentations. This attention-feedback segmentation (AFS) strategy splits or 

merges the stroke groups to correct the segmentation errors and forms valid symbols. This maiden 

attempt on segmentation is tested on 10000 handwritten words collected from hundreds of writers. 

The efficacy of AFS in segmentation and improving the recognition performance of the handwriting 

system is amply demonstrated. Our results show a segmentation accuracy of over 99% at symbol 

level. 

Need for segmenting handwritten words 

Since attempts to segment cursively handwritten English words have largely failed, researchers 

working on Indic scripts too feel that it is not advisable to try to segment individual characters from 

handwritten documents. However, we firmly believe that it is not only possible, but also something 

that ought to be done, if one is interested in recognizing words such as proper names appearing in the 

name and address fields of handwritten forms. Thus, this opens up the possibility of developing a 

recognizer that can handle unrestricted vocabulary, including any unusual word of foreign origin, 

such as names of people or places from other countries. Thus, we believe that our work is the first of 

its kind in proposing an approach for handwriting recognition that does not limit the writer from 

writing any text of any origin. 

Motivation for Attention-Feedback Segmentation 

Traditional pattern recognition [1, 3-5, 8, 10, 13-15] primarily follows a feedforward architecture, 

whereas the same in mammalian brain involves complex feedback structures. Studies on visual 

perception in primates demonstrate the effect of attention on the response of the visual neurons [2]. 

Feature based attention biases the neuronal responses as though the attended stimulus was presented 

alone. Also, shifting spatial attention from outside to the inside of the receptive field increases the 

neuronal responses. Motivated by these observations, we incorporate local feature based attention to 

correct and improve segmentation [9]. Further, studies on visual pathways show extensive feedback 

from the cortex to the lateral geniculate nucleus (LGN), which have both inhibitory and facilitatory 

effects on the responses of LGN relay cells. In our work, we use feedback based on features as well as 

from the classifier posterior probabilities to rectify any incorrect segmentation by regrouping the 

strokes. Thus, we call our approach as ‘attention-feedback’ strategy for segmentation. 
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Further, studies on scene perception by humans [6] indicate that visual processing follows a top-down 

approach. The global cues characteristing the visual object, that appear within the visual span, are 

perceived before the local features. The human perceptual system treats every scene as if it were in the 

process of being focussed or zoomed in on, whereas initially, it is relatively less distinct. Moreover, the 

human perceptual processor has the capability to select parts of the input stimulus that are worth to 

be paid attention to. Motivated with these observations from the field of neuroscience, we present a 

segmentation strategy that first works on the global feature of overlap to output candidate Tamil 

stroke groups for the given input strokes. By analyzing local features characteristic to the given input 

pattern, we reevaluate the segmentation and modify the segmentation when found necessary. The 

localized features are derived by zooming on paying attention to specific parts of the online trace. 

Essentially, we adopt a multi-pass system, wherein fine grained processing is guided by the prior 

cursory (global) processing. 

Data used for the study 

The 155 distinct Tamil symbols (comprising 11 vowels, 23 base consonants, 23 pure consonants, 92 CV 

combinations and 6 additional symbols) are presented in Appendix A. The publicly available corpus 

of isolated Tamil symbols (IWFHR database) is used for learning various statistics about Tamil 

symbols. The primary focus of this work is to address the challenges of segmentation. Towards this 

purpose, Tamil words are collected using a custom application running on a tablet PC and saved 

using a XML standard [7]. High school students from across 6 educational institutions in Tamil Nadu 

contributed in building the word data-base of 100, 000 words, referred to as the ‘MILE Word 

Database’ in this work [12]. Out of these, 10,000 words are used for this study. The words have been 

divided into 40 sets, each comprising 250 words. Owing to the comparable resolution of our input 

device to that used in the IWFHR dataset, statistical analysis performed on the symbols in the IWFHR 

database are applicable to the Tamil symbols in the MILE word database. 

Dominant Overlap Criterion Segmentation 

An online word can be represented as a sequence of n strokes W = {s1, s2, ... , sn}. In the case of multi-

stroke Tamil symbols, strokes of the same symbol may significantly overlap in the horizontal 

direction. The word is first grossly segmented based on a bounding box overlap criterion, generating a 

set of stroke groups. In this ‘Dominant Overlap Criterion Segmentation’ (DOCS), the heavily 

overlapped strokes are merged. A stroke group is defined as a set of consecutive strokes merged by 

the DOCS step, which is possibly a valid Tamil symbol.  

For the k-th stroke group Sk under consideration, its successive stroke is taken and checked for 

possible overlap. Significant overlap necessitates the successive stroke to be merged with the stroke 

group Sk. Otherwise, the successive stroke is considered to begin a new stroke group Sk+1. The 

algorithm proceeds till all the strokes of the word are exhausted. 

Neuroscience-inspired segmentation 

The stroke groups obtained from the above dominant overlap criterion segmentation are preprocessed 

by smoothing, normalization and resampling into standard number of equi-arc length spaced points. 
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The x and y coordinates of these processed stroke groups and their first and second derivatives are 

used as features for recognition using a support vector machine (SVM) classifier that outputs class 

labels and their posterior probabilities. Obviously, DOCS being simple, does not always result in 

correct segmentation. Sometimes it results in over segmentation of a single multi-stroke character into 

two stroke groups; other times, two distinct characters get combined into a single stroke group, due to 

the way they are written. 

Attention Features 

Figure 1 shows the complete block schematic of the proposed segmentation scheme. An over-

segmented symbol is usually small and hence results in low aspect ratio as well as has very few 

dominant points (points where the curvature is high). By paying attention to these features extracted 

from the stroke groups output by DOCS block, one can suspect wrong segmentation. Further, the 

symbols that result from over- or under-segmentation are classes that the classifier has not come 

across. Thus, these symbols usually result in a low confidence level of the classifier. Thus, the 

posterior probability of the classifier, when fed back to the input stages, can be used to invoke the 

computation of the attention features. The feedback, together with the attention features suggest 

possible resegmentation of the input strokes, resulting in new possible stroke groups. These modified 

stroke groups based on merger or splitting of original stroke groups, are once again recognized by the 

classifier after preprocessing and extraction of recognition features. An improved posterior probability 

of the new stroke group confirms right segmentation. Thus, the refinement in segmentation is caused 

based on memory, attention and feedback mechanisms prevalent in human perception. We call this as 

“attention-feedback segmentation (AFS)”. 

Commonly found segmentation issues 

The two Tamil characters that ought to have a minimum of three strokes are the long /i/ (nedil) and 

the aydam. Since in both of these cases, in general there is no overlap between the final dot and the 

rest of the character, they always are over segmented into two or more stroke groups.  

Pure consonants (mey ezhuthu), when they are written with the dot (pulli) beyond the base consonant, 

result in over segmentation too. 

Characters such as /ka/, /nga/ and /ra/, which start with an initial vertical segment, are written by 

many with multiple strokes, with the first stroke being a simple down-going vertical line. These 

characters have a potential to be over segmented, if the following part of the character does not clearly 

overlap with the vertical line. 

All CV combinations of /i/ and /I/ and the CV combinations of /u/ and /U/ with borrowed 

consonants such as /ja/ and /sha/ also have a tendency to be over-segmented, if the vowel matra is 

written with no horizontal overlap with the consonant. 

Under segmentation occurs if the ending part (usually bottom extensions of /ta/ or /Ra/) of the 

following character goes far left below the previous character, causing significant horizontal overlap 

between them. At other times, people write two successive characters so closely, that there is 

significant overlap between them.  
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Naturally, in all the above cases, the simple segmentation (DOCS) is likely to result in wrong 

segmentation leading to erroneous recognition results. 
 
 
 

 

 

 

 

 

 

 
 
 
 
 
 

Fig. 1. Block diagram of neuroscience inspired segmentation of  

Tamil handwritten word [9]. 

 

Segmentation results on the MILE Tamil Word Database 

The proposed techniques are tested on the subset of 10,000 words. However, to start with, we evaluate 

the performance on a set of 250 words (denoted as DB1), that has a significant number of errors 

resulting from the DOCS. Of the 103 errors, 89 (or 86%) correspond to the merging of valid symbols, 

and the rest, to broken symbols. The AFS module aids in properly detecting and correcting 91 (or 90%) 

of these errors. In addition, the methods proposed effectively merge 11 (or 78%) of the over-

segmented stroke groups to valid symbols. The improvement in character segmentation rate in turn 

reduces the number of wrongly segmented words. It is observed that only 7 of the total 250 words 

remain wrongly segmented after the AFS scheme, as against 67 words after the DOCS scheme. On 

evaluating the performance across the database of 10000 words, we obtain a 86% reduction in 

character segmentation errors. 

Recognition results on the MILE Database 

We report experimental results demonstrating the impact of the proposed AFS strategy on the 

recognition of symbols in the MILE word database. Since a significant percentage of DOCS errors are 

corrected by AFS, a drastic improvement of 16% (from 70.5 % to 87.1 %) in symbol recognition is 

observed. In computing the symbol recognition rate, apart from the substitution errors, we take into 

account the insertion and deletion errors, caused by over-segmentation and under-segmentation, 

respectively. The edit distance is used for matching the recognized symbols with the ground truth 

data. Moreover, 11.6 % of the words, (29 additional words) wrongly recognized after DOCS, have 
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been corrected by the proposed technique. Across the 10000 words in the MILE Word database, an 

improvement of 4% (from 83 to 87%) in symbol recognition rate has been obtained. 

Conclusion 

In this paper, we present a maiden attempt based on significant feedback from the classifier to the 

input blocks such as feature extraction and segmentation, as well as the use of memory (prior 

knowledge) to result in a very effective segmentation of online handwritten Tamil words. This 

approach being general, can be extended to any other Dravidian script, as well as any other script 

where cursive writing is not practiced. To our knowledge, there is no reported systematic research 

work on segmenting the individual characters or recognizable standard symbols from online 

handwritten words for any Indic language that does not have the shiro rekha (head line). Thus, we are 

unable to compare the performance of our work with any other technique. However, the results are 

promising and have also led to improved recognition of the handwritten words [16], thus confirming 

the possibility of proper segmentation of online Tamil words. We intend to extend this work very 

soon to online Kannada handwritten words.  
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Abstract 

While state of the art Cross-Language Information Retrieval (CLIR) systems are reasonably accurate 

and largely robust, they typically make mistakes in handling proper or common nouns. Such terms 

suffer from compounding of errors during the query translation phase, and during the document 

retrieval phase. In this paper, we propose two techniques, specifically, transliteration generation and 

mining, to effectively handle such query terms that may occur in their transliterated form in the target 

corpus. Transliteration generation approach generates the possible transliteration equivalents for the 

out of vocabulary (OOV) terms during the query translation phase. The mining approach mines 

potential transliteration equivalents for the OOV terms, from the first-pass retrieval from the target 

corpus, for a final retrieval. An implementation of such an integrated system achieved the peak 

retrieval performance of a MAP of 0.5133 in the monolingual English-English task, and 0.4145 in the 

Tamil-English task. The Tamil-English cross-language retrieval performance improved from 75% to 

81% of the English-English monolingual retrieval performance, underscoring the effectiveness of the 

integrated CLIR system in enhancing the performance of the CLIR system. 

1. Introduction 

With the exponential growth of non-English population in the Internet over the last two decades, 

Cross-Language Information Retrieval (CLIR) has gained importance as a research discipline and as 

an end-user technology. While the core CLIR system is fairly robust and accurate with sufficient 

training data, it’s handling of proper or common nouns (or, more generally, those query terms that 

could occur in their transliterated form in the target corpus in cross language environments) is far 

from desirable in most implementations. In essence, the name translations are not typically part of 

translation lexicons used for query translations, and hence do not get translated properly in the target 

language. Note that, from the CLIR point of view, any un-translated word is an out-of-vocabulary 

word, which typically include words that are literally transliterated into local language words (such 

as, computer, corporation, etc.), specifically in those countries where English is spoken as a second 

language. This phenomenon is called as code-mixing. Such words are not available in the translation 

lexicon, but are typically part of the local language corpora. Also, given that a name may be spelled 

differently in the target corpus – particularly for those names that are not native to the target language 

– the retrieval performance suffers further, as the errors in query translation and spelling variations 

compound. Given that proper and common nouns form a significant portion of query terms, it is 
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critical that such query terms are handled effectively in a CLIR system. This is precisely the research 

theme that we explore in this paper. 

Evaluation of Tamil-English cross-language information retrieval systems started first in the Forum 

for Information Retrieval Evaluation (FIRE) [1], modeled after the highly successful CLEF [2] and 

NTCIR [3] campaigns. In 2010, FIRE organized several ad hoc monolingual and cross-language 

retrieval tracks, and we participated in the English monolingual and cross-language Hindi-English 

and Tamil-English ad hoc retrieval tracks. This paper presents the details of our participation, 

specifically, in the Tamil-English cross-language tasks and present the performance of our official 

runs. 

2. Cross-language Retrieval System 

In this section, we outline the various components of our CLIR system integrated with the two 

techniques for handling OOV words.  

Our monolingual retrieval system is based on the well-known Language Modeling framework to 

information retrieval. In this framework, the queries as well the documents are viewed as probability 

distributions. The similarity of a query with a document is measured in terms of the likelihood of the 

query under the document language model.  We refer interested readers to [6, 7] for the retrieval 

model and the details of this framework.  In our CLIR model, the query in a source language is 

translated into the target language – English – using a probabilistic translation lexicon, learnt from a 

given parallel corpora of about 50,000 parallel sentences between English and Tamil.  Such learnt 

translation dictionary included ~107 K Tamil words and ~45 K English words. From this dictionary, 

we used only top 4 translations for every source word, an empirically determined limit to avoid 

generation of noisy terms in the query translations. 

Like any cross-language system that makes use of a translation lexicon, we too faced the problem of 

out of vocabulary (OOV) query terms. To handle these OOV terms, we used two different techniques, 

(i) generation of transliteration equivalents, and (ii) mining of transliteration equivalents: 

• In Transliteration Generation, the transliterations of the OOV terms in the target language are 

generated using an automatic Machine Transliteration system, and used for augmenting the 

query in the target language.  

• In Transliteration Mining, the transliteration equivalents of the OOV terms are mined from the 

top-retrieved documents from the first pass, which are subsequently used in the query for a 

final retrieval [8]. 

2.4   Generating Transliterations  

We adopted a conditional random fields based approach using purely orthographic features, as a 

systematic comparison of the various transliteration systems in the NEWS-2009 workshop [9] showed 

conclusively that orthography based discriminative models performed the best among all competing 

systems and approaches. In addition, since the Indian languages share many characteristics among 

them, such as distinct orthographic representation for different variations – aspirated or un-aspirated, 

voiced or voiceless, etc. – of many consonants, we introduced a word origin detection module (trained 

with about 3000 hand-classified training set) to identify specifically Indian origin names. All other 
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names are transliterated through an engine that is trained on non-Indian origin names. Manual 

verification showed that this method about 97% accurate.  We used CRF++, an open source 

implementation of CRF model, trained on about 15,000 parallel names between English and Tamil. 

The transliteration engine was trained on a rich feature set (aligned characters in each direction within 

a distance of 2 and source and target bigrams and trigrams) generated from this character-aligned 

data. 

2.5   Mining Transliteration Equivalents 

The mining algorithm issues the translated query minus OOV terms to the target language 

information retrieval system and mines transliterations of the OOV terms from the top results of the 

first-pass retrieval. Hence, in the first pass, each query-result pair is viewed as a “comparable” 

document pair, assuming that the retrieval brought in a reasonably good quality results set based on 

the translated query without the OOV terms. The mining algorithm hypothesizes a match between an 

OOV query term and a document term in the “comparable” document pair and employs a 

transliteration similarity model to decide whether the document term is a transliteration of the query 

term Transliterations mined in this manner are then used to retranslate the query and issued again, for 

the final retrieval.  The details of transliteration similarity model may be found in [6, 7], and the details 

of our training are given in [8]. 

3. Experimental Setup & Results 

In this section, we specify all the data used in our experiments, both that were released for the CLIR 

experiments for FIRE task, and that used for training our CLIR system. 

3.1   FIRE Data  

The English document collection provided by FIRE was used in all our runs. The English document 

collection consists of ~124,000 news articles from “The Telegraph India” from 2004-07. All the English 

documents were stemmed.  Totally 50 topics were provided in each of the languages, each topic 

having a title (T), description (D) and narrative (N), successively expanding the scope of the query. 

Table 1 shows a typical topic in Tamil, and the TDN components of the topic, for which relevant 

English documents are to be retrieved from the aforementioned English news corpus. It should be 

noted that FIRE has also released a set of 50 English (i.e., target language) topics, equivalent to each of 

the source language topics..   

Table 1.  A Typical FIRE Topic in Tamil. 
 

Type Topic 

Title ��கா தயா�	பாள�க
டனான தாதா�களி� மைற�க� ெதாட��. 

Description ேகாவா ம��� மாணி�ச"� ��கா தயா�	பாள�க
டனான தா#� 

இ	ராஹிமினி� மைற�க� ெதாட��. 

Narration ேகாவா ம��� மாணி�ச"� ��கா தயா�	பாள�க
ட� பிரபல தாதா தா#� 

இ	ராஹிமி� மைற�க� ெதாட�� ப�றிய ெச)திகக* இ"த ஆவண�தி, 

இட�ெபறலா�. தா#� இ	ராஹிமி� ம�ற தயா�	பாள�க
டனான 

ெச)திக* இதி, இட�ெபற� ேதைவயி,ைல. 
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Table 2.  A Typical FIRE Topic in English. 
 

Type Topic 

Title Links between Gutkha manufacturers and the underworld. 

Description Links between the Goa and Manikchand Gutkha manufacturing companies and 

Dawood Ibrahim. 

Narration A relevant document should contain information about the links between the 

owners of the  

Manikchand Gutkha and Goa Gutkha companies and Dawood Ibrahim, the 

gangster. Information  

about links between Dawood Ibrahim and other companies is not relevant. 

3.2   Metrics & Performance Data  

The standard measures for evaluating our tasks were used, specifically, Mean Average Precision 

(MAP) and Precision at top-10 (P@10).  As shown in Table 1, each of the 50 topics in Tamil has a title 

(T), description (D) and narrative (N), successively expanding the scope of the query. We ran our 

experiments taking progressively each of (title), (title and description), and (title, description and 

narrative), calibrating the cross-language retrieval performance at each stage, to explore whether 

expanding the query adds useful information for retrieval or just noise. Table 3 shows the notation 

used in our description of various configurations to interpret the results presented in Tables 4 and 5. 

Table 3.  Notations used 
 

T/TD/TDN Title/ Title and Description / Title, Description and Narration 

M Transliteration Mining 

GD Transliteration Generation  

Tables 4 and 5 show the results of our monolingual as well as cross-language official runs submitted 

to FIRE 2010 shared task. The format of the run ids in the results table is ‘Source-Target-Data-

Technique’, where ‘Data’ indicates the data used for topic, and is one of {T, TD, TDN} and ‘Technique’ 

indicates the technique and from the set {M, GD, GT, M+GD, M+GT}. The ‘+’ refers to the combination 

of more than one approach. The symbols double star (**) and single star (*) indicate statistically 

significant differences with 95% and 90% confidence respectively according to the paired t-test over 

the baseline. The best results achieved are highlighted in bold. 

4.4   Monolingual English Retrieval  

We submitted 3 official runs for the English monolingual track, as shown in the Table 4. For these 

runs, the English topics provided by the FIRE 2010 organizers were used. 
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Table 4.  English Monolingual Retrieval Performance  
 

Run MAP P@10 

English-English-T 0.3653 0.344 

English-English-TD 0.4571 0.406 

English-English-TDN 0.5133 0.462 

With the full topic (TDN), our system achieved a peak MAP score of 0.5133. Generally this 

performance is thought to be the upper bound for cross-language performance, presented in Table 5. 

4.6   Tamil-English Cross-Language Retrieval  

We submitted totally 12 official Tamil-English cross-language runs, as shown in Table 5. As discussed 

for the Hindi-English runs, the first run under each of the ‘T’, ‘TD’ and ‘TDN’ sections in Table 5 

present the results of the runs without handling the OOV terms, and hence provide a baseline for 

measuring the incremental performance due to transliteration generation or mining, provided 

subsequently. 

Table 5.  Tamil-English Cross-Language Retrieval Performance  
 

Run MAP P@10 

Tamil-English-T 0.2710 0.258 

Tamil-English-T[GD] 0.2891* 0.268 

Tamil-English-T[M] 0.2815** 0.258 

Tamil-English-T[M+GD] 0.2816* 0.268 

Tamil-English-TD 0.3439 0.346 

Tamil-English-TD[GD] 0.3548* 0.35 

Tamil-English-TD[M] 0.3621** 0.346 

Tamil-English-TD[M+GD] 0.3617** 0.362 

Tamil-English-TDN 0.3912 0.368 

Tamil-English-TDN[GD] 0.4068** 0.378 

Tamil-English-TDN[M] 0.4145** 0.368 

Tamil-English-TDN[M+GD] 0.4139** 0.394 

From the results presented in Table 5, we observe that the usage of all of the components of the topic, 

namely T, D and N, produced the best retrieval performance. The basic Tamil-English cross-language 

run ‘Tamil-English-TDN’ (without transliteration generation or mining), achieved the MAP score 
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0.3912, and our best cross-language run ‘Tamil-English-TDN[M]’ with mining achieved a MAP score 

of 0.4145. We observe, in general, similar trends in the other runs that use only the title, or title and 

description sections of the topics. While the cross-language performance of Tamil-English achieves 

~81% of our monolingual English retrieval performance, we observe that this is not as high as the 

Hindi-English retrieval, perhaps due to the highly agglutinative nature of Tamil. 

Given that the mining technique performed generally above the other techniques, we focus on 

addition of mining to the base CLIR, for subsequent analysis in the following sections. 

4.7   Mining OOV terms and its effect on CLIR performance  

In this section, we analyze the volume of the OOV terms in FIRE topics, and to what extent they are 

handled by our mining technique, which clearly emerged as the better technique for boosting the 

retrieval performance. Also, we show the effect of handling the OOVs on the cross-language retrieval 

performance, for both the Hindi-English and Tamil-English CLIR runs.  Table 6 enumerates the 

number of unique OOV terms in Tamil FIRE 2010 topics. 

Table 6.  OOV terms in Tamil-English CLIR. 
 

Topic Config. OOV terms 
Transliteratable 

OOV terms 

Transliteratable 

OOV terms handled 

% of Transliteratable 

OOV terms handled 

T 24 13 5 38.46 

TD 58 29 15 51.72 

TDN 129 47 24 51.06 

As shown in the third line in Table 6 in the TDN configuration of the 50 Tamil topics of the FIRE2010 

shared task, there were totally 129 unique OOV terms, out of which 47 were proper or common nouns, 

handling of which may help improving the cross-language retrieval performance. Our mining 

technique did find at least one transliteration equivalent for 24 of these OOV terms (that is, 51%). As 

shown in Table 5, handling these OOV’s resulted in nearly 6% improvement in the MAP score over 

the baseline where no OOV’s were handled. 

Note that Tamil OOV’s pose specific challenges as outlined below: First, the transliteratable terms 

mentioned in the third column of the Table 6 excludes some terms whose equivalents are multiword 

expression in English; mining such multiword transliteration equivalents is beyond the scope of our 

work and hence they were not handled. Second, 26 out of the 47 terms that are transliteratable were 

inflected or agglutinated. While our mining algorithm could mine some of them, many of the terms 

were missed at our parameter settings for mining. By relaxing the mining parameters settings we 

could mine more such terms, but such relaxation introduced many more noisy terms, affecting the 

overall retrieval performance. We believe that the use of a good stemmer for inflectional languages 

like Tamil may help our mining algorithm and, compositionally, the cross-language retrieval 

performance. 
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4.8   Mining OOV terms and its effect on individual topic performance 

In this section, we discuss effect of our approaches on individual topics of the FIRE 2010 shared task, 

both for Hindi-English and Tamil-English tasks. Figure 1 shows the difference in the Average 

Precision – topic-wise – between the baseline CLIR system and that integrated with our mining 

technique. Individual figures provide the differences for each topic, in each of the three configurations 

T, TD and TDN, for the Tamil-English tasks. We see that many more topics benefitted from the mining 

technique; for example, in the Tamil-English language pair, in TDN configurations, 11 topics were 

improved (with 3 of them with an improvement of ≥ 0.2 in MAP score) whereas only 4 topics were 

negatively impacted (all of them droppin < 0.2 in MAP score). Similar trends could be seen for all 

configurations, in the Tamil-English tasks. 

Fig. 1. Differences in Average Precision between the baseline and CLIR with mining 

       

From Table 6, we note that the retrieval performance in Tamil-English test collection mining brings 

maximum improvement of 6% over the baseline in TDN setup. 

5. Conclusion 

In this paper, we underscored the need for handling proper and common nouns for improving the 

retrieval performance of cross-language information retrieval systems. We proposed and outlined two 

techniques for handling out of vocabulary (OOV) words – using transliteration generation, and 

transliteration equivalents mining – to enhance a state of the art baseline CLIR system. We presented 

the performance of our system under various topic configurations, specifically for English 

monolingual task and Tamil-English cross-language tasks, on the standard FIRE 2010 dataset. We 

show that the performance of our baseline CLIR system is improved significantly by each of the two 

techniques for handling OOV terms, but consistently more so by the mining technique. Significantly, 

we also show empirically that the performance of the CLIR system enhanced with transliteration 

mining is close to that of monolingual performance, validating our techniques for handling OOV 

terms in the cross-language retrieval. 
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Introduction 

Tamil is an important language to learn different cultures of Tamilnadu and India. Teaching of Tamil 

is difficult to the teachers of Tamil due to the more letters in Tamil and learning Tamil grammar is 

difficult to the learners of primary and upper primary schools due to ineffective methods of teaching. 

Grammar is indispensable for learning any language. Maximum teaching methods of grammar is 

adopting formal grammar. Less concentration is transacted in the class room of the Tamil language in 

functional grammar. Conventional methods of teaching of functional grammar are ineffective and it 

lead the learners towards aversion in learning grammar. Negations have unique place in 

communicative competency. Conventional methods discourage the students to learn negation 

effectively at school level. Students are able to use it inappropriately. This study investigates the 

effectiveness of   learning package of Negations   in Tamil among the learners of standard VI.   

Need of the study 

Conventional methods are unable to create the appropriate learning atmosphere for scoring more 

marks in Tamil grammar of the mother tongue of the learners and also for the learners of the second 

language as Tamil. Traditional methods did not help the learners to learn Negations in Tamil. It was a 

challenging task to the learners of standard VI. An innovative Learning package can be encouraged 

the young learners to learn more negations in limited time. Hence the researcher endeavoured to 

prepare a learning package for acquiring more negations in Tamil for the young learners.  

Objectives   

The researcher has framed the following objectives of the study: 

1.  To find out the problems of conventional methods in learning Negations in  Tamil at 

Government school. 

2.  To find out the problems of conventional methods in learning Negations in Tamil at Aided 

school. 

3.  To find out the significant difference in achievement mean score between the pre test of 

control group and the post test of control group in Government   school. 

4.  To find out the significant difference in achievement mean score between the pre test of 

control group and the post test of control group in Aided school. 

5.  To find out the significant difference in achievement mean score between the    pre test of 

Experimental group and the post test of Experimental group in Government school. 
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6.  To find out the significant difference in achievement mean score between the  pre test of 

Experimental group and the post test of Experimental group in   Aided  school. 

7.  To find out the impact of  innovative Learning package in Negations of Tamil at  standard VI 

in Government school and Aided school. 

Hypotheses  

The research has framed the following hypotheses  

1. Students of standard VI have problems of conventional methods in learning Negations in  

Tamil at Government school. 

2. Students of standard VI have problems of conventional methods in learning Negations in  

Tamil at Aided school. 

3. There is no significant difference in achievement mean score between the pre test of control 

group and the post test of control group in Government  school. 

4. There is no significant difference in achievement mean score between the  pre test of control 

group and the post test of control group in Aided school. 

5.  There is no significant difference in achievement mean score between the  pre test of 

Experimental group and the post test of Experimental group in  Government school. 

6.  There is no significant difference in achievement mean score between the   pre test of 

Experimental group and the post test of Experimental group in  Aided  school. 

7.  To find out the impact of  innovative Learning package in Negations of Tamil at  standard VI 

in Government school and Aided school. 

Method of study 

Methodology: Equivalent group Experimental method was adopted in the study.  

Sample selected for the study 

Sixty pupils of studying in standard VI from Government Higher Secondary school, 

Kalveeranpalayam, Coimbatore and another Sixty pupils of studying in standard  VI from 

Maruthamalai Devasdanam Subramanian swamy Higher secondary school, Vadavalli ,Coimbatore  

were selected as sample for the study. Sixty students were considered as Controlled group and 

another Sixty were considered as Experimental group.   

Instrumentation 

Researcher’s self-made achievement test was used as a tool for the study.   

Reliability of the tool 

Test- retest method was used for the study .The co-efficient correlation was found 0.85 in the tool 

through test-retest method.  
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Validity of the tool 

Content validity was established for the test through expert suggestions. Hence reliability and validity 

were properly established for the study. 

Statistical Technique 

Percentage, mean, SD and t test were adopted in the study for analyzing the tabulated data. 

Procedures of the study: 

Phase 1: Assessing the problems of the students in acquiring competency in learning Tamil 

Negations for both schools of Govt and Aided in existing methods through administering pretest. 

Phase 2  Pre-production stage..   

Phase 3:   Production stage. 

Phase 4:  Preparation of package 

Phase 5: Execution of activities through using the   learning package 

Phase 6: Administrating pretest and  post test to the control group and tabulated the  scores. 

Phase7: Administrating pre test  and post test to the Experimental group and tabulated the  scores. 

Phase 8: Finding the effectiveness of the Package for Negation. 

Data collection: 

    The researcher administered a diagnostic test to identify the problems of the students in learning 

Tamil with permission of Principals of the schools. Pretest –Treatment-Posttest was used in the study.   

Hypothesis testing  

Hypothesis 1&2 

1. Students of standard VI have problems of conventional methods in learning   Negations in 

Tamil at Government school. 

2. Students of standard VI have problems of conventional methods in learning Negations in 

Tamil at Aided school. 

In the pre-test, students of Govt schools and Aided schools score 19%, 28% marks respectively in 

acquiring Negation in Tamil  through conventional method and the Experimental group  students 

score 49 %, 56% marks respectively..It shows the problems of acquisition of Negation in Tamil  

through conventional methods among the students. 

Hypothesis 3: 

There is no significant difference in achievement mean score between the pre test of control group and 

the post test of control group in Government school. 
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The calculated t value is (0.08) less than table value (1.96). Hence null hypothesis is accepted at 0.05 

levels. Hence there is no significant difference between the pre test of control group and post test of 

control group in achievement mean scores of the teachers in learning Tamil Negations in Govt school. 

Hypothesis 4: 

There is no significant difference in achievement mean score between the pre test of control group and 

the post test of control group in Private school. 
 

 

The calculated t value is (1.85) less than table value (1.96). Hence null hypothesis is accepted at 0.05 

levels. Hence there is no significant difference between the pre test of control group and post test of 

control group in achievement mean scores of the teachers in learning Tamil Negations in private 

school. 

Hypothesis 5: 

There is no significant difference in achievement mean score between the  pre test of Experimental 

group and the post test of Experimental group in  Government school. 

  

 

 

Stages N Mean S.D. df t- value Result 

Pretest control 

group 
30 10.63 3.23 

Post test  control 

group group 
30 10.78 3.21 

58 0.08 
insignificant 

 

Stages N Mean S.D. df t- value Result 

Pretest control group 30 10.53 3.23 

Post test  control group 

group 
30 10.28 3.28 

58 0.29 
insignificant 

 

Stages N Mean S.D. df t- value Result 

Pre test 

Experimenta

l group 

30 10.62 3.23 

Post test 

Experimenta

l group 

30 16.56 3.21 

58 7.14 
significant 

 



169 

Achievement mean scores between pre test of Experimental and posttest of Experimental group. 

The calculated t value is (7.14) greater than table value (1.96). Hence null hypothesis is rejected at 0.05 

levels. Hence there is significant difference between the pretest of experimental group and post test of 

experimental group in achievement mean scores of the students in learning Negation in Tamil. 

Hypothesis 6: 

There is no significant difference in achievement mean score between the  pre test of Experimental 

group and the post test of Experimental group in Aided   school. 

 

 

Achievement mean scores between pretest of experimental group and posttest of Experimental 

group. 

The calculated‘t’ value is (7.08) greater than table value (1.96). Hence null hypothesis is rejected at 0.05 

levels. Hence there is significant difference in achievement mean score between the pre test of 

Experimental group and post test experimental group in achievement mean scores of the students  in 

Tamil Negation. 

Hypothesis 7. 

Learning package is more effective than conventional learning in learning Negation in Tamil 

The above two tables prove and confirm the  Learning Package is more effective than traditional 

approaches  in developing Negation in Tamil.. Mean scores in pre-test of Experimental  group   is  

(10.62 and13.70) greater than the mean score of post test of Experimental group by using  Learning 

Package in acquiring Negation in Tamil  (16.56 and 19.65).   

Findings: 

1. Students of standard VI have problems of conventional methods in learning Negations in  

Tamil at Government school. 

2. Students of standard VI have problems of conventional methods in learning Negations in  

Tamil at Aided school.. 

3.  There is no significant difference in achievement mean score between the  pre test of control 

group and the post test of control group in Government   school. 

Stages N Mean S.D. df t- value Level of significance 

Pretest 

Experimenta

l group 

30 13.70 3.30 

Post test 

Experimenta

l group 

30 19.65 3.20 

58 7.08 
P>0.05 
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4    There is no significant difference in achievement mean score between the  pre test of control 

group and the post test of control group in Aided school. 

5.  There is significant difference in achievement mean score between the  pre test of 

Experimental group and the post test of Experimental group in    Government school. 

6.  There is significant difference in achievement mean score between the pre test of 

Experimental group and the post test of Experimental group in   Aided  school. 

7.    Learning package in Negations of Tamil is more effective than conventional methods in  

learning Tamil Negation  at  standard VI in Government school and Aided school. 

Educational Implications: 

1. Learning package   can be prepared for other subjects also. 

2. It can be encouraged to implement to use in adult education 

3. It may be implemented in  Higher education  

Conclusion 

The study reveals that the students have problems in learning Negation in Tamil by using traditional 

approaches.   Learning Package is more effective in Learning Tamil Negation. Hence it will be more 

supportive to promote the learners in learning Tamil. 
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Abstract 

This paper presents a novel preprocessing methodology in factorized Statistical Machine Translation 

system from English to Tamil language. SMT system considers the translation problem as a machine 

learning problem. Statistical machine translation system for morphologically rich languages is a 

challenging task. Moreover it is very complex for the different word order language pair. So a simple 

SMT alone would not give good result for English to Tamil, which differs in morphological structure 

and word order. A simple SMT system performs only at the lexical level mapping. Because of the 

highly rich morphological structure of Tamil language, a simple lexical mapping alone will suffer a 

lacuna in collecting all the morphological and syntactic information from the English language. The 

proposed SMT system is based on factored translation models. The factored SMT uses machine 

learning techniques to automatically learn translation patterns from factored corpora. Using the 

learned model FSMT predicts the output factors for the given input factors. Using the Tamil 

morphological generator the factored output is synthesized. 

Introduction 

Statistical approach to machine translation learns translation patterns directly from training sentences 

and generalized them to handle new sentences. When translating from simple morphological 

language to the rich morphological language, the SMT baseline system will not generate the word 

forms that are not present in the training corpora. For training the SMT system, both monolingual and 

bilingual sentence-aligned parallel corpora of significant size are essential. The corpus size decides the 

accuracy of machine translation. The limited availability of parallel corpora for Tamil language and 

high inflectional variation increases a data sparseness problem for phrase-based SMT. To reduce the 

data sparseness, the words are split into lemma and their inflected forms based on their part of 

speech. Factored translation models [Koehn and Hoang, 2007] allow the integration of the linguistic 

information into a phrase-based translation model. These linguistical features are treated as separate 

tokens during the factored training process.  
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P(T|E) = P(T)  P(E|T)  / P(E) 

Tˆ = argmax P(T)  P(E|T) 

T 

SMT works on the above equation. Where T represents Tamil language and E represents English 

language. We have to find the best Tamil translation sentence (Tˆ) using P(T) and P(E|T), Where P(T) 

is given by the Language model and P(E|T) is given by the translation model. 

Factored SMT for Tamil 

Tamil language is morphologically rich language with free word order of SOV pattern. English 

language is morphologically simple with the word order of SVO pattern. The baseline SMT would not 

perform well for the languages with different word order and disparate morphological structure. For 

resolving this, we go for factored SMT system (F-SMT). A factored model, which is a subtype of SMT 

[Koehn and Hoang, 2007], will allow multiple levels of representation of the word from the most 

specific level to more general levels of analysis such as lemma, part-of-speech and  morphological 

features. A preprocessing module is externally attached to the SMT system for Factored SMT. 

The preprocessing module for source language includes three stages, which are reordering, 

factorization and compounding. In reordering stage the source language sentence is syntactically 

reordered according to the Tamil language syntax using reordering rules. After reordering, the 

English words are factored into lemma and other morphological features. A compounding process for 

English language is then followed, in which the various function words are removed from the 

reordered sentence and attached as a morphological factor to the corresponding content word. This 

reduces the length of English sentence. Now the representation of the source syntax is closely related 

to the target language syntax. This decreases the complexity in alignment, which is also a key problem 

in SMT from English to Tamil language. 

 Parallel corpora and monolingual corpora are used to train the statistical translation models. Parallel 

corpora contains factored English sentences (using Stanford parser) along with its factored Tamil 

translated sentences (using Tamil POS Tagger [V Dhanalakshmi et.al, 2009] and Morphological 

analyzer [M Anand kumar et.al,2009]. Factorized monolingual corpus is used in the Language model. 

The parsed source language is reordered according to the target language structure using the syntax 

based reordering system. A compounding process for English language is then followed, in which the 

various function words are removed from the reordered sentence and attached as a morphological 

factor to the corresponding content word. This reduces the length of English sentence. Now the 

representation of the source syntax is closely related to the target language syntax. This decreases the 

complexity in alignment, which is also a key problem in SMT from English to Tamil language.  

The factored SMT system’s output is post processed, where the Tamil Morphological generator is 

pipelined to generate the target sentence. Figure.1 shows the architecture of the prototype factored 

SMT system from English to Tamil. 
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Figure.1 Architecture of the prototype factored SMT system from English to Tamil 

Morphological models for Tamil language 

Morphological models for target language Tamil are used in preprocessing as well as post processing 

stage. In preprocessing, Tamil POS tagger and Morphological analyzer are used to factorize the Tamil 

parallel corpus and monolingual corpus. Morphological generator is used in the post processing stage 

to generate the Tamil words from Factored SMT output. 

Tamil POS tagger 

Parts of speech (POS) tagging means labeling grammatical classes i.e. assigning parts of speech tags to 

each and every  word of the given input sentence. POS tagging for Tamil is done using SVM based 

machine learning tool [V Dhanalakshmi et.al, 2009], which make the task simple and efficient.  The 

SVM Tool[] is used for training the tagged sentences and tagging the untagged sentences. In this 

method, one requires Part of speech tagged corpus to create a trained model. 

Tamil Morphological Analyzer 

The Tamil morphological analyzer is based on sequence labeling and training by kernel methods. It 

captures the non-linear relationships and various morphological features of natural language in a 

better and simpler way. In this machine learning approach two training models are created for 

morphological analyzer. These two models are represented as Model-I and Model-II. First model is 

trained using the sequence of input characters and their corresponding output labels. This trained 

model-I is used for finding the morpheme boundaries [M Anand kumar et.al, 2009]. 

Second model is trained using sequence of morphemes and their grammatical categories. This trained 

Model-II is used for assigning grammatical classes to each morpheme. The SVMTool is used for 

training the data. Generally SVMTool is developed for POS tagging but here this tool is used in 

morphological analysis. 

Tamil Morphological Generator 

The developed morphological generator receives an input in the form of lemma+word_class+Morpho-

lexical Information, where lemma specifies the lemma of the word-form to be generated, word_class 



174 

specifies the grammatical category (POS category) and Morpho-lexical Information specifies the type 

of inflection. The morphological generator system needs to handle three major things; first one is the 

lemma part, then the word class and finally the morpho lexical information. By the way the generator 

is implemented makes it distinct from other morphological generator[M Anand kumar et.al,2010]. 

The input which is in Unicode format is first Romanized and then the paradigm number is identified 

by end characters. For sake of easy computation we are using romanized form. A Perl program has 

been written for identifying paradigm number, which is referred as column index. The morpho-lexical 

information of the required word class is given by the user as input. From the morpho-lexicon 

information list the index number of the corresponding input is identified, this is referred as row 

index. A verb and noun suffix tables are used in this system. Using the word class specified by the 

user the system uses the corresponding suffix table. In this two-dimensional suffix table rows are 

morpho-lexical information index and columns are paradigm numbers. 

Conclusion 

In this paper, we have presented a morphology based Factored SMT for English to Tamil language. 

The morphology based Factored SMT improves the performance of translation system for 

morphologically rich language and also it drastically reduces the training corpus size. So this model is 

suitable for languages which have less parallel corpus. Tamil morphological models are used to create 

a factorized parallel corpus. Source language reordering module captures structural difference 

between source and target language and reorder it accordingly. Compounding module converts the 

source language structure to fit into the target language structure. Initial results obtained from the 

Factored SMT are encouraging.  
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Abstract 

This paper presents the Shallow Parser for Tamil using machine learning approach. Tamil Shallow 

Parser is an important module in Machine Translation from Tamil to any other language. It is also a 

key component in all NLP applications. It is used to understand natural language by machine and also 

useful for second language learners. The Tamil Shallow Parser was developed using the new and state 

of the art machine learning approach. The POS Tagger, Chunker, Morphological Analyzer and 

Dependency Parser were built for implementing the Tamil Shallow Parser. The above modules gives 

an encouraging result. 

Introduction 

Partial or Shallow Parsing is the task of recovering a limited amount of syntactic information from a 

natural language sentence. A full parser often provides more information than needed and sometimes 

it may also give less information. For example, in Information Retrieval, it may be enough to find 

simple NPs (Noun Phrases) and VPs (Verb Phrases). In Information Extraction, Summary Generation, 

and Question Answering System, information about special syntactico-semantic relations such as 

subject, object, location, time, etc, are needed than elaborate configurational syntactic analyses. In full 

parsing, grammar and search strategies are used to assign a complete syntactic structure to sentences. 

The main problem here is to select the most possible syntactic analysis to be obtained from thousands 

of possible analyses a typical parser with a sophisticated grammar may return. This complexity of the 

task makes machine learning an attractive option in comparison to the handcrafted rules.                                  

Methodology 

Machine learning approach is applied here to develop the shallow parser for Tamil. Part of speech 

tagger for Tamil has been generated using Support Vector Machine approach [Dhanalakshmi V e.tal., 

2009]. A novel approach using machine learning has been built for developing morphological analyzer 

for Tamil [Anand kumar M e.tal., 2009]. Tamil Chunker has been developed using CRF++ tool 

[Dhanalakshmi V e.tal., 2009]. And finally, Tamil Dependency parser, which is used to find syntactico-

semantic relations such as subject, object, location, time, etc, is built using MALT Parser 

[Dhanalakshmi V e.tal., 2011]. 
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General Framework and Modules 

• The general block diagram for Tamil Shallow parser is given in Figure 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.1. General Framework for Tamil Shallow Parser 

• Tamil Part-of-Speech Tagger [Dhanalakshmi V e.tal., 2009]: The Part of Speech (POS) tagging is 

the process of labeling a part of speech or other lexical class marker (noun, verb, adjective, etc.) 

to each and every word in a sentence. POS tagger was developed for Tamil language using 

SVMTool [Jes´us Gim´enez and Llu´ıs M`arquez, 2004]. 

• Tamil Morphological Analyzer [Anand Kumar M e.tal., 2009]: Morphological Analysis is the 

process of breaking down morphologically complex words into their constituent morphemes.  It 

is the primary step for word formation analysis of any language. Morphological Analyzer was 

developed using a novel machine learning approach and was implemented using SVMTool. 

• Tamil Chunker [Dhanalakshmi V e.tal., 2009]: Chunks are normally taken to be non recursive 

correlated group of words. Chunker divides a sentence into its major-non-overlapping phrases 
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(noun phrase, verb phrase, etc.) and attaches a label to each chunk. Chunker for Tamil language 

was developed using CRF++ Tool[Sha F and Pereira F, 2003]. 

• Tamil Dependency Parser for Relation finding [Dhanalakshmi V e.tal., 2011]: Given the POS 

tag, Morphological information and chunks in a sentence, this decides which relations they 

have with the main verb (subject, object, location, etc.). Dependency parser was developed for 

Tamil language using Malt Parser tool [Joakim Nivre and Johan Hall, 2005]. 

Dependency Parsing using Malt Parser 

MALT Parser Tool is used for dependency parsing, which uses supervised machine learning 

algorithm. Using this tool dependency relations and position of the head are obtained for Tamil 

sentence. There are 10 tuples used in the training data that can be user define. For Tamil dependency 

parsing, the following features are defined and others are set as NULL and are mentioned as ‘_’ in the 

training data format.   

WordID: Position of each word in the input sentence. 

Words: Each word in the input sentence. 

CPos Tag and Pos Tag: Defines the Parts Of Speech of each word. 

Head: The position of the parent of each word.    

Lemma:  The lemma of the word. 

Morph Features The Morphological features of the word. 

Chunk The chunk information of the word. 

Dependency Relation: The terminology given for each parent – child relation. 

Sample Training Data 

1 அவ῀ _ <PRP> <PRP> 8 <N.SUB> _ _ 

2 ᾙ᾵ைடகைள _ <NN> <NN> 3 <D.OBJ> _ _ 

3 வாᾱகி _ <VNAV> <VNAV> 4 <ATT> _ _ 

4 சைமᾷᾐ _ <VNAV> <VNAV> 6 <VNAV.MOD>_ _ 

5 த᾵ᾊ᾿ _ <NN> <NN> 6 <NST.MOD> _ _ 

6 ேபா᾵ᾌ _ <VNAV> <VNAV> 8 <V.COMP> _ _ 

7 உனᾰᾁ _ <PRP> <PRP> 8 <I.OBJ> _ _ 

8 ெகாᾌᾰகிᾹறாᾹ _ <VF> <VF> 0 <ROOT> _ _ 

9 . <DOT> <DOT> 8 <SYM> _ _ 

For Tamil language, a corpus of three thousand sentences is annotated with dependency relations and 

labels using the customized tag set (Table.1). The corpus is trained using the MALT Parser tool which 

generates a model. Using this model the new input sentences are tested.  
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S.No Tags Description S.No Tags Description 

1 ROOT Head word 5 NST-MOD Spatial Time 

Modifier 

2 N-SUB Subject 6 SYM Symbols 

3 D-OBJ Direct Object 7 X Others 

4 I-OBJ Indirect Object    

Table.1 Shallow Dependency Tagset 

Application of Shallow Parser 

Shallow parsers were used in Verbmobil project [Wahlster W, 2000], to add robustness to a large 

speech-to-speech translation system. Shallow parsers are also typically used to reduce the search space 

for full-blown, `deep' parsers [Collins, 1999]. Yet another application of shallow parsing is question-

answering on the World Wide Web, where there is a need to efficiently process large quantities of ill-

formed documents [Buchholz and Daelemans, 2001] and more generally, all text mining applications, 

e.g. in biology [Sekimizu et al., 1998]. 

The developed Tamil Shallow Parser can be used to develop the following systems for Tamil 

language. 

• Information extraction and retrieval system for Tamil. 

• Simple Tamil Machine Translation system. 

• Tamil Grammar checker. 

• Automatic Tamil Sentence Structure Analyzer. 

• Language based educational exercises for Tamil language learners. 

Conclusion 

Shallow Parsing has proved to be a useful technology for written and spoken language domains. Full 

parsing is expensive, and is not very robust. Partial parsing has proved to be much faster and more 

robust. Dependency parser is better suited than phrase structure parser for languages with free or 

flexible word order like Tamil. Fully functional Shallow Parser for Tamil gives reliable results. The 

Shallow Parser system developed for Tamil is an important tool for Machine Translation between 

Tamil and other languages. 

References 

� Anand kumar M, Dhanalakshmi V , Soman K P and Rajendran S (2009) , “A Novel Approach 

for Tamil Morphological Analyzer”, Proceedings of the 8th Tamil Internet Conference 2009, 

Cologne, Germany. 

� Buchholz Sabine and Daelemans Walter (2001), “Complex Answers: A Case Study using a 

WWW Question Answering System”, Natural Language Engineering. 

� Collins M (1999), “Head-Driven Statistical Models for Natural Language Parsing”, Ph.D 

Thesis, University of Pennsylvania. 



179 

� Dhanalakshmi V, Anand Kumar M, Vijaya M S, Loganathan R,  Soman  K P, Rajendran S 

(2008), “Tamil Part-of-Speech tagger based on SVMTool”, Proceedings of the COLIPS 

International Conference on natural language processing(IALP), Chiang Mai, Thailand.  

� Dhanalakshmi V, Anand kumar M, Soman K P and Rajendran S (2009), “POS Tagger and 

Chunker for Tamil Language”, Proceedings of the 8th Tamil Internet Conference, Cologne, 

Germany. 

� Dhanalakshmi V, Anand Kumar M, Rekha R U, Soman K.P and Rajendran S (2011), “Data 

driven Dependency Parser for Tamil and Malayalam” NCILC-2011, Cochin University of 

Science & Technology, India. 

� Jes´us Gim´enez and Llu´ıs M`arquez.(2004) SVMTool: A general pos tagger generator based on 

support vector machines.In Proceedings of the 4th LREC Conference, 2004. 

� Joakim Nivre and Johan Hall, MaltParser: A language-independent system for data-driven 

dependency parsing. In Proceedings of the Fourth Workshop on Treebanks and Linguistic 

Theories (TLT), 2005. 

� Sekimizu T, Park H and Tsujii J (1998), “Identifying the interaction between genes and gene 

products based on frequently seen verbs in Medline abstracts”, Genome Informatics, 

Universal Academy Press. 

� Sha F and Pereira F (2003), “Shallow Parsing with Conditional Random Fields”, Proceedings 

of Human Language Technology Coference’2003, Canada. 

� Wahlster W (2000), “VERBMOBIL: Foundations of Speech-to-Speech Translation”, Springer-

Verlag. 

 
 



 
 

 



180 

கணினிவழிᾷ தமி῁ெமாழியாᾼவி᾿ ெபாᾞ῀ மயᾰகΆகணினிவழிᾷ தமி῁ெமாழியாᾼவி᾿ ெபாᾞ῀ மயᾰகΆகணினிவழிᾷ தமி῁ெமாழியாᾼவி᾿ ெபாᾞ῀ மயᾰகΆகணினிவழிᾷ தமி῁ெமாழியாᾼவி᾿ ெபாᾞ῀ மயᾰகΆ 

Ambiguities in Computer Assisted Tamil Language Processing 

 

இலஇலஇலஇல. ᾆᾸதரΆᾆᾸதரΆᾆᾸதரΆᾆᾸதரΆ    
ᾐைணᾺேபராசிாிய᾽,  ஒᾞᾱகிைணᾺபாள᾽,  

கணினிᾷதமி῁ᾰ க᾿வி தமி῁ᾺேபராயΆ, SRM ப᾿கைலᾰகழகΆ. மிᾹனᾴச᾿: sundarbaskar@gmail.com 
 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர    

கணினியி᾿ தமி῁ெமாழியிᾹ பயᾹபாᾌ ெபᾞகிᾜ῀ளᾐ. தமி῁ெமாழியிᾹ வள᾽ᾲசிᾰᾁᾰ கணினியிᾹ 
பᾱகளிᾺᾗ தவி᾽ᾰகᾙᾊயாத ஒᾹறாகிவி᾵டᾐ. ெமாழி ஆᾼᾫᾰ கᾞவியாகᾰ கணினிையᾺ பயᾹபᾌᾷதி 
வᾞகிற நிைலயி᾿ தமி῁ெமாழிᾷ தரᾫகைள அதιᾁ ஓ᾽ ஒᾨᾱகைமᾫடᾹ கιᾠᾷதரேவᾶᾊᾜ῀ளᾐ. 

அதாவᾐ கணித அᾊᾺபைடயி᾿ ெமாழியி᾿ உ῀ள ெமாழியிய᾿ ᾂᾠகைளᾰ கணினிᾰᾁ ஏιற 
வைகயி᾿ மாιறிᾷதரேவᾶᾊᾜ῀ளᾐ. இᾷதைகய வழிᾙைறகைளᾰ ெகாᾌᾺபேத கணினி ெமாழியிய᾿ 
எᾹபதாᾁΆ. ெமாழி ெசய᾿பᾌவதி᾿ உ῀ள ஒᾨᾱᾁᾙைறயிᾹ ெதாᾁᾺᾗதாᾹ இலᾰகணΆ. இᾷதைகய 
ஒᾨᾱᾁᾙைற நᾪன, ெதாழி᾿ᾒ᾵ப வள᾽ᾲசிகளினாᾤΆ ெமாழி உலகமயமாᾰகᾲ ᾇழᾢனாᾤΆ 
சிைதᾸᾐΆ மாᾠப᾵ᾌΆ வᾞகிறᾐ. ெமாழிைய இᾷதைகய சிைதᾫகளிᾢᾞᾸᾐ  மீ᾵ெடᾌᾰக ெமாழியிய᾿ 
ᾂᾠகைள ᾙைறயாகᾰ கιᾠ, பயᾹபᾌᾷதேவᾶᾊய க᾵டாயΆ ஏιப᾵ᾌ῀ளᾐ. 

ெபாᾞ῀ மயᾰகΆ தமி῁ெமாழிᾺ பயᾹபா᾵ᾊ᾿ உᾞவாᾰᾁகிᾹற நிைலᾺபாᾌகைளᾜΆ ,கணினிவழி 
ஆᾼᾫ ெசᾼᾜΆேபாᾐ ஏιபᾌகிற ெமாழியைமᾺᾗᾲ சிᾰக᾿கைளᾜΆ ,அவιைறᾷ தவி᾽Ὰபதιகான 

வழிᾙைறகைளᾜΆ, ெமாழியிய᾿ ᾂᾠΆ வைகᾺபா᾵ᾌ ெநறிᾙைறகைளᾜΆ எᾌᾷᾐᾰᾂᾠவதாக  இᾰ 
க᾵ᾌைர அைமகிறᾐ.  

இயιைகெமாழியாᾼᾫஇயιைகெமாழியாᾼᾫஇயιைகெமாழியாᾼᾫஇயιைகெமாழியாᾼᾫ; கணினிெமாழியிய᾿கணினிெமாழியிய᾿கணினிெமாழியிய᾿கணினிெமாழியிய᾿; ெமாழிᾷெதாழி᾿ᾒ᾵பΆெமாழிᾷெதாழி᾿ᾒ᾵பΆெமாழிᾷெதாழி᾿ᾒ᾵பΆெமாழிᾷெதாழி᾿ᾒ᾵பΆ:    

தமி῁ெமாழியிᾹ இய᾿ᾗகைளᾷ ெதளிவாக அறிᾸᾐெகா῀ள ஒᾢயனிய᾿, உᾞபனிய᾿, ெதாடாிய᾿ 

மιᾠΆ ெபாᾞᾶைமயிய᾿ ேபாᾹற ெமாழியிய᾿ அறிᾫ இᾹறியைமயாதன. 

மனித ᾚைளையᾺ ேபாᾹᾠ கணினிையᾜΆ இயιைகெமாழி அறிைவᾺ ெபறைவᾷᾐ ,ெமாழிᾷ 

ெதாட᾽கைளᾺ ᾗாிᾸᾐெகா῀ளᾫΆ, உᾞவாᾰகᾫΆ, ெசᾼயைவᾰᾁΆ ᾙயιசிேய இயιைக ெமாழியாᾼᾫ 

(Natural Language Processing). இᾷதைகய இயιைகெமாழியாᾼைவ ேமιெகா῀ள உᾞவாᾰகᾺபᾌகிற 

வழிᾙைறகᾦΆ ᾙைறᾺபᾌᾷதᾤேம கணினி ெமாழியிய᾿ (Computational Linguistics). கணினி 
ெமாழியியᾢᾹ ᾐைணேயாᾌ ெமாழிᾰᾁᾷ ேதைவயான மிᾹனᾎ ெமாழிᾰ கᾞவிகைள உᾞவாᾰக 

உதᾫΆ ᾒ᾵பேம ெமாழிᾷெதாழி᾿ᾒ᾵பΆ (Language Technology). இைவ ᾚᾹᾠΆதாᾹ தமி῁ ெமᾹ 

ெபாᾞ῀கைள உᾞவாᾰᾁவதιᾁ ேமιெகா῀ளᾺபᾌகிற பᾊᾙைற வள᾽ᾲசிᾺ பணிக῀. 

கணினிᾷதமி῁ வள᾽ᾲசி எᾹபᾐ தமி῁ᾷ ெதாட᾽கைளᾺ ᾗாிᾸᾐெகா῀ளᾫΆ (Understanding), அவιைற 
உᾞவாᾰகᾫΆ (Generate) ேதைவயான தமி῁ெமாழி அறிைவᾰ கணினிᾰᾁ அளிᾺபதιகாக நாΆ 
ேமιெகா῀ளேவᾶᾊய பணிகைளᾰ ᾁறிᾰகிறᾐ. தமி῁ᾷ தரᾫகைளᾰ கணினி ᾗாிᾸᾐெகா῀ᾦΆ 
வைகயி᾿ ெகாᾌᾺபதιᾁ ெமாழியிய᾿ விதிகᾦΆ ேகா᾵பாᾌகᾦΆ ᾐைணᾗாிகிᾹறன. கணினி 
ெமாழியிய᾿ ேகா᾵பாᾌகைளᾰெகாᾶᾌ ெமாழியிᾹ அைமᾺைப, இலᾰகணᾷைதᾰ கணினிᾰேகιற 
வைகயி᾿ நிரᾢகளாக )Programs(, மிᾹனᾎ இலᾰகணமாக மாιறிᾰ ெகாᾌᾷᾐ, தமி῁ெமாழியிᾹ 
ேதைவைய நிைறᾫெசᾼய ேவᾶᾌΆ. இῂவாᾠ தமி῁ெமாழியிᾹ அைமᾺைப ஒᾨᾱகைமᾫடᾹ, 
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விதிகளாக மாιᾠΆேபாᾐ தமி῁ெமாழியிᾹ தιகால எᾨᾷᾐ வழᾰகி᾿ ப᾿ேவᾠ ᾙைறக῀ 
பயᾹபᾌᾷதᾺபᾌவதா᾿ ெசாιகைளᾺ பிாிᾰᾁΆேபாᾐΆ(Parsing) வாிைசᾺபᾌᾷᾐΆேபாᾐΆ (Sorting) 

ப᾿ேவᾠ ெமாழிᾺ பயᾹபா᾵ᾌᾲ சிᾰக᾿க῀ எᾨகிᾹறன. இᾷதைகய ெமாழிᾺ பயᾹபா᾵ᾌᾲ 
சிᾰக᾿களி᾿ ஒᾹᾠதாᾹ ெபாᾞ῀ மயᾰகΆ(Word Sense Ambiguity).  

தமிழி᾿ சᾸதிᾺசᾸதிᾺசᾸதிᾺசᾸதிᾺ பிைழதிᾞᾷதிபிைழதிᾞᾷதிபிைழதிᾞᾷதிபிைழதிᾞᾷதி (Sandhi Checker), உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿ பᾁᾺபாᾼவிபᾁᾺபாᾼவிபᾁᾺபாᾼவிபᾁᾺபாᾼவி (Morphological Parser), 

ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ பᾁᾺபாᾼவிபᾁᾺபாᾼவிபᾁᾺபாᾼவிபᾁᾺபாᾼவி (Syntactic Parser), அைடவிஅைடவிஅைடவிஅைடவி (Indexing)(ெசா᾿லைடᾫ, ெதாடரைடᾫ, 

ெபாᾞளைடᾫ), தானியᾱகிதானியᾱகிதானியᾱகிதானியᾱகி ேபᾲᾆேபᾲᾆேபᾲᾆேபᾲᾆ அறிவாᾹஅறிவாᾹஅறிவாᾹஅறிவாᾹ (Automatic Speech Recognizer-ASR), இயᾸதிரஇயᾸதிரஇயᾸதிரஇயᾸதிர 

ெமாழிெபய᾽Ὰᾗெமாழிெபய᾽Ὰᾗெமாழிெபய᾽Ὰᾗெமாழிெபய᾽Ὰᾗ (Machine Translation) ஆகிய ெமாழியாᾼᾫ ெமᾹெபாᾞ῀ கᾞவிகைள உᾞவாᾰᾁ 

வதி᾿ இᾷதைகய ெபாᾞ῀ மயᾰகΆ இைடᾝறாக அைமகிᾹறன. இவιைறᾲ சாிெசᾼய, ெபாᾞ῀ மயᾰகᾲ 

ெசா᾿லகராதிைய உᾞவாᾰகேவᾶᾊயᾐ அவசியΆ. 

ெபாᾞ῀ மயᾰகΆ ெபாᾞ῀ மயᾰகΆ ெபாᾞ῀ மயᾰகΆ ெபாᾞ῀ மயᾰகΆ - விளᾰகΆவிளᾰகΆவிளᾰகΆவிளᾰகΆ    

‘Word Sense Ambiguity’ எᾹᾔΆ ஆᾱகிலᾲ ெசா᾿ தமிழி᾿ ெதளிவிᾹைம, ᾁழᾺபΆ, கᾞᾷᾐமயᾰகΆ, 

ெபாᾞ῀மயᾰகΆ, இᾞெபாᾞ῀பᾌநிைல, ெதளிவιற நிைல எனᾺ ப᾿ேவᾠ நிைலகளி᾿ 
ெபாᾞ῀ெகா῀ளᾺபᾌகிᾹறᾐ. எனிᾔΆ, கணினிெமாழியியᾢ᾿ ெபாᾞ῀ மயᾰகΆ எᾹேற 
ைகயாளᾺபᾌகிᾹறᾐ. இᾷதைகய ெபாᾞ῀ மயᾰகᾱகைளᾰ கைளவைதᾰ கணினிெமாழியியᾢ᾿ ‘Word 

Sense Disambiguation )WSD(’ எᾹᾠ ᾂᾠவ᾽.  

ஒᾞ ெதாட᾽ தᾹ அைமᾺபி᾿ ெவளிᾷேதாιறᾷதிᾤΆ உ῀ேதாιறᾷதிᾤΆ ெவῂேவᾠ ெபாᾞ῀தᾞகிறᾐ .    
இᾷதைகய ெபாᾞᾶைம மாᾠபாᾌ ஏιபᾌவதιᾁாிய சில ெசாιகᾦΆ சில ᾇ῁நிைலகᾦΆ இᾱᾁ 
ேநாᾰகᾺபᾌகிᾹறன. தமி῁ மரபிலᾰகணᾷதி᾿ ஒᾞெசா᾿ ᾁறிᾷத பல ெபாᾞ῀, பல ெபாᾞ῀ ᾁறிᾷத 

ஒᾞெசா᾿ எᾹற வைகᾺபாᾌΆ காணᾺபᾌகிறᾐ. அகராதி நிைலயி᾿ ஒᾞ ெசா᾿ᾤᾰᾁᾺ பல ெபாᾞ῀க῀ 
இᾞᾰகலாΆ .ஆனா᾿, இவιறிᾢᾞᾸᾐ ெபாᾞ῀ மயᾰகΆ எᾹபᾐ மாᾠப᾵டᾐ. 

ெபாᾞ῀ மயᾰகΆ ஏιபᾌவதιகான நிைலᾺபாᾌக῀ெபாᾞ῀ மயᾰகΆ ஏιபᾌவதιகான நிைலᾺபாᾌக῀ெபாᾞ῀ மயᾰகΆ ஏιபᾌவதιகான நிைலᾺபாᾌக῀ெபாᾞ῀ மயᾰகΆ ஏιபᾌவதιகான நிைலᾺபாᾌக῀    

தமி῁ெமாழிᾷ தரᾫக῀ உலகளாவிய ெபாᾐெமாழியிᾹ தᾹைமகைளᾰ ெகாᾶᾊᾞᾺபேதாᾌ தமᾰெகனᾲ 

சில தனிᾷதᾹைமகைளᾰ ெகாᾶᾊᾞᾰகிᾹறன. வழᾰகிழᾸத ᾂᾠகᾦΆ ᾗᾷதாᾰகᾱகᾦΆ தமிழி᾿ 

காலᾱகாலமாக நிக῁Ᾰᾐெகாᾶᾌ῀ளன. சாதி, ெதாழி᾿, வ᾵டாரΆ ேபாᾹறைவ சா᾽Ᾰத வழᾰᾁகᾦΆ, 

ᾐைறசா᾽Ᾰத வழᾰᾁகᾦΆ ேபᾲᾆ, எᾨᾷᾐ எᾹᾔΆ நிைலᾺபாᾌகᾦΆ தமி῁ெமாழிᾷ தரவிைனᾰ 

கணினியிᾹ ஏιᾗᾷதிறᾔᾰᾁ ஏιறாιேபா᾿ ஒᾞைமᾺபᾌᾷᾐவதιᾁΆ ெபாᾐவிதிகைள உᾞவாᾰᾁ 

வதιᾁΆ இைடᾝᾠகளாக அைமகிᾹறன.   

ெசாιகளிᾹ இலᾰகண வைகᾺபா᾵ைட நாΆ ᾒᾶைமயான இலᾰகண அறிᾫ (Grammatical 

Knowledge) மιᾠΆ உலகிய᾿ அறிவிᾹ (Pragmatic Knowledge) ᾐைணேயாᾌ அறிகிேறாΆ. ஆனா᾿ 

அவιைறᾰ கணினிᾰᾁᾰ கιᾠᾷதᾞவதி᾿ ப᾿ேவᾠ ெமாழியைமᾺᾗᾲ சிᾰக᾿க῀ எᾨகிᾹறன. அவιைறᾲ 

சாிெசᾼவதιᾁ உᾞபனிய᾿, ெதாடாிய᾿ பᾁᾺபாᾼᾫக῀ ᾐைணᾗாிகிᾹறன. ஒᾞ ெதாடாி᾿ ஒᾹᾠᾰᾁ 

ேமιப᾵ட அைமᾺᾗக῀ காணᾺபடலாΆ. அதாவᾐ ᾁறிᾺபி᾵ட ெதாடாி᾿  இடΆெபᾠΆ ெசாιக῀ 

தᾱகᾦᾰᾁ῀ ெவῂேவᾠ வைகயி᾿ இைணயலாΆ. அᾺேபாᾐ ெபாᾞ῀ மயᾰகΆ ஏιபᾌகிறᾐ.  

ஆᾱகிலᾷதி᾿ ஒᾢெபய᾽ᾷᾐ (Transliterate) எᾨᾐΆேபாᾐ ᾙைறᾺபᾌᾷதᾺப᾵ட ஒᾢᾰᾁறிᾺᾗ 
எᾨᾷᾐᾰகைளᾺ பயᾹபᾌᾷதேவᾶᾌΆ. ஆனா᾿ ᾁறி᾿, ெநᾊ᾿, ல,ழ,ள, ற,ர ேபாᾹற எᾨᾷᾐᾰக῀ 

ேவᾠபாᾌகளிᾹறிᾺ பயᾹபᾌᾷதᾺபᾌவதா᾿ ெபாᾞ῀ ᾁழᾺபᾙΆ அவιைற உᾲசாிᾰᾁΆேபாᾐ 

ெதளிவி᾿லாத ᾇ῁நிைலᾜΆ காணᾺபᾌகிறᾐ.  எᾌᾷᾐᾰகா᾵டாக, பாடΆ எᾹᾠ எᾨᾐவைதᾺ ‘padam’ 

எᾹᾠ எᾨதினா᾿ படΆ எᾹᾠ பᾊᾺபதιᾁΆ வாᾼᾺபிᾞᾰகிறᾐ. எனேவ மᾰகளிᾹ ெபய᾽, ஊ᾽Ὰெபய᾽, 
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ᾙகவாி, ெபாᾞ῀களிᾹ ெபய᾽ ேபாᾹறவιைறᾷ தவறாக உᾲசாிᾰகிற நிைல ஏιபᾌகிறᾐ. எனேவ, 
இவιைற ஓ᾽ ஒᾨᾱᾁᾙைறᾰᾁᾰ ெகாᾶᾌவரேவᾶᾌΆ.  

ெபாᾞ῀ ேவᾠபா᾵ᾊιᾁ ேவιᾠைம உᾞᾗகᾦΆ, சᾸதி மாιறᾱகᾦΆ, ல,ழ,ள, ற,ர ேவᾠபாᾌகᾦΆ 

ᾙᾰகியᾺ பᾱகாιᾠகிᾹறன. ேமᾤΆ சாாிையக῀, இர᾵ᾊᾷத᾿ ேபாᾹறைவᾜΆ ᾐைணெசᾼகிᾹறன.  

பாட᾿கைளᾺ பᾊᾰᾁΆேபாᾐ எளிைமயாகᾺ ᾗாிᾸᾐெகா῀ளேவᾶᾌெமᾹᾔΆ ேநாᾰகி᾿ ெசாιகைளᾺ 
பிாிᾺபதாᾤΆ உைரநைட எᾨᾐΆேபாᾐ ெபாᾞ῀ மயᾱᾁவᾐ ெதாியாம᾿ ெசாιகைளᾺ பிாிᾺபதாᾤΆ 
ெபாᾞ῀ மயᾱᾁகிறᾐ .ெபாᾞ῀ மயᾰகΆ ஏιபடாதவாᾠ பிாிᾰகேவᾶᾌΆ எᾹபைதᾰ கவனᾷதி᾿ 

ெகா῀ளேவᾶᾊயᾐ அவசியΆ .ெபாᾞ῀ உணᾞΆ திறᾹ ᾁைறᾸத இᾰ காலᾷதி᾿ பாட᾿களி᾿ எ᾿லாᾲ 
ெசாιகைளᾜΆ பிாிᾷேத எᾨᾐத᾿ ேவᾶᾌΆ, எளிைமᾺபᾌᾷதேவᾶᾌΆ, சாதாரணᾺ ேபᾲᾆவழᾰகி᾿ 
இᾞᾰகேவᾶᾌΆ எᾹபᾐ ேபாᾹற தᾹைமக῀ கைடபிᾊᾰகᾺபᾌகிᾹறன .ேமᾤΆ, எᾨᾷᾐநைடயி᾿ 
மιறவ᾽களிடமிᾞᾸᾐ தᾱகைள ேவᾠபᾌᾷதேவᾶᾌΆ எᾹபதιகாகᾫΆ இᾷதைகய நிைல 
இᾞᾰகிᾹறᾐ. 

1. தனிᾲெசாιகளா᾿ ஏιபᾌகிற ெபாᾞ῀மயᾰகΆதனிᾲெசாιகளா᾿ ஏιபᾌகிற ெபாᾞ῀மயᾰகΆதனிᾲெசாιகளா᾿ ஏιபᾌகிற ெபாᾞ῀மயᾰகΆதனிᾲெசாιகளா᾿ ஏιபᾌகிற ெபாᾞ῀மயᾰகΆ    

சில தனிᾲ ெசாιக῀ ெதாட᾽களி᾿ பயᾹபᾌᾷᾐΆேபாᾐ இᾞேவᾠ ெபாᾞ῀கைளᾷ தᾸᾐ நிιகிᾹறன. 

தமிழி᾿ தனிᾷத சில ெசாιகைளᾷ ெதாட᾽களி᾿ பயᾹபᾌᾷᾐΆேபாᾐ அைவ ேதாιறᾷதி᾿ ஒᾹᾠ 

ேபாலᾫΆ ெபாᾞளி᾿ இᾞேவᾠ நிைலகளிᾤΆ காணᾺபᾌகிᾹறᾐ. ஒᾞ ெதாடாி᾿ ேவைல எᾹற ெசா᾿ 
காணᾺபᾌகிறᾐ. அᾐ ‘ேவைலையᾰ’ ᾁறிᾰகிறதா? அ᾿லᾐ ‘ேவ᾿’ எᾹᾔΆ ஆᾜதᾷைதᾰ ᾁறிᾰகிறதா? 
எᾹற மயᾰகΆ ஏιபᾌகிறᾐ. ெதாட᾽ நிைலயி᾿ அதιᾁ அᾌᾷᾐ அ᾿லᾐ அதιᾁ ᾙᾹ அைமᾸத 
ெசா᾿ைல ைவᾷேத, இᾸதᾲ ெசா᾿ இைதᾷதாᾹ ᾁறிᾰகிறᾐ எᾹᾠ அறியᾙᾊகிறᾐ. நாᾹ ேவைலேவைலேவைலேவைல 
வாᾱகிேனᾹ.  

 [அவைர - அவ᾽ + ஐ அவைரᾲ ெசᾊ],  [வᾞட - வᾞடΆ, தைலைய வᾞட],  

 [காைல - கா᾿ + ஐ காைலᾺெபாᾨᾐ],  [பாᾷதிரΆ - கதாᾺபாᾷதிரΆ, சைமய᾿பாᾷதிரΆ] 

 [ஆᾠ - ஆᾠ(River) எᾶ(Number)],  [எᾶண - எᾶணΆ(Thinking) எᾶண(Counting)] 

ேமιᾁறிᾷத சில ெசாιகᾦடᾹ இரᾶடாΆ ேவιᾠைம உᾞᾗ வᾸᾐ῀ளதா அ᾿லᾐ தனிᾲெசா᾿தானா 
எᾹற ᾁழᾺபேம இᾸதᾺ ெபாᾞ῀மயᾰகᾷதிιᾁாிய காரணமாᾁΆ. இᾷதைகய ᾁழᾺபமிᾹறி 
ேவᾠபᾌᾷᾐவதιᾁᾲ சில இடᾱகளி᾿ ‘இᾹ’ சாாிைய பயᾹபᾌᾷதᾺபᾌகிறᾐ. 

 காᾐ + ஐ = காைத => காᾐ + இᾹ + ஐ = காதிைன.   

 காᾌ + ஐ = காைட => காᾌ + ᾵(இᾹ) + ஐ = கா᾵ைட, கா᾵ᾊைன.   

2. ெதாடரைமᾺᾗ நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ மயᾰகΆெதாடரைமᾺᾗ நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ மயᾰகΆெதாடரைமᾺᾗ நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ மயᾰகΆெதாடரைமᾺᾗ நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ மயᾰகΆ    

ஒᾞ ெதாட᾽ அைமᾺபி᾿ எ᾿லாᾲ ெசாιகᾦΆ சாியான ெபாᾞைளேய தᾸᾐநிᾹறாᾤΆ அைவ 
ெபாᾞ῀ெகா῀ᾦΆ ᾙைறயி᾿ மயᾰகΆ ஏιபᾌகிᾹறன. ‘ᾙ᾵டா῀ ᾁமரனிᾹ மைனவி’ எᾹᾔΆ 
ெதாடாி᾿ ᾙ᾵டா῀ எᾹபᾐ ᾁமரᾔᾰᾁᾺ ெபயரைடயாக வᾞகிறதா அ᾿லᾐ அவᾹ மைனவிᾰᾁᾺ 
ெபயரைடயாக வᾞகிறதா எᾹகிற ᾁழᾺபΆ ஏιபᾌகிறᾐ. இᾷதைகய நிைலயி᾿ ேவιᾠைம உᾞᾗ 
மைறᾸᾐ வᾞவதாᾤΆ ᾙ᾵டா῀ எᾹபதιᾁ அᾌᾷᾐ, காιᾗ῀ளி இ᾵ᾌ எᾨதாததாᾤΆ இᾷதைகய 
ᾁழᾺபΆ ஏιபᾌகிறᾐ. இதைன அைமᾺᾗᾺ ெபாᾞ῀ மயᾰகΆ(Structural Ambiguity) எᾹᾠ ெமாழியிய᾿ 
அறிஞ᾽க῀ ᾂᾠவ᾽. ெதாடாிᾹ ᾗறநிைலயிᾤΆ அகநிைலயிᾤΆ மாᾠபடாம᾿ ᾁழᾺபமிᾹறி 
இᾞᾸதாᾤΆ அைவ எᾌᾷᾐᾰெகா῀ᾦΆ ᾙைறயிᾤΆ ᾇழ᾿ தᾞΆ ெபாᾞளிᾤΆ ேவᾠபᾌகிᾹறன. 
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3. ெசாιகைளᾺ பிாிᾷᾐΆ ேச᾽ᾷᾐΆ எᾨᾐகிᾹற நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ ெசாιகைளᾺ பிாிᾷᾐΆ ேச᾽ᾷᾐΆ எᾨᾐகிᾹற நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ ெசாιகைளᾺ பிாிᾷᾐΆ ேச᾽ᾷᾐΆ எᾨᾐகிᾹற நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ ெசாιகைளᾺ பிாிᾷᾐΆ ேச᾽ᾷᾐΆ எᾨᾐகிᾹற நிைலயி᾿ ஏιபᾌகிற ெபாᾞ῀ 
மயᾰகΆமயᾰகΆமயᾰகΆமயᾰகΆ    

தமிழி᾿ ேவ᾽ᾲெசா᾿ᾤடᾹ ப᾿ேவᾠப᾵ட ஒ᾵ᾌக῀ இைணகிᾹறன. அῂவாᾠ இைணᾜΆேபாᾐ 
அவιᾠᾰᾁ῀ேளேய ஓ᾽ இையᾗ விதி உᾞவாகிᾹறᾐ. இῂவாᾠ ெசாιகᾦடᾹ ஒ᾵ᾌகைள 
இைணᾰᾁΆேபாᾐ ெசாιகைளᾺ பிாிᾷᾐΆ ேச᾽ᾷᾐΆ எᾨᾐகிᾹற வழᾰகΆ காணᾺபᾌகிᾹறᾐ.  

தமிழி᾿ ெமாழியிய᾿ விதிᾺபᾊ தனிᾷᾐ நிᾹᾠ ெபாᾞ῀தராத ᾐைணவிைனக῀ (Auxiliary Verb), 

ஒ᾵ᾌக῀ (Affixes) மிதைவ ஒ᾵ᾌக῀ (Clitic)  ேபாᾹறவιைறᾺ பிாிᾷᾐ எᾨதᾰᾂடாᾐ எᾹபைத 
மீᾠவᾐ  ெபாᾞ῀ மயᾰகᾷதிιᾁ ᾙᾰகியᾰ காரணமாᾁΆ. 

ெபாᾐவாக ஒᾞ ெசா᾿ைலᾺ பிாிᾷேதா ேச᾽ᾷேதா எᾨᾐΆேபாᾐ ᾂறவᾸத கᾞᾷதிᾹ அᾊᾺபைடேய 
மாᾠகிᾹற நிைல ஏιபᾌகிறᾐ. எᾌᾷᾐᾰகா᾵டாக, அவᾔடேன எᾹᾠ ேச᾽ᾷᾐ எᾨதினா᾿ with him 

எᾹᾠ ெபாᾞ῀பᾌΆ. அவᾹ உடேன எᾹᾠ பிாிᾷᾐ எᾨதினா᾿ he at once எᾹᾠ ெபாᾞ῀பᾌΆ. எனேவ 
மிகᾰ கவனᾷேதாᾌ இடமறிᾸᾐ ெபாᾞ῀மயᾰகΆ ஏιபடாதவாᾠ ேச᾽ᾷேதா பிாிᾷேதா எᾨதேவᾶᾌΆ. 

ப᾿கைலᾰகழகΆ, ெதாழி᾿ᾒ᾵பΆ ேபாᾹற சில கைலᾲெசாιகைளᾜΆ பிாிᾷᾐ எᾨᾐத᾿ ᾂடாᾐ. 

இᾐேபால ெமாழிᾺ பயᾹபா᾵ᾌ விதிகைள ᾙைறயாகᾺ பயᾹபᾌᾷதினா᾿ கணினிவழி 
ெமாழியாᾼᾫᾰᾁΆ ெபாᾞ῀ மயᾰகமிᾹறி வாசிᾺபதιᾁΆ பயᾹதᾞΆ. 

• ᾐைணவிைனக῀ᾐைணவிைனக῀ᾐைணவிைனக῀ᾐைணவிைனக῀    
விᾌவிᾌவிᾌவிᾌ(வᾸᾐவிᾌ, ேபாᾼவிᾌ, பᾊᾷᾐவிᾌ, ᾑᾱகிவிᾌ). பᾌபᾌபᾌபᾌ(பாᾌபᾌ, ேவதைனᾺபᾌ, ஆைசᾺபᾌ). 

இᾞஇᾞஇᾞஇᾞ(பா᾽ᾷᾐᾰெகாᾶᾊᾞ, பᾊᾷᾐᾰெகாᾶᾊᾞ). இᾌஇᾌஇᾌஇᾌேச᾽ᾷதிᾌ, கா᾵ᾊᾌ, பா᾽ᾷதிᾌ). ெகாᾶᾌெகாᾶᾌெகாᾶᾌெகாᾶᾌ 

(ெதாிᾸᾐெகாᾶᾌ, பா᾽ᾷᾐᾰெகாᾶᾊᾞ). ெகா῀ளெகா῀ளெகா῀ளெகா῀ள (பா᾽ᾷᾐᾰெகா῀ள, ேபசிᾰெகா῀ள, அறிᾸᾐ 

ெகா῀ள). வி᾵ᾌவி᾵ᾌவி᾵ᾌவி᾵ᾌ, வி᾵டᾐவி᾵டᾐவி᾵டᾐவி᾵டᾐ(பா᾽ᾷᾐவி᾵ᾌ, ேபசிவி᾵ᾌ, பா᾽ᾷᾐவி᾵டᾐ, ேபாᾼவி᾵டᾐ). ப᾵ᾌப᾵ᾌப᾵ᾌப᾵ᾌ, 

ப᾵டᾐப᾵டᾐப᾵டᾐப᾵டᾐ(அறியᾺப᾵ᾌ, விளᾰகᾺப᾵ᾌ, ᾂறᾺப᾵டᾐ, ேச᾽ᾰகᾺப᾵டᾐ). ேவᾶᾌΆேவᾶᾌΆேவᾶᾌΆேவᾶᾌΆ (பா᾽ᾰக 

ேவᾶᾌΆ, ெச᾿லேவᾶᾌΆ, எᾨதேவᾶᾌΆ). உ῀ளᾐஉ῀ளᾐஉ῀ளᾐஉ῀ளᾐ(ெதாியவᾸᾐ῀ளᾐ, பாடᾺப᾵ᾌ῀ளᾐ). 

ெகா῀, உᾶ, ஆΆ, ேபாᾌ, வᾞ, தᾞ, உ῀ இᾐேபாᾹற ஐΆபᾐᾰᾁΆ ேமιப᾵ட ᾐைணவிைனக῀ 

எᾨᾷᾐ வழᾰகிᾤΆ ேபᾲᾆ வழᾰகிᾤΆ காணᾺபᾌகிᾹறன. ஒᾞ ெதாடாி᾿ ஒᾹᾠᾰᾁ ேமιப᾵ட 

ᾐைணவிைனகᾦΆ இைணᾸᾐ வᾞΆ. 

 அவ᾽க῀ பᾊᾷᾐவி᾵ᾌᾲபᾊᾷᾐவி᾵ᾌᾲபᾊᾷᾐவி᾵ᾌᾲபᾊᾷᾐவி᾵ᾌᾲ ெசᾹறன᾽.     அவ᾽க῀ பᾊᾷᾐ வி᾵ᾌᾲபᾊᾷᾐ வி᾵ᾌᾲபᾊᾷᾐ வி᾵ᾌᾲபᾊᾷᾐ வி᾵ᾌᾲ ெசᾹறன᾽. 

பிாிᾷᾐ எᾨதியதா᾿ இῂவிᾞ ெதாட᾽கᾦᾰகிைடேய ெபாᾞ῀ ேவᾠபாᾌ ெதளிவாகᾷ ெதாிகிறᾐ. 

• மிதைவ ஒ᾵ᾌமிதைவ ஒ᾵ᾌமிதைவ ஒ᾵ᾌமிதைவ ஒ᾵ᾌ    
 தாᾹ - அைதᾷதாᾹ, அவᾹதாᾹ, அᾺேபாᾐதாᾹ, அதனா᾿தாᾹ. 

� பிᾹெனா᾵ᾌபிᾹெனா᾵ᾌபிᾹெனா᾵ᾌபிᾹெனா᾵ᾌ 

 கீ῁கீ῁கீ῁கீ῁, ேம᾿ேம᾿ேம᾿ேம᾿ - ᾐைறயிᾹகீ῁, தைலேம᾿. வழிவழிவழிவழி - கணினிவழி, அதᾹவழி.  
 விடவிடவிடவிட - அவைனவிட, ேபசியைதவிட. 

� விைனவிைனவிைனவிைன விᾁதிவிᾁதிவிᾁதிவிᾁதி 
 ேபாᾐேபாᾐேபாᾐேபாᾐ - ெசாᾹனேபாᾐ, பா᾽ᾷதேபாᾐ. பᾊபᾊபᾊபᾊ - அதᾹபᾊ, ெசாᾹனபᾊ. 

� ெபாᾐநிைலெபாᾐநிைலெபாᾐநிைலெபாᾐநிைல 

 கᾶகᾶகᾶகᾶ - அதᾹகᾶ. காலΆகாலΆகாலΆகாலΆ - இைடᾰகாலΆ, சᾱககாலΆ. 
 வரவரவரவர - ெசᾹᾠவர, நடᾸᾐவர. 
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உᾞபனியᾤΆ ெபாᾞ῀மயᾰகᾙΆஉᾞபனியᾤΆ ெபாᾞ῀மயᾰகᾙΆஉᾞபனியᾤΆ ெபாᾞ῀மயᾰகᾙΆஉᾞபனியᾤΆ ெபாᾞ῀மயᾰகᾙΆ    

ஒᾞ ெசா᾿ ஓ᾽ உᾞபᾹ ெகாᾶடதாகேவா அ᾿லᾐ அதιᾁ ேமιப᾵ட உᾞபᾹகளாகேவா இᾞᾰகலாΆ. 

ப᾿ேவᾠ உᾞபᾹகளா᾿ உᾞவான ெசாιகைளᾰ கணினிவழிᾺ பᾁᾺபாᾼᾫ ெசᾼவᾐ ‘உᾞபனிய᾿ 
பᾁᾺபாᾼᾫ’ எᾹபதாᾁΆ. இதιகாக உᾞபனிய᾿ பᾁᾺபாᾼவிக῀ (Morphological Parsers) உᾞவாᾰகᾺ 

ப᾵ᾌவᾞகிᾹறன. இῂவாᾠ உᾞவாᾰᾁΆேபாᾐ ெபாᾞ῀மயᾰகᾲ ெசாιகளிᾹ சிᾰக᾿க῀ ேநாᾰகᾷ 

தᾰகதாக உ῀ளன.  

இயᾸதிர ெமாழிெபய᾽Ὰபி᾿ (Machine Translation) கணினிெமாழியிய᾿ விதியான இᾞநிைல 
உᾞபனிய᾿ (Two Level Morphology) எᾹற ெமாழிᾷதᾹைமᾁறிᾷᾐ ஆராᾼவ᾽. ஒᾞ ெதாடாி᾿ 
அᾊநிைல (Deep Structure), ᾗறநிைல (Surface Structure) ஆகிய இரᾶᾌΆ காணᾺபᾌΆ. இவιᾠ῀ 
ᾗறநிைலயி᾿ எᾸதவித மாᾠபாᾌΆ ஏιபᾌவதி᾿ைல. ஆனா᾿, ெபாᾞ῀ மயᾰகᾲ ெசாιக῀ வᾞΆேபாᾐ 
அகநிைலயி᾿ ᾁழᾺபΆ ஏιபᾌகிறᾐ. 

தமிழி᾿ காணᾺபᾌΆ ெதாட᾽களி᾿ ேவ᾽ᾲெசாιக῀ தனிᾷᾐΆ விᾁதிகேளιᾠΆ காணᾺபᾌகிᾹறன. 

தனிᾷத ெசாιகைளᾰ கᾶடறிவதιᾁ அகராதிகைளᾺ பயᾹபᾌᾷதலாΆ. மιறவιைற உ῀ளீᾌ ெசᾼᾐ 

ஆᾼᾫெசᾼேத பᾁᾷதறிய ᾙᾊᾜΆ. ேவ᾽ᾲெசாιகைளᾜΆ ஒ᾵ᾌகைளᾜΆ பᾁᾷᾐ, ெபாᾞ῀ மயᾰகமிᾹறி 
வைகᾺபᾌᾷᾐவதιᾁ உᾞபனிய᾿ பᾁᾺபாᾼᾫ அவசியமாகிறᾐ. 

ெமாழியிய᾿ெமாழியிய᾿ெமாழியிய᾿ெமாழியிய᾿ வைகᾺபா᾵ᾊ᾿வைகᾺபா᾵ᾊ᾿வைகᾺபா᾵ᾊ᾿வைகᾺபா᾵ᾊ᾿ ெபாᾞ῀மயᾰகΆெபாᾞ῀மயᾰகΆெபாᾞ῀மயᾰகΆெபாᾞ῀மயᾰகΆ 

ெமாழியிய᾿ அᾊᾺபைடயி᾿ ெபாᾞ῀ மயᾰகᾷைத, ஒᾢயனிய᾿ஒᾢயனிய᾿ஒᾢயனிய᾿ஒᾢயனிய᾿ (Phonology), உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿ 

(Morphology), ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ (Syntax), ெசாιெபாᾞᾶைமயிய᾿ெசாιெபாᾞᾶைமயிய᾿ெசாιெபாᾞᾶைமயிய᾿ெசாιெபாᾞᾶைமயிய᾿ (Semantics), கᾞகᾞகᾞகᾞᾷதாட᾿ᾷதாட᾿ᾷதாட᾿ᾷதாட᾿ (Discourse) 

ஆகிய நிைலகளி᾿ வைகᾺபᾌᾷதலாΆ.  

ஒᾢயனிய᾿ஒᾢயனிய᾿ஒᾢயனிய᾿ஒᾢயனிய᾿ (சᾸதி) நிைலயி᾿, ‘ேவைல ெசᾼதாᾹ’, ‘ேவைலᾲ ெசᾼதாᾹ’ எᾹபவιறி᾿ ᾙதலாவᾐ 

ேவைல பணிையᾰ ᾁறிᾰகிறᾐ, இரᾶடாவᾐ ேவைல கᾞவிையᾰ ᾁறிᾰகிறᾐ. உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿உᾞபனிய᾿ நிைலயி᾿, 

‘நாᾹ கᾷதி விιேறᾹ’ எᾹற ெதாடாி᾿ கᾷதி எᾹற ெபயைரᾰ ᾁறிᾰகிறதா அ᾿லᾐ விைனையᾰ 

ᾁறிᾰகிறதா எᾹபதி᾿ ᾁழᾺபΆ ஏιபᾌகிறᾐ. ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ெதாடாிய᾿ நிைலயி᾿, ‘நாᾹ இராமேனாᾌ சீைதையᾺ 

பா᾽ᾷேதᾹ’ எᾹற ெதாடாி᾿ இரᾶᾌ வைகயாகᾺ ெபாᾞ῀ெகா῀ளலாΆ. நாᾔΆ இராமᾔΆ சீைதையᾺ 

பா᾽ᾷேதாΆ எᾹᾠΆ நாᾹ இராமᾔΆ சீைதᾜΆ ேச᾽ᾸதிᾞᾰᾁΆேபாᾐ பா᾽ᾷேதᾹ எᾹᾠΆ ெபாᾞ῀ 

பᾌகிறᾐ. ெசாιெபாᾞᾶைமெசாιெபாᾞᾶைமெசாιெபாᾞᾶைமெசாιெபாᾞᾶைம நிைலயி᾿,  ‘பᾲைசᾰ காᾼகறி’, ‘பᾲைசᾺ ெபாᾼ’, ‘பᾲைச உடΆᾗ’ ஆகிய 

ெதாட᾽களி᾿ பᾲைச எᾹற ெசா᾿ ᾚᾹᾠ ேவᾠப᾵ட ெபாᾞ῀கைளᾰ ᾁறிᾷᾐ நிιகிறᾐ. ᾚᾹறி᾿ எᾸதᾺ 

ெபாᾞைள எᾌᾷᾐᾰெகா῀வᾐ எᾹபᾐ அதᾹ அᾌᾷத ெசா᾿ைலᾺ ெபாᾠᾷதᾐ. கᾞᾷதாட᾿கᾞᾷதாட᾿கᾞᾷதாட᾿கᾞᾷதாட᾿ நிைலயி᾿, 

ஏιபᾌகிற ெபாᾞ῀ மயᾰகᾷைதᾰ கணினிᾰᾁᾰ கιᾠᾷதரᾙᾊயாᾐ. அவιைற உலகிய᾿ அறிவிᾹ 

(Pragmatic Knowledge) வாயிலாகேவ உணர ᾙᾊᾜΆ.  

ேமιᾁறிᾷத ெபாᾞ῀ மயᾰகᾱகைளᾷ தீ᾽ᾷᾐைவᾰகᾰᾂᾊய அறிைவ - வழிᾙைறகைள எῂவாᾠ 

கணினிᾰᾁ அளிᾺபᾐ ᾁறிᾷᾐ, ப᾿ேவᾠ நிைலகளி᾿ ஆராயᾺெபᾠகிᾹறன.   

ெபாᾞ῀ மயᾰகᾷைதᾷ தவி᾽Ὰபதιᾁாிய ெபாᾐவான சில வழிᾙைறக῀ெபாᾞ῀ மயᾰகᾷைதᾷ தவி᾽Ὰபதιᾁாிய ெபாᾐவான சில வழிᾙைறக῀ெபாᾞ῀ மயᾰகᾷைதᾷ தவி᾽Ὰபதιᾁாிய ெபாᾐவான சில வழிᾙைறக῀ெபாᾞ῀ மயᾰகᾷைதᾷ தவி᾽Ὰபதιᾁாிய ெபாᾐவான சில வழிᾙைறக῀    

கணினிவழிᾷ தமி῁ᾷ ெதாட᾽கைள ஆᾼᾫ ெசᾼᾜΆேபாᾐ ஏιபᾌகிற ெபாᾞ῀ மயகᾷைத நீᾰகிᾺ 

ெபாᾞைளᾷ ெதளிவாகᾺ ᾗாிᾸᾐெகா῀வதιᾁ உᾞெபாᾢயனிய᾿ மாιறᾱக῀ ᾐைணᾗாிகிᾹறன. 

ெபாᾞ῀ மயᾰகᾷைத இலᾰகண வைகᾺபா᾵ᾊᾹ வாயிலாகேவ ெதளிᾫபᾌᾷத ᾙᾊᾜΆ. ெபய᾽, விைன 

அᾊᾺபைடயி᾿ உᾞவாᾁΆ ெசாιகளாக உᾞᾰபனிய᾿, ெதாடாிய᾿ பᾁᾺபாᾼᾫகைளᾰ ெகாᾶᾌ 

அᾊᾲெசா᾿, விᾁதிக῀ ஆகியவιைறᾺ பᾁᾷᾐᾷதாᾹ இவιைறᾲ சாிெசᾼய ᾙᾊᾜΆ.  
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‘அவᾹ ெநᾼதாᾹ விιறாᾹ’ எᾹற ெதாடாி᾿, அவᾹ ெநᾼையᾷதாᾹ(ெநᾼ+தாᾹ) விιறாᾹ எᾹᾠ 

ேவιᾠைம மைறᾸᾐநிᾹᾠ ெபாᾞ῀தᾞகிறதா? அ᾿லᾐ அவᾹ ᾐணிைய ெநᾼதாᾹ (ெநᾼ+ᾷ+ᾷ+ஆᾹ) 

பிறᾁ விιறாᾹ எᾹற ெபாᾞ῀பᾌகிறதா? எᾹற ஐயΆ ஏιபᾌகிறᾐ. இᾷதைகய நிைலயி᾿ ெதாடாிய᾿ 

ஆᾼவிᾹ அᾊᾺபைடயிேலேய ெதளிᾫெபற ᾙᾊᾜΆ.  

அᾊᾲெசா᾿லா᾿ ஏιபᾌகிற ெபாᾞ῀மயᾰகᾷைத விᾁதிகைளᾰெகாᾶᾌ ெதளிᾫெபறலாΆ. விᾁதிகளா᾿ 

ஏιபᾌகிற ெபாᾞ῀ மயᾰகᾷதிιᾁ அᾊᾲெசா᾿ைலᾰெகாᾶᾌ ெதளிᾫெபறலாΆ. எᾌᾷᾐᾰகா᾵டாக, 

‘பᾊᾷதாᾹ’ எᾹற ெசா᾿ᾢ᾿ பᾊ எᾹபᾐ ெபயராக வᾞΆேபாᾐ பᾊதாᾹ எᾹᾠΆ விைனயாக 

வᾞΆேபாᾐ பᾊᾷதாᾹ எᾹᾠΆ வᾞΆ எᾹபதைன அᾊᾲெசா᾿ வாயிலாகᾺ ெபறᾙᾊகிறᾐ. ‘ஆ᾿’ 

எᾹᾔΆ விᾁதி ‘அவனா᾿ நாᾹ வᾸேதᾹ’ எᾹᾔΆ ெதாடாி᾿ ெபயᾞᾰᾁᾺ பிᾹ வᾸததா᾿ ேவιᾠைம 

விᾁதி எᾹᾠΆ ,‘வᾸதா᾿ நாᾹ வᾞேவᾹ’ எᾹᾔΆ ெதாடாி᾿ விைனᾰᾁᾺ பிறᾁ வᾸததா᾿ ஆ᾿ எᾹபᾐ 

நிபᾸதைன விᾁதி எᾹᾠΆ பᾁᾷᾐᾰ கᾶடறியᾙᾊகிறᾐ. 

‘இᾞ’ எᾹற ெசா᾿ இᾞேவᾠ ெபாᾞ῀தᾞகிᾹறன .அவιைற இடᾺெபாᾞ῀ அᾊᾺபைடயிேலேய 
ேச᾽ᾷேதா பிாிᾷேதா எᾨதᾙᾊᾜΆ. வி᾵ᾊைசᾺபிιகாகᾫΆ, வைகᾺபᾌᾷᾐவதιகாகᾫΆ, ெபாᾞ῀ 
ெதளிவிιகாகᾫΆ காιᾗ῀ளி ‘,’ இ᾵ᾌ எᾨᾐவᾐ க᾵டாயமாகிறᾐ. இᾐேபாᾹற ப᾿ேவᾠ ெமாழிᾺ 
பயᾹபா᾵ᾌ ெநறிக῀ தமி῁ெமாழி இலᾰகணᾱகளிᾤΆ ெமாழியிய᾿ விதிகளிᾤΆ காணᾰகிைடᾰ 

கிᾹறன. 

நிைறவாகநிைறவாகநிைறவாகநிைறவாக    

ெபாᾞ῀ மயᾰகᾷதிιகான அைடᾺபைடᾰ காரணᾱக῀, ெபாᾞ῀ மயᾰகΆ ஏιபᾌவதιᾁாிய 
நிைலᾺபாᾌகைள ᾚᾹறாகᾺ பᾁᾷᾐΆ ெமாழியிய᾿ வைகᾺபா᾵ᾊᾤΆ தᾁᾸத எᾌᾷᾐᾰகா᾵ᾌகᾦடᾹ 

ஆராயᾺெபιறன. ேமᾤΆ, ெபாᾞ῀ மயᾰகᾷைதᾷ தவி᾽Ὰபதιᾁாிய ெபாᾐவான சில வழிᾙைறக῀, 

கணினிவழிᾷ தமிழாᾼᾫ ெசᾼᾜΆேபாᾐ ஏιபᾌகிற சிᾰக᾿கᾦΆ ஆராயᾺெபιறன. ஒᾞ ெதாடைர 
எᾨᾐΆேபாᾐ ெபய᾽, விைன, ᾐைணவிைன ேபாᾹற அᾊᾺபைட ேவᾠபாᾌகைள அறிᾸᾐ ,
பயᾹபᾌᾷதினா᾿ ப᾿ேவᾠ ெமாழிᾺ பயᾹபா᾵ᾌᾲ சிᾰக᾿க῀ சாிெசᾼயᾺபᾌΆ. அைனவᾞΆ 
ஒேரவிதமான ெமாழிᾺ பயᾹபா᾵ᾌᾰெகா῀ைகையᾺ பயᾹபᾌᾷᾐவதᾹவழி ,கணினிவழி ெமாழியாᾼᾫ 
ெசᾼவதιᾁ எளிைமயாக இᾞᾰᾁΆ. இᾐேபாᾹற ப᾿ேவᾠ ெமாழியைமᾺᾗᾰ ᾂᾠகைள ᾙைறᾺபᾌᾷத 

ேவᾶᾊய க᾵டாயΆ ஏιப᾵ᾌ῀ளᾐ எᾹபைத இᾰ க᾵ᾌைர ᾆ᾵ᾊᾰகா᾵ᾌகிறᾐ.  

ேத᾽ᾸெதᾌᾰகᾺப᾵டேத᾽ᾸெதᾌᾰகᾺப᾵டேத᾽ᾸெதᾌᾰகᾺப᾵டேத᾽ᾸெதᾌᾰகᾺப᾵ட ᾐைணᾓιப᾵ᾊய᾿ᾐைணᾓιப᾵ᾊய᾿ᾐைணᾓιப᾵ᾊய᾿ᾐைணᾓιப᾵ᾊய᾿ 

1. ᾙைனவ᾽ ச .அகᾷதியᾢᾱகΆ ,தமி῁ெமாழி அைமᾺபிய᾿தமி῁ெமாழி அைமᾺபிய᾿தமி῁ெமாழி அைமᾺபிய᾿தமி῁ெமாழி அைமᾺபிய᾿ ,ெமᾼயᾺபᾹ தமிழாᾼவகΆ ,சிதΆபரΆ. 
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கணினியி᾿ ேராமᾹ வாிவᾊவ ஒᾢெபய᾽Ὰᾗகணினியி᾿ ேராமᾹ வாிவᾊவ ஒᾢெபய᾽Ὰᾗகணினியி᾿ ேராமᾹ வாிவᾊவ ஒᾢெபய᾽Ὰᾗகணினியி᾿ ேராமᾹ வாிவᾊவ ஒᾢெபய᾽Ὰᾗ 

ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ᾙைனவ᾽ இராதாஇராதாஇராதாஇராதா ெச᾿லᾺபᾹெச᾿லᾺபᾹெச᾿லᾺபᾹெச᾿லᾺபᾹ  

ேபராசிாிய᾽ (ஓᾼᾫ) 
பாரதிதாசᾹ ப᾿கைலᾰகழகΆ, திᾞᾲசிராᾺப῀ளி 

 

ேராமᾹ வாிவᾊவᾺ ெபய᾽Ὰᾗ எᾹபᾐ ேராமᾹ எᾨᾷᾐᾰகைளᾺ பயᾹபᾌᾷதிᾷ  தமி῁ உைரகைள 
ஒᾢயᾹ வᾊᾷதி᾿ எᾨᾐவᾐ ஆᾁΆ. அῂவாᾠ எᾨᾐΆேபாᾐ தமி῁ எᾨᾷᾐᾰகᾦᾰகான தᾷபவ ஒᾢக῀ 
கிைடᾰகாதேபாᾐ அᾎᾰகமான மιெறாᾞ ஒᾢயைனᾺ பயᾹபᾌᾷதி எᾨᾐவதாᾁΆ. தமி῁ ெமாழியி᾿ 
இᾷதைகய ᾙயιசி ᾗதியத᾿ல. தமிழி᾿ கிைடᾰᾁΆ ᾙத᾿ ெமாழிெபய᾽Ὰᾗ ᾓ᾿ ப᾵டனா᾽ கீைத எᾹப᾽. 
அᾸᾓᾢ᾿ சமῄகிᾞதᾺ பாட᾿கைளᾷ தமிழி᾿ ஒᾢெபய᾽ᾷᾐ῀ளன᾽. தமிழி᾿ இ᾿லாத ஒᾢகளான 
ஸ,ஷ, ஜ, ஹ, ᾯ ஆகியவιைற ஒᾢெபய᾽ᾷᾐ῀ளேபாᾐ கிரᾸத எᾨᾷᾐᾰகைளᾺ பயᾹபᾌᾷதின᾽. 
தமிழி᾿ இ᾿லாத வ᾽ᾰக எᾨᾷᾐᾰகைள எᾨத எᾶᾙைற பயᾹபᾌᾷதᾺப᾵ᾌ῀ளᾐ. 

பாிᾷதாராணாய ஸாᾑ4னாΆ வினாசாய ச1 ᾐ3ῃᾰᾞதாΆ! 

த4᾽மஸΆῄதா2பனா᾽ᾷதா2ய ஸΆப4வாமி ᾜேக3 ᾜெக3 !! 

ேராமᾹ வாிவᾊவᾷதி᾿ தமி῁Ὰ பᾔவ᾿கைள எᾨᾐΆ வழᾰகΆ பலராᾤΆ பᾹெனᾌᾱகாலமாகᾰ 
ைகயாளᾺப᾵ᾌ வᾞவதாᾁΆ. ஆᾱகிலᾷதிேல க᾵ᾌைர எᾨᾐΆ தமிழறிஞ᾽க῀ தமி῁ᾲ சிறᾺᾗᾺ ெபய᾽ 

கைளᾜΆ (ஆ᾵ெபய᾽, ஊ᾽Ὰெபய᾽ ᾙதலானைவ) ெசாιகைளᾜΆ ேராமᾹ எᾨᾷதி᾿ எᾨᾐகிᾹறன᾽. 
தமிழᾞᾰேக உாிய நாகாிகᾺ பᾶபா᾵ᾌᾲ ெசாιகைளᾜΆ ஒᾢெபய᾽ᾷᾐ எᾨᾐகிᾹறன᾽. க᾿வி 
நிைலயி᾿ தமிைழ ஆᾱகிலΆவழிᾰ கιக விᾞΆᾗேவா᾽ ேராமᾹ வᾊவி᾿ தமிைழ எᾨதிᾰ கιறன᾽. தமி῁ 
வாிவᾊவΆ ெதாியாதவ᾽கᾦᾰᾁᾷ தமி῁ கιபிᾰகᾫΆ ேராமᾹ வாிவᾊᾷைதᾺ பலᾞΆ பயᾹபᾌᾷதின᾽.  
அவ᾽கᾦ῀ ᾙᾰகியமாக, ᾪரமாᾙனிவ᾽, ேபாᾺ ஆகிேயாைரᾰ ᾁறிᾺபிடலாΆ. ெமாழியிய᾿ அறிஞ᾽க῀ 
ேராமᾹ வாிவᾊவᾷைத மிகᾫΆ அதிகமாகᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. ஒᾢᾲசாᾹᾠகைளᾜΆ ஒᾢயᾹ 
சாᾹᾠகைளᾜΆ கா᾵டᾫΆ ெசாιகைளᾲ சாᾹᾠகளாகᾰ கா᾵டᾫΆ பிற ெமாழிᾲ ெசாιகேளாᾌ 
ஒᾺபி᾵ᾌᾰ கா᾵டᾫΆ எனᾺ ப᾿ேவᾠ நிைலகளி᾿ ேராமᾹ வாிவᾊவᾷைதᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. 
அவ᾽கᾦ῀ ᾁறிᾺபிடᾷதᾰக ேமனா᾵டவ᾽களாக, ராῄமῄ ராῄᾰ, கா᾿ᾌெவ᾿ ஆகிேயாைரᾰ 
ᾁறிᾺபிடலாΆ. தமிழாᾼவிேல ஆ᾽வᾙைடய ெவளிநா᾵டவᾞΆ பிற திராவிட ெமாழியாராᾼᾲசியாள᾽ 

கᾦΆ தமிைழ ேராமᾹ எᾨᾷதி்᾿ எᾨதிᾺ பயᾹபᾌᾷதின᾽. தமிழ᾽ பிற நாᾌகளி᾿ இரᾶᾌ, ᾚᾹᾠ 
அ᾿லᾐ நாᾹᾁ பரΆபைரகᾦᾰᾁ ᾙᾹ ᾁᾊேயறி வா῁Ᾰᾐ வᾞΆ நிைலᾜΆ உ῀ளᾐ. அவ᾽க῀ தΆ 
தாᾼெமாழியாΆ தமிைழ நᾹᾁ பயᾹபᾌᾷத இயலாதவ᾽களாக உ῀ளன᾽. ேபசᾷ ெதாிᾸத அளவிιᾁ 
அவ᾽கᾦᾰᾁ எᾨதேவா பᾊᾰகேவா பயிιசி கிைடᾺபதி᾿ைல. அᾲᾇழᾢ᾿ வாᾨΆ அவ᾽க῀ நமᾐ 
பாரΆபாிய பᾰதிᾺ பாட᾿கைளᾜΆ பᾔவ᾿கைளᾜΆ தமி῁ எᾨᾷᾐᾰகளாலᾹறி ேராமᾹ 
எᾨᾷᾐᾰகளாேலேய அறிகிᾹறன᾽. எனேவ அவ᾽கᾦᾰᾁ ேராமᾹ வாிவᾊவ ஒᾢ ெபய᾽Ὰᾗ மிகᾫΆ 
ேதைவᾺபᾌகிறᾐ. சாᾹறாக, ெமாாீஷியῄ ெதᾹனாᾺபிாிᾰகா ᾙதᾢய நாᾌகளி᾿ வழிபா᾵ᾌᾺ 
பாட᾿கைள ேராமᾹ எᾨᾷᾐᾰகளி᾿ எᾨதிᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. ேமைலநா᾵ᾌ இᾸதியவிய᾿ 
ஆᾼவாள᾽க῀ ேராமᾹ எᾨᾷᾐகளி᾿ எᾨᾐவதி᾿ ஆ᾽வΆ கா᾵ᾊ வᾸதன᾽. அᾰகாலΆ தιகாலᾰ 
கணினிᾰᾁ ᾙᾹன᾽ உ῀ள காலΆ. அவιைறᾷ தரᾺபᾌᾷத ேவᾶᾌΆ எᾹற ேநாᾰகᾙΆ அவ᾽ 

களிைடேய 1888 களிேலேய விவாதிᾰகᾺப᾵டதாக அறிகிேறாΆ.  

ேராமᾹ எᾨᾷᾐᾰகைளᾺ பயᾹபᾌᾷதிᾷ திராவிட ெமாழிகைள எᾨᾐΆ ᾙைற ஏறᾷதாழ ஒᾞ 
ᾓιறாᾶᾊιᾁ ᾙᾹபிᾞᾸேத பயᾹபᾌᾷதᾺப᾵டᾐ. இᾹைறயᾰ கணினி ᾜகᾷதிᾤΆ ேராமᾹ 
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வாிவᾊவΆ மிகᾫΆ ேதைவᾺபᾌΆ ஒᾹᾠ. தமி῁ இலᾰகியᾱகைளᾺ பாரறியᾲ ெசᾼᾜΆ ேநாᾰகி᾿ பலᾞΆ 
ᾙயᾹᾠ வᾞகிᾹறன᾽. கா᾵டாக, மᾐைரᾷதி᾵டΆ தமி῁ இலᾰகியᾱகைள ேராமᾹ வᾊவᾺ 
ெபய᾽ᾺபிᾤΆ தᾞகிறᾐ. ைலᾺராி ஆᾺ காᾱகிரᾆΆ அெமாிᾰக ஐேராᾺபிய நாᾌகளிᾤ῀ள 
அவ᾽கᾦைடய ᾓலகᾱகᾦΆ வைலயᾷதி᾿ தΆ ᾓ᾿ ப᾵ᾊயைல, ேதᾊᾺபா᾽ᾰᾁΆ வசதிᾜடᾹ 
இ᾵ᾌ῀ளன. Digital Dictionaries of South India எᾹற தளᾷதி᾿ பல ெமாழி அகராதிக῀ உ῀ளன. 
இவιறி᾿ ெசாιகைளᾷ ேதட ேராமᾹ எᾨᾷᾐᾰகᾦΆ பயᾹபᾌᾷதᾺபᾌகிᾹறன.  தமிழி᾿ எᾨᾐவதιᾁ 
அதிகᾺ பழᾰகமி᾿லாத தமிழ᾽கᾦΆ மιᾠΆ மயᾱெகாᾢகைளᾺ Ὰιறிய ெதளிவி᾿லாதவ᾽கᾦΆ 
ேராமᾹ வாிவᾊவᾷைதᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. இῂவாறான ேதடᾤᾰᾁ வசதியாக பிெளᾼᾹ ஆῄᾰகி 
வᾊவᾱக῀ அவιறிιகான சிறᾺᾗᾰ ᾁறிᾛᾌகளிᾹறிᾺ பயᾹபᾌᾷதᾺபᾌகிᾹறன. கணினியிேல தமி῁ᾷ 
த᾵டᾲᾆ ெசᾼயᾺ பயிιசி இ᾿லாதவ᾽க῀ தᾱக῀ கᾞᾷᾐᾰகைள  ேராமᾹ வᾊவᾷதி᾿ எᾨதி அவιைறᾰ 
கணினியிᾢᾞᾸᾐ தமி்῁ எᾨᾷᾐᾰகளி᾿ ெபᾠகிᾹறன᾽.  கணினி வழி அᾲசிιᾁΆ பயᾹபᾌகிறᾐ. ேதᾌ 
ெபாறிகளி᾿ தமி῁ᾲ ெசா᾿ைலᾷ ேதᾌபவ᾽கᾦᾰᾁΆ அகராதிகளி᾿ ெசா᾿ைலᾷ தᾸᾐ ெபாᾞ῀ 
ேதᾌபவ᾽கᾦᾰᾁΆ ேராமᾹ வாிவᾊவΆ ஒேர சீராக இᾞᾰக ேவᾶᾌவᾐ இᾹறியைமயாதᾐ.  

ேராமᾹ எᾨᾷᾐᾰகளி᾿ எᾨதி அவιைறᾷ தமி῁ எᾨᾷᾐᾰகளி᾿ ெபᾠத᾿ எᾹற நிைலயி᾿ பல 
ெமᾹமᾱக῀ தιேபாᾐ உᾞவாᾰகᾺப᾵ᾌ῀ளன. இதி᾿ தமிழி᾿ ெபᾠΆ உைரயி᾿ திᾞᾷதᾱக῀ ெசᾼய 
ேவᾶᾌெமᾹறா᾿ ஆᾱகில உைரᾰᾁᾲ ெசᾹᾠ திᾞᾷத ெவᾶᾌΆ. தιேபாᾐ திᾞ எᾹற ஒᾞ 
ெமᾹமமானᾐ இᾞ திைரகைள உᾞவாᾰகி ேம᾿ திைரயி᾿ ஆᾱகிலᾙΆ கீ῁ᾷ திைரயி᾿ தமிᾨΆ எᾨத 
வழி வᾁᾷᾐ῀ளᾐ. மιெறாᾞ ெமᾹமΆ ஆதவிᾹ எᾹபᾐ. இᾷதைகய ேராமᾹ வᾊவ உ῀ளீᾌ 
ெமᾹமᾱகᾦ῀ அழகி எᾹபᾐΆ ᾁறிᾺபிடᾷதᾰக ஒᾹᾠ. இதி᾿ தமி῁ எᾨᾷᾐᾰகைள ேராமᾹ 
எᾨᾷᾐᾰகளி᾿ ெபᾠΆ வசதி உ῀ளᾐ. சினிமா ᾐைறயின᾽ இதைன அதிகமாகᾺ பயᾹபᾌᾷᾐகிᾹறன᾽. 
Universal Digital Library எᾹபதி᾿ ᾓ᾿களிᾹ ெபய᾽க῀ ேராமᾹ எᾨᾷᾐᾰகளிᾤΆ தமி῁ 
எᾨᾷᾐᾰகளிᾤΆ தரᾺப᾵ᾌ῀ளன.  

ேராமᾹ வᾊவᾺ ெபய᾽Ὰபி᾿ ᾙதᾹᾙதᾢ᾿ தி᾵டΆ வᾁᾷத நிᾠவனΆ ைலᾺராி ஆᾺ காᾱகிரῄ 
எᾹபதாᾁΆ. ᾙᾰகியமான தமிழாᾼᾫ நிᾠவனᾱக῀ பலᾫ்Ά ைலᾺராி ஆᾺ காᾱகிரᾭᾹ வாிவᾊவ 
ᾙைறையேய ஏιᾠᾺ பயᾹபᾌᾷதின. அவιᾠ῀ ᾙᾰகியமாக ஆசியவிய᾿ நிᾠவனᾙΆ ேராஜா 
ᾙᾷைதயா தமிழாᾼᾫ ᾓலகᾙΆ ᾁறிᾺபிடᾷதᾰகன.  

• 1926-36 களி᾿ ெசᾹைனᾺ ப᾿கைலᾰகழகᾷதா᾿ ெவளியிடᾺப᾵ட தமி῁Ὰ ேபரகராதி பிெளᾹ 
ஆῄகி வᾊவᾷைத அᾊᾺபைடயாகᾰ ெகாᾶட வாிவᾊவᾷைதᾺ பயᾹபᾌᾷதியᾐ. ெகாேலாᾹ 
ப᾿கைலᾰகழகᾷதிᾹ இᾸதிய மιᾠΆ தமிழாᾼᾫ நிᾠவனΆ இᾸத வாிவᾊᾷைதேய ஏιᾠ சᾱக 
இலᾰகியΆ ᾙதலான பழᾱகால இலᾰகியᾱகைள ஒᾢெபய᾽ᾷᾐ῀ளᾐ. ஆதவிᾹ, மᾐைரᾷ 
தி᾵டΆ ஆகியைவ ஒᾢயிைணகைளᾺ பயᾹபᾌᾷᾐகிᾹறன.  

• ITRANS- ஆᾱகிலᾲ சிறிய எᾨᾷᾐᾰகைளᾜΆ சில சிறᾺᾗᾰ ᾁறிᾛᾌகைளᾜΆ பயᾹபᾌᾷதின . 
இᾸதᾷ தி᾵டΆ 1912-இ᾿ ஏெதᾹசி᾿ நடᾸத கீைழᾷேதயᾷதாாிᾹ பᾹனா᾵ᾌᾰ கழக மாநா᾵ᾊᾹ 
பாிᾸᾐைரைய ஒ᾵ᾊயᾐ.  

• ISO 15919 இᾸதிய ெமாழிகᾦᾰகான ேராமᾹ ᾁறிᾛ᾵ᾌ ᾙைறையᾷ தᾸᾐ῀ளᾐ. அᾐேவ 
பிᾹன᾽ ேம᾿ கீ῁ ᾁறிᾛᾌகைளᾷ தவி᾽ᾰᾁΆ ᾙைறயி᾿ பᾰகவா᾵ᾊ᾿ ᾁறிᾛᾌகைள அைமᾷᾐ 
மாιᾠ ᾙைறையᾷ தᾸதᾐ.  

• பᾹனா᾵ᾌ ஒᾢ ெநᾌᾱகணᾰᾁ ᾙைறயிᾤΆ ேராமᾹ ஒᾢெபய᾽Ὰᾗக῀ நைடெபᾠகிᾹறன.  
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• ெபᾹசி᾿ேவனியா ப᾿கைலᾰகழகΆ, மᾐைரᾷ தி᾵டΆ, ேகாலᾹ ப᾿கைலᾰகழகΆ, ᾂகி᾿ 
நிᾠவனΆ தயாாிᾷத ᾂகி᾿ இᾶᾊᾰ ᾊராᾹῄᾢ᾵டேரஷᾹ ஆகியனᾫΆ ேராமᾹ 
வாிவᾊவᾷதி᾿ தமி῁ இலᾰகியᾱக῀, அகராதிக῀ ᾙதலானவιைற உᾞவாᾰகி வᾞகிᾹறன.  

இῂவாᾠ கணினிᾺ பயᾹபா᾵ᾊ᾿ ேராமᾹ வாிவᾊவΆ பயᾹபᾌᾷதᾺபᾌΆ நிைலயி᾿, ேராமᾹ 
வாிவᾊவ ஒᾢெபய᾽Ὰபி᾿ பலவைகயான ேவᾠபாᾌக῀ காணᾺபᾌவைதᾰ காணலாΆ. ஒᾢெபய᾽Ὰᾗ 
ᾙைறயி᾿ ஒᾞ சீ᾽ைம இ᾿ைல ஒேர எᾨᾷᾐ ப᾿ேவᾠ வைககயி᾿ ெபய᾽ᾰகᾺபᾌவைதᾰ காண 

ᾙᾊகிறᾐ. அவιைற ஒ᾵ᾌெமாᾷதமாக ஆராᾼᾸதா᾿ அவιறிιகிைடேய சில வᾊவᾱகளி᾿ 
ஒᾞைமᾺபாᾌΆ சிலவιறி᾿ ேவᾠபாᾌΆ உ῀ளைத அறிய ᾙᾊகிறᾐ. இதιகான ᾙᾰகியமான 
காரணᾱகளாக இᾞᾺபைவ வᾞமாᾠ. தமிழிᾤ῀ள எᾨᾷᾐᾰகளி᾿ சில ேராமᾹ எᾨᾷᾐ ᾙைறயி᾿ 
இ᾿ைல. உயிெரᾨᾷᾐᾰகைளᾺ ெபாᾠᾷத வைரயி᾿ ஆᾱகிலΆ ᾁறி᾿ ெநᾊ᾿ ஆகிய இரᾶᾌ 
எᾨᾷᾐᾰகᾦᾰᾁேம ஒᾞ வᾊவᾷைதேய பயᾹபᾌᾷᾐகிᾹறன. ண, ன, ந, ஆகியவιைற ேவᾠபᾌᾷᾐΆ 
வைகயிᾤΆ, ல, ழ, ள ஆகியவιைற ேவᾠபᾌᾷᾐΆ வைகயிᾤΆ, ர,ற ஆகியவιைற ேவᾠபᾌᾷᾐΆ 
வைகயிᾤΆ தனிᾷதனி எᾨᾷᾐᾰக῀ இ᾿ைல. ங, ஞ ஆகிய எᾨᾷᾐᾰகᾦᾰᾁΆ தனி வாிவᾊவΆ இ᾿ைல. 
எனேவ இவιைற ேராமᾹ எᾨᾷதி᾿ ᾁறிᾰகᾺ பல உᾷதிகைள ஒᾢெபய᾽Ὰபாள᾽க῀ ைகயாᾶடன᾽. 
ᾙதᾢேல தாளி᾿ எᾨதியவ᾽க῀ அ᾿லᾐ த᾵டᾲᾆ ெசᾼதவ᾽க῀ அᾸத ேநாᾰகᾷதிேலேய இᾸத 
ேவᾠபாᾌகைள நீᾰᾁΆ வைகயி᾿ ᾁறிᾛᾌகைளᾰ ைகயாᾶடன᾽. அதிᾤΆ ேராமᾹ வᾊவᾷைதᾰ 
ைகயாᾶᾌ ஒᾢெபய᾽ᾷத ᾪரமாᾙனிவ᾽ ைகயாᾶட ᾙைறகᾦ῀ சில பிᾹேனாரா᾿ எᾌᾷᾐᾰ 

ெகா῀ளᾺப᾵டன; சில மாιறΆ ெபιறன; சில ᾗதிய ᾁறிᾛᾌக῀ உᾞவாᾰகᾺப᾵டன.   

ᾁறி᾿ உயிெரᾨᾷᾐᾰக῀ 

• ᾁறி᾿ உயி᾽களி᾿ ெபᾞΆபாᾤΆ ேவᾠபாᾌ இ᾿ைல. a i u e o இΆᾙைற ெபῄகி, கா᾿ᾌெவ᾿ 

ெதாடᾱகிᾺ பல அறிஞ᾽களாᾤΆ பயᾹபᾌᾷதᾺப᾵ட ᾙைற. ᾪரமாᾙனிவ᾽ ᾙைற ISO    (1) 1591    
மιᾠΆ மιᾠΆ மιᾠΆ மιᾠΆ KOELN–ஆ᾿ஆ᾿ஆ᾿ஆ᾿ பயᾹபᾌᾷதᾺப᾵டᾐபயᾹபᾌᾷதᾺப᾵டᾐபயᾹபᾌᾷதᾺப᾵டᾐபயᾹபᾌᾷதᾺப᾵டᾐ. google Indic ெபாிெயᾨᾷைதᾜΆெபாிெயᾨᾷைதᾜΆெபாிெயᾨᾷைதᾜΆெபாிெயᾨᾷைதᾜΆ 

சிᾹனெவᾨᾷைதᾜΆசிᾹனெவᾨᾷைதᾜΆசிᾹனெவᾨᾷைதᾜΆசிᾹனெவᾨᾷைதᾜΆ ேச᾽ᾷᾐᾺேச᾽ᾷᾐᾺேச᾽ᾷᾐᾺேச᾽ᾷᾐᾺ பயᾹபᾌᾷதியᾐபயᾹபᾌᾷதியᾐபயᾹபᾌᾷதியᾐபயᾹபᾌᾷதியᾐ.  
 

 

• ஐ-ஒ0 சீரான ெபய�	� எ�றா3� கா,4ெவ, தவிர ஏைனேயா� 

அைனவ0ேம ai என எ7தின�. கா,4ெவ, ம�4ேம ei எ�� எ7தினா�. 

 வ �ர
மா�
னிவ
 

கா�

ெவ
� 

ேபா
� 

ெத.

ெபா
.மீ 

ப
ேரா 

ISO 
(1) 

1591

9 

ISO 

(2) 

Penn.U

ty 
TL L

C 

Madu

rai 

KOE

LN 

google 

Indic 

IT

RA

NS 

அ A a a a a A a a a a a A a/Aa a 

இ I i i i i I i i i i i I i/I i 

உ U u u u u U u u u u u U u/U u 

எ E e e e e e e e e e e E e/E e 

ஒ O o o o o o o o o o o O o/O o 



189 

google Indic அத�ட� ெப�ய எ�� ! "றிய%ைட'(ீ  ேச
� � 

பய�ப
�திய   

 

• ஔ- au என	 பயனாளிகளா, ஒ0 சீ�ைம9ட� பய�ப4�த	ப�4*ள:. 

google Indic அத�ட� ெப�ய எ��ைத'( ேச
� � பய�ப
�திய . 
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o ஆ--- ā  a:  aa  –a   A     Aw 
o ஈ --- ī     i:     ii     _ i    I      II 

o ஊ -- ū    u:   uu    _ u   U    UU 
o ஏ --- ē     e:    ee     –e   E     EE 
o ஓ -- ō     o:    oo  -o   O  OO 

மᾐைரᾷ தி᾵டᾙΆ ேகாேலாᾔΆ ெந᾵ᾌயி᾽கைளᾰ ᾁறிᾰகᾺ ெபாிய எᾨᾷᾐᾰகைளேய பயᾹபᾌᾷᾐ 

கிᾹறன எᾹபᾐ ᾁறிᾺபிடᾷதᾰகᾐ.  
ெமᾼெயᾨᾷᾐᾰகளி᾿ 

o க ச த ப – இவιறிᾹ ஒᾢᾺெபᾨᾷᾐᾰகᾦΆ ᾚᾲெசாᾢகᾦΆ ெபᾞΆபாᾤΆ ஒᾞ சீராகᾺ 
ெபய᾽ᾰகᾺப᾵ᾌ῀ளன. 

� க ஒᾞசீரான ெமாழிெபய᾽Ὰᾗ- K. அᾐேவ ஒᾢᾺெபாᾢயாக வᾞΆேபாᾐ g, இᾞ 

உயி᾽கᾦᾰகிைடேய வᾞΆேபாᾐ h ᾚᾲெசாᾢயாக வᾞΆேபாᾐ kh, gh. 

� ச – c அᾐேவ ஒᾢᾺெபாᾢயாக வᾞΆேபாᾐ j, இᾞ உயி᾽கᾦᾰகிைடேய 

வᾞΆேபாᾐ s ᾚᾲெசாᾢயாக வᾞΆேபாᾐ ch. 

� த – t, d  அᾐேவ ᾚᾲெசாᾢயாக வᾞΆேபாᾐ th, dh 

� ப – ஒᾞசீரான ெமாழிெபய᾽Ὰᾗ- p. அᾐேவ ஒᾢᾺெபாᾢயாக வᾞΆேபாᾐ b,  

ᾚᾲெசாᾢயாக வᾞΆேபாᾐ ph, bh. 
 

o ம, ய, ர, ல, வ ஆகியைவ ெப0�பா3� ஒ0 சீராக �ைறேய m, y, r, l, v 

என	 ெபய��க	ப�4*ளன. KOELN நி5வன( இவ6ைற ெப�ய 

எ�� !களாக அதாவ  M, Y, R, L, V என� ெபய
� -ள . 
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o ங ஞ ட ண ந ன ழ ள ற  -ப᾿ேவᾠ ெபய᾽Ὰᾗக῀ காணᾺபᾌகிᾹறன. இῂேவᾠபாᾌகᾦᾰᾁᾰ காரணΆ 
இῂெவᾨᾷᾐᾰகளான இைணக῀ ேராமᾹ வாிவᾊவᾷதி᾿ இ᾿ைல எᾹபேத. இவιைறᾰ ᾁறி்ᾰக 
கீ῁ᾰகாᾎΆ ᾙைறக῀ பயᾹபᾌᾷதᾺபᾌகிᾹறன. 

 

• ெநᾞᾱகிய ெதாட᾽ᾗைடய ேராமᾹ எᾨᾷதிᾹ ᾙᾹᾔΆ பிᾹᾔΆ பᾰகவா᾵ᾊᾤΆ சிறᾺᾗᾰ 
ᾁறிᾛᾌகைள அைமᾷத᾿ 

•  
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o ண,ன ஆகிய தமி῁ எᾨᾷᾐᾰகᾦᾰᾁாிய இைணக῀ இ᾿ைல. அைவ இரᾶᾌΆ ஒேர எᾨᾷதான 

n எᾹபதி᾿ ேம᾿, கீ῁ , ᾙᾹ, பிᾹ என ப᾿ேவᾠ சிறᾺᾗᾰ ᾁறிᾛᾌகளா᾿ ᾁறிᾰகᾺெபᾠகிᾹறன.  

� ண -  n  ṇ   #n  ṇ   N  Na 

� ன -  n  ṇ  _n  n2  nZ 

 

• ல, ள, ழ – l எ�ற எ7�:ட� சில �றிய4ீகைளA ேச��:! 

�றி�க	ப4கி�றன. அ�:ட� ெப�ய சிறிய எ7�:�க
� 

பய�ப4�த	ப4கி�றன.  

 

� ல – l, L 

� ள - ṇ , #l  L 

� ழ – l, ṇ, ṇ  ṇ, _l  zh, z,  Z  LZ 

o ர,ற   
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o  - r 

� ர – r, R 

� ற – rr ṇ, ṇr ṇ r, t, d, _r, R, Ra  

o ங, ஞ n எ7�:ட� சிற	�� �றிய4ீகைளA ேச��ேதா ெப�ய 

சிறிய எ7�:�களாேலா அைவ �றி�க	ப4கி�றன.   

 

� ங - ng, ṟ , Ñ, ^n, ŋ, G, NG, ~N, N^ 

� ஞ - nj, ñ, ~n, ɲ , n-, n^/jn, NY, JN 

• ஆᾱகிலᾺ ெபாிய எᾨᾷᾐᾰகைளᾜΆ சிறிய எᾨᾷᾐᾰகைளᾜΆ பயᾹபᾌᾷᾐத᾿ 

ேமேல ᾁறிᾺபி᾵டபᾊ, கணினியி᾿ பயᾹபᾌᾷதᾺபᾌΆ ேராமᾹ வாிவᾊவᾱகளி᾿ ஒᾞைமᾺபாᾌ இ᾿லாத 
காரணᾷதா᾿ பயனாளிக῀ சிரமᾷதிιகாளாகிᾹறன᾽. கா᾵டாக, மணி எᾹற ெசா᾿ைல ைலᾺராி 
காᾱகிரசிᾹ தளᾷதிᾤΆ கᾢெவா᾽னியா ப᾿கைலᾰகழகᾷ தளᾷதிᾤΆ mani என எᾨதிᾷ தகவைலᾺ 
ெபறலாΆ. ஆனா᾿ ெகாலாᾹ ப᾿கைலᾰகழகᾷ தளᾷதி᾿ maNi என எᾨதினா᾿தாᾹ தகவைலᾺ ெபற 
ᾙᾊᾜΆ. எனேவ பயனாளிக῀ ஒᾞ தகவ᾿ ேதடைலᾲ ெசᾼᾜΆேபாᾐ தாΆ எᾸத வᾊவ ᾙைறையᾺ 

 

வ �ர

மா�

னிவ
 

கா�


ெவ

� 

ேபா� 

ெத.

ெபா

.மீ 

ப

ேரா 

ISO 

(1) 

1591

9 

ISO 

(2) 

Penn

.Uty 
TL LC 

Mad

urai 

KOE

LN 

google 

Indic 

IT

R

A

N

S 

ர r R r r r r r r 
r r r R r r 

ற rr , ṟ ṟ r ṟ , ṟ ṟ  ṟ  ṟ  ṟ  _r R 
ṟ  ṟ  R R Ra R 

 

வ �ர

மா�

னிவ
 

கா�


ெவ

� 

ேபா� 

ெத.

ெபா

.மீ 

ப

ேரா 

ISO 

(1) 

1591

9 

ISO 

(2) 

Penn

.Uty 
TL LC 

Mad

urai 

KOE

LN 

goog

le 

Indic 

ITRA

NS 

ங ng ṟ  ñ Ñ ñ ṟ  ^n ng ṟ  
ṟ  ng G NG 

~N, 

N^ 

ṟ  

ஞ nj Ñ ñ ñ ñ ñ ~n nj 
ñ 

ñ 
n- 

 

n^/j

n 
NY 

JN 

ñ 



194 

பயᾹபᾌᾷᾐΆ தளᾷதி᾿ இᾞᾰகிேறாΆ எᾹபைத அறிᾸத பிறᾁதாᾹ ெசயலாιற ᾙᾊᾜΆ. எனேவ 
அவιைறᾷ தரᾺபᾌᾷதவᾐ இᾹைறய கால க᾵டᾷதி்Ᾱ ேதைவயாக ஆகி உ῀ளᾐ.  

பாιகட᾿ பாιகட᾿ பாιகட᾿ பாιகட᾿ p āḷka ḷ al     - - - -    ISO    (1) 15919         தமி῁தமி῁தமி῁தமி῁    tamiḷ                 - - - -    ISO    (1) 15919    
      p-a_rka#tal - ISO (2)   tami_l        ---- ISO (2) 

      pɑ ːɑ ːɑ ːɑ ː rkatal - IPA      tami[ɻɻɻɻ ]        ---- IPA 

     paaRkaDal, pARkaDal    ---- Penn Uty  tamiz/tamizh     ---- PennUty 

                p ā ṟṟṟṟ  ka ṟṟṟṟ  al    ---- TL     tamiṟṟṟṟ          ---- TL 

                p ā ṟṟṟṟ  ka ṟṟṟṟ  al - LC     tamiṟṟṟṟ          ---- LC 

     pARkaTal    ---- Madurai   tamiz         ---- Madurai 

     pARkaTal - KOELN    tamiz   - KOELN 

    pARkaTal, paaRkaTal -   Adami thamiz/tamizh   -  Adami 

எனஎனஎனஎனேவ ப᾿ேவᾠ வᾊவ ᾙைறயி᾿ இᾞᾰᾁΆ அவιைறᾷ தரᾺபᾌᾷᾐவᾐ எᾹபᾐ மிகᾫΆ ேதைவயான 

ஒᾹறாக ஆகிᾜ῀ளᾐ .இῂவாᾠ தரᾺபᾌᾷᾐΆ ᾙயιசியி᾿ கவனΆ ெசᾤᾷதேவᾶᾊயைவ வᾞமாᾠ; 

ஏιகனேவ இᾞᾰᾁΆ ᾁறிᾛᾌகᾦ῀ ெபாᾞᾷதமானவιைறᾷ ேத᾽Ᾰெதᾌᾷᾐᾷ தரᾺபᾌᾷதலாΆ. 

1. ᾗதியதானெதாᾞ ᾙைறைய உᾞவாᾰகிᾺ பாிᾸᾐைரᾰகலாΆ.  

2. பிᾹேனாᾰᾁ ஒᾢெபய᾽ᾺபிᾤΆ சாியான ெசா᾿ கிைடᾰகிறதா எᾹᾠ உᾠதி ெசᾼᾐெகா῀ள 
ெவᾶᾌΆ. Universal Digital Library தளᾷதி᾿ ᾓ᾿களிᾹ ெபய᾽க῀ ேராமᾹ எᾨᾷᾐᾰகளிᾤΆ 
தமி῁ எᾨᾷᾐᾰகளிᾤΆ தரᾺப᾵ᾌ῀ளன. அᾞᾙக னவல᾽ ஸாிதிரΆ... by அᾞனசல கவிரய᾽ L: 

Tamil,  Y: 1898, S: ARUMUGA NAVALAR SARITHIRAM,  98 pgs. ஆᾱகிலᾷதி᾿ ᾙதᾢ᾿ 
உ῀ளீᾌ ெசᾼᾐ அதைனᾷ தமி῁Ὰபᾌᾷதியேபாᾐ ஆᾠᾙக நாவல᾽ சாிᾷதிரΆ, அᾞணாசலᾰ 
கவிராய᾽ ஆகியைவ ᾗாிᾸᾐெகா῀ள இயலாத அளவிιᾁ வᾊவΆ மாறியிᾞᾺபᾐ ᾗலனாᾁΆ.  

3. ேராமᾹ எᾨᾷᾐᾰᾁ ᾙᾹᾔΆ பிᾹᾔΆ, ேமᾤΆ கீᾨΆ ேகாᾌக῀ அ᾿லᾐ ᾗ῀ளிகைளᾺ 
பயᾹபᾌᾷᾐΆ ᾙைறைய மᾠ ஆᾼᾫ ெசᾼய ேவᾶᾌΆ. அᾷᾐடᾹ ெபாிய எᾨᾷᾐᾰகᾦΆ 
இடΆெபᾠகிᾹறன. இῂவாᾠ அைமᾜΆேபாᾐ வாிக῀ அழகிᾹறி ஒᾞ சீராக அைமவதி᾿ைல. 
அᾷᾐடᾹ அவιைறᾷ த᾵டᾲᾆ ெசᾼᾜΆ வைகயி᾿ கணினி விைசக῀ அைமயவி᾿ைல எᾹபᾐ 
மிக ᾙᾰகியமானெதாᾞ பிரᾲசைன. எனேவ இᾸத ேராமᾹ வாிவᾊவᾷதி᾿ த᾵டᾲᾆ ெசᾼய ஒᾞ 
தனி ெமᾹெபாᾞேளா தனிᾺபயிιசிேயா ேதைவ. 

4. கணினிᾺ பயᾹபா᾵ᾊ᾿ ேராமᾹ வᾊவ ஒᾢெபய᾽ᾺைபᾺ பιறி ᾙᾊᾫ ெசᾼவᾐ தனிமனித 
ᾙᾊவாக அைமயாம᾿ ᾁᾨ ᾙயιசியாக அைமய ேவᾶᾌΆ. இதιெகன ஒᾞ பணிᾰᾁᾨ 
ெசயலாιறிᾷ ஒᾢெபய᾽Ὰᾗ ᾙைறகைளᾷ தரᾺபᾌᾷத ேவᾶᾌΆ. 
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Abstract 

This paper describes Agaraadhi, a dictionary framework for indexing and retrieving Tamil words, 

their meaning, analysis and related information. With a database of over 3 lack root words and their 

corresponding meaning in English and Tamil, this paper proposes a framework to encompass various 

features such as morphological analysis, morphological generation, word usage statistics, word 

pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary, 

number to text conversion, phonetic transliteration, live usage analysis from micro blogs and more. 

Describing various components of the framework the paper concludes with a discussion over 

dictionary statistics and possible features for future extension of the framework. 

1. Introduction 

Most of the Tamil dictionaries are synonym based and they do not give enough information such as 

morphological analysis of the word, possible case endings for requested word, pleasantness score, 

word usage in the web and social networks, equivalent words or meaning etc. To overcome these 

issues we propose Agaraadhi, a framework. Agaraadhi Framework consists of a Morphological 

analyser, Morphological generator, Word pleasantness and Word usage score finder as well as  

analysis of current usage in Social Networks, Picture dictionary, equivalent Tamil words, Generator 

(Word suggestions), Spell checker, Phonetic transliteration, Number to Text Converter, Rare-Word of 

the day and Social Network sharing.  

Agaraadhi dictionary has more than 3 lac words in various domains such as General, Literature, 

Medical, Engineering, Computer Science, etc. The Agaraadhi framework dictionary is a Tamil English 

bilingual dictionary. The following sections describe the framework and list the benefits of such a 

framework over traditional online Tamil-English dictionaries. A few features proposed in this 

framework such as popularity score for a word, to best of our knowledge, are not present in any other 

world dictionaries.  

2. Agaraadhi Framework 

Agaraadhi Dictionary Framework was designed to provide additional information to the user 

regarding the word that they query about. Agaraadhi framework presented in figure 1 can be divided 
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into two major divisions, online and offline, in terms of the time of processing. This section describes 

the various components used in the Agaraadhi framework in detail.  

2.1 Online Process 

Any user query is sent sequentially to dictionary and literature, to retrieve corresponding data from 

those indices, fetching phonetic transliteration from transliteration modules, morphological 

information from morphological analysis and generator module and fetching live usage analysis from 

micro blogs. All those Information are sent to user interface pages, shown in fig 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Agaraadhi Online Dictionary Framework 

2.2 Offline Process 

Tamil words and their meanings are entered manually and stored in text files. Those words are 

sequentially sent to modules such as popularity score generator, pleasantness score generator, picture 

dictionary, phonetic transliteration module and the resulting information is abstracted as a word 

object. Tamil literature such as Bharathiyaar songs, Avvaiyar songs, Thirukkural and lyrics are 

crawled using a static web crawler and are indexed in hash table as key value pairs. 

2.3 Features of Agaraadhi Framework 

Agaraadhi dictionary framework consists of more than twenty features such as Morphological 

Analysis Morph Generation, pleasantness scoring, popularity scoring, spell error suggestions etc. 
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3.1 Morphological Analyser 

Morphological analyser [1] chunks the query word and gives the morphological features of the query 

word such as root word, parts of speech, gender, tense and count. If the Query word is padithaan, 

Morphological Analyser gives as padi as root, word represents male gender and query word is past 

tense and so on. 

3.2 Morphological Generator 

A Tamil morphological generator[2] needs to tackle different syntactic categories such as nouns, verbs, 

post positions, adjectives, adverbs etc. separately, since the addition of morphological constituents to 

each of these syntactic categories depends on different types of information. The generator is used to 

generate possible morphological variations of the query word.  

3.3 Spell Checker 

Spell Checker is used to check the spelling of Tamil words and to provide alternative suggestions for 

the wrong words. It uses the Morphological Analyzer. The Morphological Analyzer is used to split the 

given Tamil word into the root word and a set of suffixes. If the word is fully split by the analyzer and 

its root word is also found in the Agaraadhi dictionary, the given word is termed as correct. 

Otherwise, the correction process is invoked to generate all the possible suggestions with minimum 

variations from the given word.  

3.4 Word Suggestions 

Word Suggestion gives the list of equivalent or related words for the given query word. 

3.5 Word Pleasantness and Word Popularity Score 

Word Pleasantness score generator provides how easy to pronounce the word. 

Word Popularity shows the word usage in the web. The Word from agaraadhi is given to web and 

found the frequency distribution of the word across the popular blogs, news articles, social nets etc. 

3.6 Word Usage in Literature 

This feature finds the usage of words in popular literature such as Thirukural, Bharathiyar Padalgal, 

Avvai songs and Lyrics.  

3.7 Number to Text Converter 

It converts a number to Tamil word equivalent as well as in English text. For example in Tamil we 

represent oru Arpputham (அιᾗதΆ) for 100 million, Kumbam (ᾁΆபம◌்◌◌்்◌்) for 10 billion and finally up to 

Anniyan (அᾸநியம◌்◌◌்்◌்) for one zillion. 

3.8 Phonetic Transliteration 

The pronunciation of words in Tamil and English language, as distinct from their written form based 

on the phonology and it can also vary greatly among dialects of a language. Phonetic transliteration 

module splits the word into syllables and gives the transliteration for each syllable. 
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3.9 Picture Dictionary 

Pictures, photos or line drawings to depict popular words have been included in the dictionary to 

enable efficient learning for children using this tool. 

3.10 Social net Sharing and Twitter Update 

The framework also provides features to format results to be shared effectively on social networks. An 

Agaraadhi Bot was designed to post updates and word of the day on Twitter automatically.  

3.11 Word of the Day and Word Usage statistics 

A rare word is randomly chosen and is displayed in the opening page to facilitate users to learn a new 

word every day.  

Word Usage Statistics [3] shows the usage of the word in the social network over the past one week.  

3.12 Tamil Word Games 

Games play a vital role in learning. Currently Agaraadhi has two Tamil word games namely 

Miruginajambo and Thookku Thookki. Miruginajambo is an unscramble game and Thookku Thookki 

is a Hangman game in Tamil. 

4. Conclusion and Future Work 

This paper describes Agaraadhi, an Online Dictionary Framework. Agaraadhi online dictionary is a 

bilingual dictionary containing over 3 lac words on various domains like General, Medical, 

Engineering, Computer science, Literature etc. This Online Dictionary framework encompass various 

features such as morphological analysis, morphological generation, word usage statistics, word 

pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary, 

number to text conversion, phonetic transliteration, live usage analysis from micro blogs etc. 

Providing APIs for programmers and developing mobile apps for Agaraadhi framework will open a 

good platform for many researchers and developers working in Tamil Computing area. 
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நᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதி 
 

ᾙைனவ᾽ கᾙைனவ᾽ கᾙைனவ᾽ கᾙைனவ᾽ க. தமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹ,  
இைணᾺ ேபராசிாிய᾽, 

 சᾚக அறிவிய᾿ ெமாழிᾺப῀ளி,   வி.ஐ.ᾊ. ப᾿கைலᾰகழகΆ, 
ேவᾥ᾽ - 632 014., ேவᾥ᾽ மாவ᾵டΆ. தமி῁நாᾌ, இᾸதியா. 

மிᾹனᾴச᾿ : ktamilselvan@vit.ac.in 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர: 

இᾹைறய ெதாழி᾿ᾒ᾵ப ᾜகᾷதி᾿, ᾗதிய ᾗதிய கᾶᾌபிᾊᾺᾗக῀ உᾞவான வᾶணΆ உ῀ளᾐ. இதᾹ 

காரணமாகᾺ ᾗதிய ᾗதிய ெசாιக῀ உᾞவான வᾶணΆ இᾞᾰகிறᾐ. உதாரணமாக, Cell Phone-ஐ 

ெச᾿ேபசி எᾹᾠΆ, ைகᾺேபசி எᾹᾠΆ அைழᾰகிᾹேறாΆ. இᾐேபால, தமிழி᾿ உ῀ள பைழய 

வா᾽ᾷைதகᾦᾰᾁᾺ ெபாᾞ῀ எᾹன  எᾹᾠ அறிவᾐΆ மிᾁᾸத ேதைவயாᾁΆ. உதாரணமாக (களிᾠ - 

யாைன). மாணவ᾽கᾦᾰᾁ இᾐேபாᾹற இலᾰகியᾷ தரமானᾲ ெசாιகᾦᾰᾁᾺ ெபாᾞ῀ எᾹனெவᾹᾠ 

தமி῁ அகராதி ᾚலΆ விளᾰᾁவᾐ மிᾁᾸத ேதைவயாᾁΆ. 

இᾸத நᾪன தமி῁ அகராதி ெமᾹெபாᾞளி᾿, ஒᾞ வா᾽ᾷைதையᾰ கணிᾺெபாறியி᾿ த᾵டᾲᾆ ெசᾼயᾷ 

ெதாடᾱᾁΆேபாேத, ᾙᾨ வா᾽ᾷைதைய வழᾱᾁΆ வᾶணΆ வᾊவைமᾰகᾺபᾌΆ. இதιᾁᾺ ᾗதிய 

ெதாழி᾿ᾒ᾵பΆ பயᾹபᾌᾷதᾺபᾌΆ.   இᾸத நᾪன தமி῁ அகராதிையᾷ தமி῁ தமி῁ தமி῁ தமி῁ - தமி῁ தமி῁ தமி῁ தமி῁ - ஆᾱகிலΆஆᾱகிலΆஆᾱகிலΆஆᾱகிலΆ எᾹேறா 

அ᾿லᾐ ஆᾱகிலΆ ஆᾱகிலΆ ஆᾱகிலΆ ஆᾱகிலΆ - தமி῁ தமி῁ தமி῁ தமி῁ - தமி῁தமி῁தமி῁தமி῁ எᾹேறா இᾞேவᾠ ᾙைறகளி᾿ எᾺபᾊ ேவᾶᾌமானாᾤΆ 

பயᾹபᾌᾷத ᾙᾊᾜΆ. இதιகான வசதிᾜΆ ᾗதிய ெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ வᾊவைமᾰகᾺபᾌΆ. 

இᾸத நᾪன தமி῁ அகராதி ெமᾹெபாᾞ῀ கீ῁காᾎΆ ᾙைறகளி᾿ வா᾽ᾷைதகᾦᾰᾁᾺ ெபாᾞைள 

வழᾱᾁΆ. 

நிைலநிைலநிைலநிைல - 1 : 

ᾙதᾢ᾿ ேதைவயான ெமாழிையᾷ ேத᾽ᾫ ெசᾼய ேவᾶᾌΆ. பிᾹன᾽ வா᾽ᾷைதகைளᾰ கணிᾺெபாறியி᾿ 

த᾵டᾲᾆ ெசᾼᾜΆேபாேத ᾙᾨ வா᾽ᾷைதையᾜΆ, அதιᾁ அᾞகாைம வா᾽ᾷைதகைளᾜΆ வழᾱᾁΆ. இᾸத 

வசதியா᾿, வா᾽ᾷைதகைள எளிதாகᾷ ேத᾽ᾫ ெசᾼயலாΆ. 

 



202 

 உதாரணமாகᾷ தமி῁ ெமாழிையᾷ ேத᾽ᾫ ெசᾼᾐ, "அஅஅஅ" எᾹற எᾨᾷைதᾷ த᾵டᾲᾆ ெசᾼதா᾿, 

கீ῁ᾰகᾶடவாᾠ அதᾹ அᾞகாைம வா᾽ᾷைதகைள வழᾱᾁΆ.   ேதைவயான வா᾽ᾷைதைய ேத᾽ᾫ 

ெசᾼதᾫடᾹ அதᾹ தமி῁Ὰ ெபாᾞைளᾜΆ, ஆᾱகிலᾺ ெபாᾞைளᾜΆ ெபறலாΆ. 

 

நிைலநிைலநிைலநிைல - 2 : 

ஆᾱகில ெமாழிையᾷ ேத᾽ᾫ ெசᾼᾐ, "a" எᾹற எᾨᾷைதᾷ த᾵டᾲᾆ ெசᾼதா᾿, கீ῁ᾰகᾶடவாᾠ அதᾹ 

அᾞகாைம வா᾽ᾷைதகைள வழᾱᾁΆ. ேதைவயான வா᾽ᾷைதையᾷ ேத᾽ᾫ ெசᾼதᾫடᾹ அதᾹ ஆᾱகிலᾺ 

ெபாᾞைளᾜΆ, தமி῁Ὰ ெபாᾞைளᾜΆ ெபறலாΆ. 
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ெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵ப ெசயலாᾰகெசயலாᾰகெசயலாᾰகெசயலாᾰக வைரபடΆவைரபடΆவைரபடΆவைரபடΆ : 

 

 
 

தி᾵டதி᾵டதி᾵டதி᾵ட உᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிᾹᾹᾹᾹ பᾊநிைலக῀பᾊநிைலக῀பᾊநிைலக῀பᾊநிைலக῀ : 

வாிைச எᾶ. 
 

பᾊநிைலக῀ 

1 ெமᾹெபாᾞளிᾹ மாதிாிைய உᾞவாᾰᾁத᾿ (Prototype) 
2 இᾸத மாதிாி வᾊவᾷதிιᾁ ஒᾺᾗத᾿ ெபᾠத᾿ (Prototype Approval) 
3 ெமᾹெபாᾞᾦᾰகானᾰ கணிணி நிர᾿கைள உᾞவாᾰᾁத᾿ 
4 நᾪன தமி῁ அகராதிᾰகான ேட᾵டா ேபைச உᾞவாᾰᾁத᾿ 
5 ேட᾵டாேபைச ெமᾹெபாᾞᾦடᾹ இைணᾷத᾿ 
6 ெமᾹெபாᾞளிᾹ தரᾷைத ஆᾼᾫ ெசᾼத᾿ (QA Testing) 
7 நᾪன தமி῁ அகராதிைய இைணயᾷதி᾿ நிᾠᾫத᾿ 

8 
இைணய வசதி இ᾿லாத கணிணியிᾤΆ பயᾹபᾌᾷᾐΆ Desktop Application 
ெவளியிᾌத᾿ 

9 தி᾵டᾷைத ெவιறிகரமாக ᾙᾊᾷத᾿. 
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உᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகான ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ : 

  

S.No. Components Software 

1 Operating System Windows 2000 Professional or XP or above 

2 Application Server ASP.NET 2.0, AJAX 

3 Web Tools  HTML , Javacsript 

4 Database MS SQL Server 2005  

5 Browser  
Internet Explorer, Mozilla Firefox, Netscape, Google chrome - 
with unicode support 

 

 இᾸத ெமᾹெபாᾞ῀ Microsoft Visual Studio.NET 2005 with .NET Framework 2.0 எᾹற நᾪன 
ெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ உᾞவாᾰகᾺபᾌΆ.  இᾸத ெமᾹெபாᾞ῀ MS SQL 2005 Server எᾹற 
சிறᾺபான, ேவகமாகᾲ ெசயலாιறᾰᾂᾊய ேட᾵டாேபῄ பயᾹபᾌᾷதிᾷ தயாாிᾰகᾺபᾌΆ.  

இᾸத இᾞ ெமᾹெபாᾞ῀களிᾹ இைணᾺபி᾿ உᾞவாᾰகᾺபᾌΆ நᾪன தமி῁ அகராதி அதிக ேவகᾷதி᾿ 
தகவ᾿கைளᾷ தᾞΆ. 

தரΆதரΆதரΆதரΆ : 
நᾪன தமி῁ அகராதியானᾐ 100% சதᾪதΆ கணிணி நிர᾿ ᾁைறக῀ அιறதாக உᾞவாᾰகᾺபᾌΆ. 
இதιகாக மிகᾲ சிறᾸத வைகயி᾿ தரᾰக᾵ᾌᾺபா᾵ᾌ ஆᾼᾫ ேமιெகா῀ளᾺபᾌΆ. 

ெமᾹெபாᾞ῀ உᾞவாᾰகᾷதி᾿ ஒῂெவாᾞ பᾊநிைலயிᾤΆ தரᾰக᾵ᾌᾺபா᾵ᾌ ஆᾼᾫ ேமιெகாᾶᾌ  
100% Bug Free ெமᾹெபாᾞளாக உᾞவாᾰகᾺபᾌΆ. 
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ெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌ 

இளᾱᾁமரᾹ தஇளᾱᾁமரᾹ தஇளᾱᾁமரᾹ தஇளᾱᾁமரᾹ த////ெப சிவநாதᾹெப சிவநாதᾹெப சிவநாதᾹெப சிவநாதᾹ 

ᾆ᾿தாᾹ இ᾵ாிῄ க᾿வியிய᾿ ப᾿கைலᾰகழகΆ, மேலசியா 
E-mail: s.ilangkumaran@gmail.com 

 

ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ அகராதிகளிᾹ பயᾹபாᾌ இᾹறியைமயாததாகிᾹறᾐ. இᾞᾺபிᾔΆ 
சிιசில ேவைளகளி᾿ ெபாிᾐΆ அகராதிகைளேய நΆபி ெசᾼயᾺபᾌΆ ெமாழிெபய᾽ᾺᾗᾺ பணிக῀ அதᾹ 
இயιைகᾷதᾹைமையᾰ கா᾵டᾷ தவறி, ஒᾞவித ெசயιைக உண᾽ைவ ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ 
ெவளிᾺபᾌᾷᾐகிᾹறன. சிறᾸத ெமாழிெபய᾽Ὰᾗ பணி எனி᾿, அைவ ெமாழிெபய᾽ᾰகᾺப᾵டைவ எᾹற 
உண᾽ைவᾷ தராᾐ, ᾁறிᾺபி᾵டெதாᾞ ெமாழியிேலேய பைடᾰகᾺப᾵ட பைடᾺᾗ எᾔΆ உண᾽ைவேய 
பᾊᾺேபா᾽ᾰᾁ ஏιபᾌᾷத ேவᾶᾌΆ. 

இதᾹ அᾊᾺபைடயிேலேய அகராதியிᾹ பயᾹபாᾌ ஒᾞ ெமாழிெபய᾽ᾺᾗᾺ பணியி᾿ எῂவளவி᾿ 
பயᾹபᾌᾷதᾺபᾌத᾿ சிறᾺᾗ; மιᾠΆ, அதைனᾰ ைகயாᾦΆ வழிᾙைறக῀ எᾹன எᾹபᾐ ᾁறிᾷேத 
இῂவாᾼᾫ ேமιெகா῀ளᾺப᾵ᾌ῀ளᾐ. இதᾹ ᾚலΆ ெமாழிெபய᾽Ὰபாள᾽கᾦΆ, ெமாழிெபய᾽Ὰᾗᾷ 
ᾐைற மாணவ᾽கᾦΆ கவனிᾰகᾷ தவறவி᾵ட சில விஷயᾱகᾦΆ, தகவ᾿கᾦΆ ெவளிᾺபᾌᾷதᾺபட 
ᾙயιசி ெசᾼயᾺப᾵ᾌ῀ளᾐ.  

கால காலமாக நாΆ பயᾹபᾌᾷதி வᾞΆ ᾗᾷதக வᾊவி᾿ இᾞᾰᾁΆ மரᾗவழி அகராதிக῀ எᾸத அளவிιᾁᾷ 
இᾹைறய நா᾵களி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகᾦᾰᾁ உதᾫகிᾹறன எᾹபᾐ சிᾸதிᾰக ேவᾶᾊய 
விஷயமாகேவ இᾞᾰகிᾹறᾐ. நாᾦᾰᾁ நா῀ வள᾽Ᾰᾐ வᾞΆ உலகி᾿, பல ᾗதிய கᾶᾌபிᾊᾺᾗகᾦᾰᾁΆ, 

ஆராᾼᾲசிகᾦᾰᾁΆ ஏιற அகர ᾙதᾢக῀ மிகᾫΆ இᾹறியைமயாததாக இᾞᾰகிᾹறன. ைகயா᾿, பைழய 
அகராதிகைளᾜΆ, மரᾗ வழி அகராதிகைளᾜΆ தவிர ᾗதிய அகராதிகᾦΆ, மிᾹனிய᾿ அகராதிகᾦΆ 
இᾹைறய ᾇழᾢ᾿ மிகᾫΆ ᾙᾰகியᾷᾐவΆ வாᾼᾸதைவயாக இᾞᾰகிᾹறன. இைவ ᾗᾷதக வᾊவி᾿ 
ம᾵ᾌமிᾹறி இைணயᾷதிᾤΆ, ைகயடᾰக மிᾹனிய᾿ அகராதிᾰ கᾞவியாகᾫΆ உᾞமாιறΆ அைடᾸᾐ 
வᾞகிᾹறன; அᾐ வரேவιகᾷதᾰகᾐΆ ஆᾁΆ. 

ப᾿ேவᾠ ஆᾼᾫகளிᾹ வாயிலாக, ெபாᾐவாக அகராதிகைளᾺ பயᾹபᾌᾷᾐேவா᾽ அதᾹ பயᾹபா᾵ைட 
ᾙᾨைமயாக அறியாம᾿ இᾞᾰகிᾹறன᾽ எᾹᾠ ெதளிᾫபᾌᾷதி இᾞᾰகிᾹறன. உதாரணᾷதிιᾁ, 

•ெபௗᾢ (Fawley) (1990) அவ᾽க῀ ᾂறியதாவᾐ, அகராதிகைளᾺ பயᾹபᾌᾷᾐேவா᾽ மிக மிகᾰ 
ᾁைறᾸத அளவிேலேய அதᾹ பயᾹபா᾵ᾊைன உண᾽Ᾰᾐ῀ளன᾽. அவ᾽க῀ ெவᾠமேன ெசாιகளிᾹ 
ேநரᾊᾺ ெபாᾞைள அறியᾫΆ சாியான எᾨᾷᾐᾞᾰகைள அறிᾸᾐᾰெகா῀ளᾫேம அகராதிகைளᾺ 
பயᾹபᾌᾷதி வᾞகிᾹறன᾽. மாறாக ெசா᾿ᾤᾞவாᾰகΆ, உᾲசாிᾰᾁΆ விதΆ, சாியான ᾙைறயி᾿ 
பயᾹபᾌᾷதிᾰ கா᾵டᾺப᾵ᾊᾞᾰᾁΆ வாᾰகியᾱக῀, அᾲெசா᾿ᾤᾰᾁ ஏιற எதி᾽ᾲெசாιக῀ ேபாᾹற 
ப᾿ேவᾠ ᾁறிᾺᾗகளி᾿ மᾰக῀ அᾰகைற ெகா῀வேத இ᾿ைல எᾹபᾐ அவரᾐ ᾁιறᾲசா᾵ᾌ. 
இதனாேலேய ெபᾞΆபாலாேனா᾽ தாᾱக῀ ேதᾌΆ ெசாιகᾦᾰᾁᾲ சாிவர அ᾿லᾐ ேபாதிய 
தகவ᾿கைளᾺ ெபற தவறிவிᾌகிᾹறன᾽. அதᾹ விைளவாக அவ᾽க῀ தᾱக῀ பைடᾺᾗகளி᾿ அவιைறᾺ 
பிரேயாகΆ ெசᾼᾜΆேபாᾐ தவறானெதாᾞ வா᾽ᾷைதையᾺ பயᾹபᾌᾷதி ெதாட᾽Ᾰᾐ வாசக᾽கைளᾜΆ 
ᾁழᾺபᾷதி᾿ ஆ῁ᾷதி விᾌகிᾹறன᾽. 

இᾸநிைல, ஒᾞ ெமாழியி᾿ பைடᾺᾗகைள ெவளியிᾌΆ எᾨᾷதாள᾽கᾦᾰᾁᾲ சிரமᾷைத 
விைளவிᾰகிᾹறன எᾹறா᾿, ெமாழிெபய᾽பாள᾽கᾦᾰᾁ அைதᾰகா᾵ᾊᾤΆ மிகᾺெபாிய ᾆைமைய 
ஏιபᾌᾷதி விᾌகிᾹறன; ஏெனனி᾿, பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ெமாழியி᾿ பயᾹபᾌᾷதᾺப᾵ᾊᾞᾰᾁΆ 
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ெசா᾿ᾤᾰᾁᾲ சாியான ெபாᾞைள அறிᾸᾐᾰெகா῀ᾦΆ அேத ேவைளயி᾿, தாᾹ ெமாழிெபய᾽ᾰக 
விᾞΆᾗΆ ெமாழியி᾿ அதιᾁᾷ தᾁᾸத ெசா᾿ைலᾷ ெதாிᾫ ெசᾼய ேவᾶᾊயவ᾽களாகᾫΆ, ெதாட᾽Ᾰᾐ 
அᾰக᾵ᾌைர பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾇழ᾿, ᾐைற ஆகியவιைறᾰ கᾞᾷதி᾿ ெகாᾶᾌ அᾸதᾸத 
ᾐைறᾰᾁΆ ᾇழᾤᾰᾁΆ ஏιறாιேபா᾿ தΆ ெமாழிெபய᾽Ὰைபᾷ தரᾰகடவ᾽களாகᾫΆ 
ெமாழிெபய᾽Ὰபாள᾽க῀ இᾞᾰகிᾹறன᾽.  

அகராதிகளிᾹ பயᾹபாᾌ ᾁறிᾷᾐ எᾨᾸᾐ῀ள ஆᾼᾫகளி᾿ மிக ᾙᾰகிய ஆᾼவாகᾰ கᾞதᾺபᾌΆ 
ஹா᾽ᾷேமᾹ (Hartmann) (1989) அவ᾽களிᾹ ஆᾼᾫ ெமாழிெபய᾽Ὰபாள᾽க῀ தாᾱக῀ ெமாழிெபய᾽ᾰக 
விᾞΆᾗΆ ெசாιகᾦᾰᾁᾲ சிறᾸத ᾙைறயி᾿ அகராதிகளி᾿ ெபாᾞ῀ெகா῀ள ஒᾞ க᾵டைமᾺைப 
உᾞவாᾰகினா᾽. அᾐ : 
 

  

                                                                                             

                                                                                           

 

 

                   

 

 

  NO  

 

 

 

 

 

Hartmann (1989) : Sociology of the dictionary user :Hypothesis and Empirical Studies, Worterbucher 
Dictionaries Dictionnaires [Art 12], Walter de Gruyter, Berlin, New York Vol. 1 : 102-111 

ெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆ 

1.  எᾸத மாதிாியான அகராதிகைளᾜΆ ேத᾽Ᾰெதᾌᾷᾐ உபேயாகிᾰகலாΆ. 

- ெமாழிெபய᾽Ὰபள᾽களி᾿ ெபᾞΆபாலாேனா᾽ மிகᾫΆ பிரசிᾷதி ெபιற, மᾰக῀ மᾷதியி᾿ அதிகΆ 
ேபசᾺபடᾰᾂᾊய அகராதிகைளᾺ பயᾹபᾌᾷᾐவதிேலேய ஆ᾽வΆ கா᾵ᾌகிᾹறன᾽. ேமᾤΆ தᾱகளிᾹ 
ஆசிாிய᾽க῀ மιᾠΆ ெமாழிெபய᾽Ὰᾗᾷ ᾐைற நᾶப᾽க῀ அறிᾙகᾺபᾌᾷᾐΆ அ᾿லᾐ ஊᾰᾁவிᾰᾁΆ 
அகராதிகைளᾺ பயᾹபᾌᾷதᾷ ெதாடᾱᾁΆ ெமாழிெபய᾽Ὰபாள᾽களி᾿ பல᾽, கைடசி வைர தᾱகைளᾰ 

  in 

Select 

Appropriate 

Reference 

Word 

Determine 

Problem 

 Word 

Determine 

Its 

Canonical 

Form 

Search For 

Appropriate 

Headword 

Determine 

Appropriate 

Sub-Entry 

Extract 

Relevant 

Information 

Relate To 

Original 

Context 

Sucess out 
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காலᾷᾐᾰேகιப ᾗᾐபிᾷᾐᾰெகா῀ளாமேலேய கைடசி வைர ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ெதாட᾽Ᾰᾐ 
ஈᾌபᾌகிᾹறன᾽. 

2. ைகயடᾰக அகராதிகைளᾺ பயᾹபᾌᾷᾐவᾐ இலᾁவானᾐ. 

- சில ெமாழிெபய᾽Ὰபாள᾽க῀ ைகயடᾰக அகராதிகைளᾺ பயᾹபᾌᾷᾐவதி᾿ ெபாிᾐΆ ஆ᾽வΆ 
கா᾵ᾌகிᾹறன᾽. “ெமாழிெபய᾽Ὰபாள᾽களாக விளᾱᾁΆ நாᾱக῀ எᾱᾁ ெசᾹறாᾤΆ எᾱகளᾐ 
அகராதிகைளᾰ ெகாᾶᾌ ெச᾿ல ேவᾶᾊᾜ῀ளᾐ; ஏெனனி᾿, அῂவᾺேபாᾐ எᾱகளிᾹ திறைமகளி᾿ 
நΆபிᾰைக ைவᾷᾐ ேநாிᾤΆ ெதாைலேபசிகளிᾤΆ அதிகமாேனா᾽ அᾎகி தᾱகளᾐ சᾸேதகᾱகᾦᾰᾁ 
விளᾰகΆ ேகாᾞகிᾹறன᾽. அவ᾽களிᾹ சᾸேதகᾱகைள நிவ᾽ᾷதிᾰᾁΆ ெபாᾞ᾵ᾌ நாᾱக῀ எᾺேபாᾐΆ 
அகராதிகᾦடேனேய இᾞᾰகிேறாΆ” என சில தரᾺபின᾽ ᾂᾠகிᾹறன᾽. இᾹᾔΆ சில᾽, ᾁறிᾺபாக 
ெமாழிெபய᾽Ὰᾗᾷ ᾐைறயி᾿ நீᾶட காலΆ பயிιசி ெபιற ெமாழிᾺெபய᾽Ὰபாள᾽கᾦΆ தᾱகளிᾹ 
நιெபய᾽ கலᾱகᾺபடாதிᾞᾰக மᾰகளிᾹ சᾸேதகᾱகைளᾰ கைளᾜΆ ேநாᾰகி᾿ இῂவாᾠ 
ெசய᾿பᾌவᾐΆ வᾞᾷதமளிᾰகிᾹறᾐ. எ᾿ேலாᾞᾰᾁΆ எ᾿லா விஷயᾱகᾦΆ ெதாிᾸதிᾞᾰக நியாயΆ 
இ᾿ைல எᾹபைத உணராᾐ, ெதாியாதவιைறᾷ ெதாியவி᾿ைல என பகிரᾱகமாக ஒᾺᾗᾰெகா῀ᾦΆ 
ைதாியΆ இ᾿லாம᾿ ேபாவᾐ ஒᾞ ᾗறமிᾞᾰக, ᾁறிᾺபி᾵ட வா᾽ᾷைதகᾦᾰᾁᾲ சாியான விளᾰகᾱக῀ 
தாᾹ அளிᾰகிேறாமா எᾹற ெதளிᾫΆ அιᾠ ஒᾞவித ᾁழᾺபᾷைதᾜΆ சமயᾱகளி᾿ இᾐ ேபாᾹறவ᾽க῀ 
ஏιபᾌᾷᾐகிᾹறன᾽. இᾐேபாᾹற ைகயடᾰக அகராதிக῀ மாணவ᾽கᾦᾰᾁᾺ ெபᾞமளவி᾿ 
பயᾹபᾌகிறேதெயாழிய ெமாழிெபய᾽Ὰபாள᾽கᾦᾰᾁ அᾸத அளவிιᾁᾺ பயᾹபᾌவதி᾿ைல. 
(இᾞᾺபிᾔΆ ைகயடᾰக மிᾹனிய᾿ அகராதி இதிᾢᾞᾸᾐ விதிவிலᾰகாகிᾹறᾐ எᾹபைத அறிக) 

2. அகராதிகளி᾿ ᾁறிᾺபிடᾺப᾵ᾊᾞᾰᾁΆ ெசாιகைளᾷ தாராளமாகᾺ பயᾹபᾌᾷதலாΆ 

- ெபᾞΆபாலான ெமாழிெபய᾽Ὰபாள᾽க῀ அகராதிகளி᾿ ᾁறிᾺபிடᾺப᾵ᾊᾞᾰᾁΆ ெசாιகைளᾜΆ, 

விளᾰகᾱகைளᾜΆ தாராளமாகᾺ பயᾹபᾌᾷதலாΆ என எᾶணΆ ெகாᾶᾊᾞᾰகிᾹறன᾽. இதனாேலேய 
சில சமயᾱகளி᾿ நைடᾙைறᾰᾁ ஒῂவாத தவறான ெமாழிெபய᾽ᾺᾗᾺ பணிகைள நாΆ பா᾽ᾰக 
ᾙᾊகிᾹறᾐ. ேமᾤΆ இᾐேபா᾿ அகராதிகளிᾢᾞᾸᾐ எᾌᾰகᾺப᾵ட ேநரᾊ வா᾽ᾷைதக῀ சில 
ேவைளகளி᾿ சΆபᾸதᾺப᾵ட க᾵ᾌைர பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾇழᾤᾰᾁΆ, அைவ 
பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾐைறᾰᾁΆ சιᾠΆ ெபாᾞᾸதாம᾿ ேபாவᾐ இᾱᾁ ᾁறிᾺபிடᾷதᾰகᾐ. 
உதாரணᾷதிιᾁ இைணயᾷதி᾿ பரவலாகᾺ பயᾹபᾌᾷதᾺபᾌΆ Browse எᾹற வா᾽ᾷைதᾰᾁ 
அகராதியிᾹ வாயிலாக ேநரᾊᾺ ெபாᾞ῀ ெகா῀ᾦΆேபாᾐ, இளᾸதளி᾽ உணᾫ, கிைள தைழ, 

பᾆᾸதீவனΆ, தைழ ேமᾼத᾿ மιᾠΆ ᾗιகறிᾷத᾿ எᾹற ெபாᾞ῀கைளᾷ தᾞகிᾹறᾐ. ஆனா᾿, 

உᾶைமயி᾿ இᾲெசா᾿ உண᾽ᾷதவᾞΆ ெபாᾞ῀ வலΆ வᾞத᾿, அᾎᾁத᾿ ேபாᾹறைவயாᾁΆ. 
இᾸநிைலயி᾿ இᾲெசா᾿ பயᾹபᾌᾷதᾺப᾵ᾊᾞᾰᾁΆ ᾇழைலᾜΆ அதᾹ ᾐைறையᾜΆ அறியாᾐ 
ெமாழிெபய᾽ᾰகᾺப᾵ᾊᾞᾰᾁΆ பைடᾺᾗக῀ உகᾸத ெபாᾞைளᾷ தர தவᾠவேதாᾌ அைதᾺ 
பᾊᾺபவ᾽கᾦᾰᾁᾺ ெபᾞᾱᾁழᾺபᾷைத ஏιபᾌᾷதிவிᾌகிᾹறᾐ. 

3. நமᾰᾁᾷ ெதாிᾸத விஷயΆதாேன எᾹற ேபாᾰᾁ 

- சில ேவைளகளி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ஈᾌபᾌΆ சில᾽ இᾐ நமᾰᾁᾷ ெதாிᾸத விஷயΆதாேன, 

இதιகாகெவ᾿லாΆ அகராதிையᾺ ᾗர᾵டேவᾶᾊயதி᾿ைல எᾹற எᾶணᾙΆ ெகாᾶᾌ ெசய᾿ 

பᾌகிᾹறன᾽. ெபாᾐவாக ெமாழிெபய᾽ᾰகᾺபடᾺேபாᾁΆ ெமாழிகளி᾿ பாᾶᾊᾷதியΆ ெபιறவ᾽கேள 
ெமாழிெபய᾽Ὰᾗகைளᾲ ெசᾼவதா᾿ இᾷதைகய சிᾸதைனயா᾿ ெபாிதாகᾺ பிரᾲசைன ஏᾐΆ எழாᾐ 
எᾹᾠ எᾶணᾷ ேதாᾹᾠகிறᾐ. இᾞᾺபிᾔΆ, சில ேவைளகளி᾿ ᾒᾶணிய விஷயᾱகைள ெமாழி 
ெபய᾽ᾰᾁΆேபாᾐ பல ேகாணᾱகளி᾿ அவιைறᾺ பᾁᾷᾐᾺ பா᾽Ὰபᾐ இᾹறியைமயாததாகிᾹறᾐ. 
உதாரணᾷதிιᾁ 1996-Ά ஆᾶᾌ மேலசிய விமானᾲ ேசைவயிᾹ ெமாழிெபய᾽ᾺᾗᾺ பணிைய ஏιᾠ 
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ᾙᾊᾷத ெமாழிெபய᾽Ὰபள᾽ ஒᾞவ᾽ பிᾹன᾽ அᾸநிᾠவனΆ ேமιெகாᾶட ச᾵ட நடவᾊᾰைகயா᾿ (மான 
நῃட வழᾰᾁ) திவாலாᾁΆ நிைலைய அைடᾸதᾐ ᾁறிᾺபிடᾷதᾰகᾐ. விமானᾺ பயணᾷதிᾹேபாᾐ 
ெநᾞᾰகᾊ நிைல ஏιபᾌமாயிᾹ பிᾹபιற ேவᾶᾊய இலᾁவான வழிவைகக῀ ᾁறிᾷᾐ சீன ெமாழியி᾿ 
ெமாழிெபய᾽ᾰக ேவᾶᾊயிᾞᾸத பணியி᾿, சιேற கவனᾰᾁைறவாக இலᾁவாக ெநᾞᾰகᾊ நிைல 
ஏιபடᾰᾂᾊய இῂவிமானᾺ பயணᾷதி᾿ பிᾹபιற ேவᾶᾊய வழிவைகக῀ எᾹᾠ தவᾠதலாக 
ெமாழிெபய᾽ᾷᾐ பிᾹன᾽ ெபᾞΆ சிᾰகᾦᾰᾁ உ᾿லான அΆெமாழிெபய᾽பாள᾽ அதιᾁ ᾙᾹன᾽ 
ஏராளமான ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ஈᾌப᾵ᾌ அவιைறᾲ ெசῂவேன ᾙᾊᾷதவ᾽ எᾹபᾐ வழᾰᾁ 
விசாரைணயி᾿ ெதாிᾸதᾐ. இைதவிடᾰ ᾁறிᾺபாக ஆரΆபᾰகாலᾱகளி᾿ சிᾹன சிᾹன விஷயᾱகᾦᾰᾁΆ 
அகராதியிᾹ ᾐைணெகாᾶᾌ ெபாᾞைள அறிᾸத பிᾹனேர ெமாழிெபய᾽ᾰᾁΆ அவ᾽ காலᾺேபாᾰகி᾿ 
அகராதியிᾹ பயᾹபாᾌ ᾁைறᾸᾐ ேபாக, தனᾰᾁ ெதாிᾸதᾐ தாேன எᾹᾠ தᾹ அᾔபவᾷைத 
ᾙιறிᾤமாக நΆபி ெசய᾿ப᾵டேத இᾸத தவᾠᾰᾁᾰ காரணΆ என விசாரைணயி᾿ ஒᾺᾗᾰெகாᾶடᾐΆ 
ᾁறிᾺபிடᾷதᾰகᾐ. 

4. எᾸத வைகயான ெமாழிெபய᾽ᾺᾗகைளᾜΆ ெசᾼயலாΆ. 

- சில ெமாழிெபய᾽Ὰபள᾽க῀ தᾱகᾦᾰᾁᾰ கிைடᾰᾁΆ எῂவைகயான பணிகைளᾜΆ ெசᾼᾐ விடலாΆ 
எᾹற எᾶணΆ ெகாᾶᾌ῀ளன᾽. இᾐ சாிய᾿ல. சில ᾁறிᾺபி᾵ட ᾐைறகளி᾿ மிᾁᾸத திறைம 
ெகாᾶᾌ῀ள ஒᾞவ᾽ மιற ᾐைறகளிᾤΆ விιபᾹனராக இᾞᾺபா᾽ எᾹᾠ எᾶᾎவᾐ தவᾠ. 
ெமாழிெபய᾽Ὰᾗகளி᾿ பல பிாிᾫக῀ உᾶᾌ. அைவ ச᾵டᾷᾐைற ெமாழிெபய᾽Ὰᾗக῀, மᾞᾷᾐவ 
ெமாழிெபய᾽Ὰᾗக῀, கணினி ெமாழிெபய᾽Ὰᾗக῀, ெபாᾞளாதாரᾷᾐைற ெமாழிெபய᾽Ὰᾗக῀, விளΆபர 
ெமாழிெபய᾽Ὰᾗக῀ ேபாᾹற பல பிாிᾫகளாலான ᾐைறகளி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகைள 
ேமιெகா῀ள பல வைகயான திறைமக῀ ேதைவᾺபᾌகிᾹறன. ைகயா᾿ 'இதைன இதனா᾿ இவᾹ 
ᾙᾊᾰᾁΆ' என ஆராᾼᾸᾐ அவιைறᾲ சΆபᾸதᾺப᾵டவ᾽களிடΆ ஒᾺபைடᾺபேத உசிதΆ. ெமாழி 
ெபய᾽Ὰபாள᾽கᾦΆ பணᾷைத ம᾵ᾌேம ᾁறியாகᾰ ெகா῀ளாᾐ ெமாழிெபய᾽ᾺபிᾹ தரᾷைதᾰ காᾰக 
ஆவன ெசᾼய கடைமᾺப᾵டவ᾽களாவ᾽. 

5. பலதரᾺப᾵ட அகராதிகைளᾺ பயᾹபᾌᾷᾐத᾿ 

- பலதரᾺப᾵ட அகராதிகைளᾺ பயᾹபᾌᾷᾐத᾿ ஒᾞ ெமாழிெபய᾽ᾺபாளைரᾺ ெபாᾞᾷத வைரயி᾿ மிக 
மிக வரேவιகᾂᾊய ஒᾹறாக இᾞᾺபிᾔΆ, கவனᾰᾁைறᾫ ஏιபடᾫΆ இதி᾿ ெபாிய வாᾼᾺᾗ உ῀ளைத 
ெபᾞΆபாலான ெமாழிᾺெபய᾽Ὰபாள᾽க῀ உணர தவᾠகிᾹறன᾽. எᾺபᾊ? பல ᾐைறகளி᾿ 
ெமாழிᾺெபய᾽ᾺᾗᾺ பணிகைள ேமιெகா῀ᾦΆ ெமாழிெபய᾽Ὰபாள᾽க῀ ஒᾹᾠᾰᾁΆ ேமιப᾵ட 
அகராதிகைளᾷ ᾐைணᾰᾁ ைவᾷதிᾞᾺபᾐ இயιைகேய. நீᾶட காலᾷதிιᾁᾲ ெசᾼயᾺபᾌΆ 
ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ சில சமயᾱகளி᾿ அᾺபணியிᾹ ஆரΆபᾷதி᾿ பிரேயாகிᾰகᾺப᾵ட 
ᾁறிᾺபி᾵டெதாᾞ வா᾽ᾷைத அᾺபணி ᾙᾊவைடᾜΆேபாᾐ ேவᾠ வா᾽ᾷைதᾺ பிரேயாகᾷதி᾿ ᾙᾊவைதᾺ 
பா᾽ᾰக ᾙᾊகிᾹறᾐ. உதாரணᾷதிιᾁ, 100 பᾰகᾱகைளᾰ ெகாᾶட ஒᾞ ெமாழிெபய᾽ᾺᾗᾺ பணிைய 
ஒᾞவ᾽ ஒேர நாளி᾿ ெசᾼᾐ ᾙᾊᾷᾐவிᾌவெதᾹபᾐ அாிய காாியΆ. இῂவாᾠ நாᾹᾁ அ᾿லᾐ ஏᾨ 
நா᾵கᾦᾰᾁᾷ ெதாடᾞΆ பணியி᾿, ஆரΆபᾷதி᾿ பயᾹபᾌᾷதிய அகராதிைய விᾌᾷᾐ பிாிெதாᾞ 
அகராதியிᾹ ᾐைணேகாடᾢᾹேபாᾐ பிாிெதாᾞ வா᾽ᾷைதைய அΆெமாழிᾺெபய᾽பாள᾽ பிரேயாகிᾰக 
வாᾼᾺᾗᾶᾌ. இᾐ இைணய அகராதிகைளᾺ பயᾹபᾌᾷᾐேவாாிடᾙΆ அதிகΆ ேநᾞகிᾹறᾐ; ஏெனனி᾿, 

இவ᾽கைளᾺ ேபாᾹறவ᾽க῀ நாᾹᾁ அ᾿லᾐ ஐᾸᾐ இைணய தளᾷதிைன உதவிᾰᾁᾷ ᾐைண 

ெகா῀பவ᾽களாக இᾞᾰகிᾹறன᾽. இῂவாறான தவᾠக῀ ெபாᾞளாதாரᾷᾐைற ெமாழிெபய᾽ᾺᾗகளிᾤΆ 
ᾶடறிᾰைககளிᾤΆ ெபᾞமளᾫ காணᾺபᾌகிᾹறᾐ.  
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க, ெமாழிெபய᾽Ὰபாள᾽க῀ அகராதிகைளᾺ பயᾹபᾌᾷᾐவதி᾿ மிகᾫΆ விழிᾺபாக இᾞᾰக ேவᾶᾌΆ. 
ெபாᾞᾸதாத அகராதிகளிᾹ பயᾹபாᾌΆ, அதிகமான மιᾠΆ ᾁைறவான பயᾹபாᾌகᾦΆ ᾂட தவறான 
ெமாழிெபய᾽Ὰᾗகᾦᾰᾁ விᾷதி᾵ᾌவிᾌΆ. ைகயா᾿ இῂவிஷயᾷதி᾿ மிᾁᾸத கவனΆ ேதைவ. ேமᾤΆ, 

ᾙைறயான அகராதிகளிᾹ பயᾹபாᾌக῀ ᾁறிᾷᾐ ெபாᾐவாக ப῀ளிகளிᾢᾞᾸᾐΆ, தவிர 
ெமாழிெபய᾽Ὰᾗᾰ க᾿விகைளᾺ ேபாதிᾰᾁΆ க᾿விᾰᾂடᾱகᾦΆ ᾙைறயாக ேபாதிᾰக ேவᾶᾌΆ. 
மாணவ᾽கᾦᾰᾁ அகராதிகளிᾹ ᾙᾨைமயான பயᾹபா᾵ᾊைனᾺ ேபாதிᾰᾁΆ ப᾵சᾷதி᾿ 
வᾞᾱகாலᾱகளி᾿ சிறᾺபான ெமாழிெபய᾽Ὰᾗக῀ ம᾵ᾌΆ அᾹறி தரமான பைடᾺᾗகைள 
உᾞவாᾰᾁவதιᾁΆ அᾐ வழிவᾁᾰᾁΆ எᾹபதி᾿ ஐயமி᾿ைல. 
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Abstract 

This paper describes Agaraadhi, a dictionary framework for indexing and retrieving Tamil words, 

their meaning, analysis and related information. With a database of over 3 lack root words and their 

corresponding meaning in English and Tamil, this paper proposes a framework to encompass various 

features such as morphological analysis, morphological generation, word usage statistics, word 

pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary, 

number to text conversion, phonetic transliteration, live usage analysis from micro blogs and more. 

Describing various components of the framework the paper concludes with a discussion over 

dictionary statistics and possible features for future extension of the framework. 

1. Introduction 

Most of the Tamil dictionaries are synonym based and they do not give enough information such as 

morphological analysis of the word, possible case endings for requested word, pleasantness score, 

word usage in the web and social networks, equivalent words or meaning etc. To overcome these 

issues we propose Agaraadhi, a framework. Agaraadhi Framework consists of a Morphological 

analyser, Morphological generator, Word pleasantness and Word usage score finder as well as  

analysis of current usage in Social Networks, Picture dictionary, equivalent Tamil words, Generator 

(Word suggestions), Spell checker, Phonetic transliteration, Number to Text Converter, Rare-Word of 

the day and Social Network sharing.  

Agaraadhi dictionary has more than 3 lac words in various domains such as General, Literature, 

Medical, Engineering, Computer Science, etc. The Agaraadhi framework dictionary is a Tamil English 

bilingual dictionary. The following sections describe the framework and list the benefits of such a 

framework over traditional online Tamil-English dictionaries. A few features proposed in this 

framework such as popularity score for a word, to best of our knowledge, are not present in any other 

world dictionaries.  

2. Agaraadhi Framework 

Agaraadhi Dictionary Framework was designed to provide additional information to the user 

regarding the word that they query about. Agaraadhi framework presented in figure 1 can be divided 
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into two major divisions, online and offline, in terms of the time of processing. This section describes 

the various components used in the Agaraadhi framework in detail.  

2.1 Online Process 

Any user query is sent sequentially to dictionary and literature, to retrieve corresponding data from 

those indices, fetching phonetic transliteration from transliteration modules, morphological 

information from morphological analysis and generator module and fetching live usage analysis from 

micro blogs. All those Information are sent to user interface pages, shown in fig 1. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Agaraadhi Online Dictionary Framework 

2.2 Offline Process 

Tamil words and their meanings are entered manually and stored in text files. Those words are 

sequentially sent to modules such as popularity score generator, pleasantness score generator, picture 

dictionary, phonetic transliteration module and the resulting information is abstracted as a word 

object. Tamil literature such as Bharathiyaar songs, Avvaiyar songs, Thirukkural and lyrics are 

crawled using a static web crawler and are indexed in hash table as key value pairs. 

2.3 Features of Agaraadhi Framework 

Agaraadhi dictionary framework consists of more than twenty features such as Morphological 

Analysis Morph Generation, pleasantness scoring, popularity scoring, spell error suggestions etc. 
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3.1 Morphological Analyser 

Morphological analyser [1] chunks the query word and gives the morphological features of the query 

word such as root word, parts of speech, gender, tense and count. If the Query word is padithaan, 

Morphological Analyser gives as padi as root, word represents male gender and query word is past 

tense and so on. 

3.2 Morphological Generator 

A Tamil morphological generator[2] needs to tackle different syntactic categories such as nouns, verbs, 

post positions, adjectives, adverbs etc. separately, since the addition of morphological constituents to 

each of these syntactic categories depends on different types of information. The generator is used to 

generate possible morphological variations of the query word.  

3.3 Spell Checker 

Spell Checker is used to check the spelling of Tamil words and to provide alternative suggestions for 

the wrong words. It uses the Morphological Analyzer. The Morphological Analyzer is used to split the 

given Tamil word into the root word and a set of suffixes. If the word is fully split by the analyzer and 

its root word is also found in the Agaraadhi dictionary, the given word is termed as correct. 

Otherwise, the correction process is invoked to generate all the possible suggestions with minimum 

variations from the given word.  

3.4 Word Suggestions 

Word Suggestion gives the list of equivalent or related words for the given query word. 

3.5 Word Pleasantness and Word Popularity Score 

Word Pleasantness score generator provides how easy to pronounce the word. 

Word Popularity shows the word usage in the web. The Word from agaraadhi is given to web and 

found the frequency distribution of the word across the popular blogs, news articles, social nets etc. 

3.6 Word Usage in Literature 

This feature finds the usage of words in popular literature such as Thirukural, Bharathiyar Padalgal, 

Avvai songs and Lyrics.  

3.7 Number to Text Converter 

It converts a number to Tamil word equivalent as well as in English text. For example in Tamil we 

represent oru Arpputham (அιᾗதΆ) for 100 million, Kumbam (ᾁΆபம◌்◌◌்்◌்) for 10 billion and finally up to 

Anniyan (அᾸநியம◌்◌◌்்◌்) for one zillion. 

3.8 Phonetic Transliteration 

The pronunciation of words in Tamil and English language, as distinct from their written form based 

on the phonology and it can also vary greatly among dialects of a language. Phonetic transliteration 

module splits the word into syllables and gives the transliteration for each syllable. 
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3.9 Picture Dictionary 

Pictures, photos or line drawings to depict popular words have been included in the dictionary to 

enable efficient learning for children using this tool. 

3.10 Social net Sharing and Twitter Update 

The framework also provides features to format results to be shared effectively on social networks. An 

Agaraadhi Bot was designed to post updates and word of the day on Twitter automatically.  

3.11 Word of the Day and Word Usage statistics 

A rare word is randomly chosen and is displayed in the opening page to facilitate users to learn a new 

word every day.  

Word Usage Statistics [3] shows the usage of the word in the social network over the past one week.  

3.12 Tamil Word Games 

Games play a vital role in learning. Currently Agaraadhi has two Tamil word games namely 

Miruginajambo and Thookku Thookki. Miruginajambo is an unscramble game and Thookku Thookki 

is a Hangman game in Tamil. 

4. Conclusion and Future Work 

This paper describes Agaraadhi, an Online Dictionary Framework. Agaraadhi online dictionary is a 

bilingual dictionary containing over 3 lac words on various domains like General, Medical, 

Engineering, Computer science, Literature etc. This Online Dictionary framework encompass various 

features such as morphological analysis, morphological generation, word usage statistics, word 

pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary, 

number to text conversion, phonetic transliteration, live usage analysis from micro blogs etc. 

Providing APIs for programmers and developing mobile apps for Agaraadhi framework will open a 

good platform for many researchers and developers working in Tamil Computing area. 
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நᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதிநᾪன  தமி῁ அகராதி 
 

ᾙைனவ᾽ கᾙைனவ᾽ கᾙைனவ᾽ கᾙைனவ᾽ க. தமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹதமி῁ᾲெச᾿வᾹ,  
இைணᾺ ேபராசிாிய᾽, 

 சᾚக அறிவிய᾿ ெமாழிᾺப῀ளி,   வி.ஐ.ᾊ. ப᾿கைலᾰகழகΆ, 
ேவᾥ᾽ - 632 014., ேவᾥ᾽ மாவ᾵டΆ. தமி῁நாᾌ, இᾸதியா. 

மிᾹனᾴச᾿ : ktamilselvan@vit.ac.in 

 

ᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைரᾙᾹᾔைர: 

இᾹைறய ெதாழி᾿ᾒ᾵ப ᾜகᾷதி᾿, ᾗதிய ᾗதிய கᾶᾌபிᾊᾺᾗக῀ உᾞவான வᾶணΆ உ῀ளᾐ. இதᾹ 

காரணமாகᾺ ᾗதிய ᾗதிய ெசாιக῀ உᾞவான வᾶணΆ இᾞᾰகிறᾐ. உதாரணமாக, Cell Phone-ஐ 

ெச᾿ேபசி எᾹᾠΆ, ைகᾺேபசி எᾹᾠΆ அைழᾰகிᾹேறாΆ. இᾐேபால, தமிழி᾿ உ῀ள பைழய 

வா᾽ᾷைதகᾦᾰᾁᾺ ெபாᾞ῀ எᾹன  எᾹᾠ அறிவᾐΆ மிᾁᾸத ேதைவயாᾁΆ. உதாரணமாக (களிᾠ - 

யாைன). மாணவ᾽கᾦᾰᾁ இᾐேபாᾹற இலᾰகியᾷ தரமானᾲ ெசாιகᾦᾰᾁᾺ ெபாᾞ῀ எᾹனெவᾹᾠ 

தமி῁ அகராதி ᾚலΆ விளᾰᾁவᾐ மிᾁᾸத ேதைவயாᾁΆ. 

இᾸத நᾪன தமி῁ அகராதி ெமᾹெபாᾞளி᾿, ஒᾞ வா᾽ᾷைதையᾰ கணிᾺெபாறியி᾿ த᾵டᾲᾆ ெசᾼயᾷ 

ெதாடᾱᾁΆேபாேத, ᾙᾨ வா᾽ᾷைதைய வழᾱᾁΆ வᾶணΆ வᾊவைமᾰகᾺபᾌΆ. இதιᾁᾺ ᾗதிய 

ெதாழி᾿ᾒ᾵பΆ பயᾹபᾌᾷதᾺபᾌΆ.   இᾸத நᾪன தமி῁ அகராதிையᾷ தமி῁ தமி῁ தமி῁ தமி῁ - தமி῁ தமி῁ தமி῁ தமி῁ - ஆᾱகிலΆஆᾱகிலΆஆᾱகிலΆஆᾱகிலΆ எᾹேறா 

அ᾿லᾐ ஆᾱகிலΆ ஆᾱகிலΆ ஆᾱகிலΆ ஆᾱகிலΆ - தமி῁ தமி῁ தமி῁ தமி῁ - தமி῁தமி῁தமி῁தமி῁ எᾹேறா இᾞேவᾠ ᾙைறகளி᾿ எᾺபᾊ ேவᾶᾌமானாᾤΆ 

பயᾹபᾌᾷத ᾙᾊᾜΆ. இதιகான வசதிᾜΆ ᾗதிய ெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ வᾊவைமᾰகᾺபᾌΆ. 

இᾸத நᾪன தமி῁ அகராதி ெமᾹெபாᾞ῀ கீ῁காᾎΆ ᾙைறகளி᾿ வா᾽ᾷைதகᾦᾰᾁᾺ ெபாᾞைள 

வழᾱᾁΆ. 

நிைலநிைலநிைலநிைல - 1 : 

ᾙதᾢ᾿ ேதைவயான ெமாழிையᾷ ேத᾽ᾫ ெசᾼய ேவᾶᾌΆ. பிᾹன᾽ வா᾽ᾷைதகைளᾰ கணிᾺெபாறியி᾿ 

த᾵டᾲᾆ ெசᾼᾜΆேபாேத ᾙᾨ வா᾽ᾷைதையᾜΆ, அதιᾁ அᾞகாைம வா᾽ᾷைதகைளᾜΆ வழᾱᾁΆ. இᾸத 

வசதியா᾿, வா᾽ᾷைதகைள எளிதாகᾷ ேத᾽ᾫ ெசᾼயலாΆ. 
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 உதாரணமாகᾷ தமி῁ ெமாழிையᾷ ேத᾽ᾫ ெசᾼᾐ, "அஅஅஅ" எᾹற எᾨᾷைதᾷ த᾵டᾲᾆ ெசᾼதா᾿, 

கீ῁ᾰகᾶடவாᾠ அதᾹ அᾞகாைம வா᾽ᾷைதகைள வழᾱᾁΆ.   ேதைவயான வா᾽ᾷைதைய ேத᾽ᾫ 

ெசᾼதᾫடᾹ அதᾹ தமி῁Ὰ ெபாᾞைளᾜΆ, ஆᾱகிலᾺ ெபாᾞைளᾜΆ ெபறலாΆ. 

 

நிைலநிைலநிைலநிைல - 2 : 

ஆᾱகில ெமாழிையᾷ ேத᾽ᾫ ெசᾼᾐ, "a" எᾹற எᾨᾷைதᾷ த᾵டᾲᾆ ெசᾼதா᾿, கீ῁ᾰகᾶடவாᾠ அதᾹ 

அᾞகாைம வா᾽ᾷைதகைள வழᾱᾁΆ. ேதைவயான வா᾽ᾷைதையᾷ ேத᾽ᾫ ெசᾼதᾫடᾹ அதᾹ ஆᾱகிலᾺ 

ெபாᾞைளᾜΆ, தமி῁Ὰ ெபாᾞைளᾜΆ ெபறலாΆ. 
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ெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵பெதாழி᾿ᾒ᾵ப ெசயலாᾰகெசயலாᾰகெசயலாᾰகெசயலாᾰக வைரபடΆவைரபடΆவைரபடΆவைரபடΆ : 

 

 
 

தி᾵டதி᾵டதி᾵டதி᾵ட உᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிஉᾞவாᾰகᾷதிᾹᾹᾹᾹ பᾊநிைலக῀பᾊநிைலக῀பᾊநிைலக῀பᾊநிைலக῀ : 

வாிைச எᾶ. 
 

பᾊநிைலக῀ 

1 ெமᾹெபாᾞளிᾹ மாதிாிைய உᾞவாᾰᾁத᾿ (Prototype) 
2 இᾸத மாதிாி வᾊவᾷதிιᾁ ஒᾺᾗத᾿ ெபᾠத᾿ (Prototype Approval) 
3 ெமᾹெபாᾞᾦᾰகானᾰ கணிணி நிர᾿கைள உᾞவாᾰᾁத᾿ 
4 நᾪன தமி῁ அகராதிᾰகான ேட᾵டா ேபைச உᾞவாᾰᾁத᾿ 
5 ேட᾵டாேபைச ெமᾹெபாᾞᾦடᾹ இைணᾷத᾿ 
6 ெமᾹெபாᾞளிᾹ தரᾷைத ஆᾼᾫ ெசᾼத᾿ (QA Testing) 
7 நᾪன தமி῁ அகராதிைய இைணயᾷதி᾿ நிᾠᾫத᾿ 

8 
இைணய வசதி இ᾿லாத கணிணியிᾤΆ பயᾹபᾌᾷᾐΆ Desktop Application 
ெவளியிᾌத᾿ 

9 தி᾵டᾷைத ெவιறிகரமாக ᾙᾊᾷத᾿. 
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உᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகானஉᾞவாᾰகᾷதிιகான ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ : 

  

S.No. Components Software 

1 Operating System Windows 2000 Professional or XP or above 

2 Application Server ASP.NET 2.0, AJAX 

3 Web Tools  HTML , Javacsript 

4 Database MS SQL Server 2005  

5 Browser  
Internet Explorer, Mozilla Firefox, Netscape, Google chrome - 
with unicode support 

 

 இᾸத ெமᾹெபாᾞ῀ Microsoft Visual Studio.NET 2005 with .NET Framework 2.0 எᾹற நᾪன 
ெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ உᾞவாᾰகᾺபᾌΆ.  இᾸத ெமᾹெபாᾞ῀ MS SQL 2005 Server எᾹற 
சிறᾺபான, ேவகமாகᾲ ெசயலாιறᾰᾂᾊய ேட᾵டாேபῄ பயᾹபᾌᾷதிᾷ தயாாிᾰகᾺபᾌΆ.  

இᾸத இᾞ ெமᾹெபாᾞ῀களிᾹ இைணᾺபி᾿ உᾞவாᾰகᾺபᾌΆ நᾪன தமி῁ அகராதி அதிக ேவகᾷதி᾿ 
தகவ᾿கைளᾷ தᾞΆ. 

தரΆதரΆதரΆதரΆ : 
நᾪன தமி῁ அகராதியானᾐ 100% சதᾪதΆ கணிணி நிர᾿ ᾁைறக῀ அιறதாக உᾞவாᾰகᾺபᾌΆ. 
இதιகாக மிகᾲ சிறᾸத வைகயி᾿ தரᾰக᾵ᾌᾺபா᾵ᾌ ஆᾼᾫ ேமιெகா῀ளᾺபᾌΆ. 

ெமᾹெபாᾞ῀ உᾞவாᾰகᾷதி᾿ ஒῂெவாᾞ பᾊநிைலயிᾤΆ தரᾰக᾵ᾌᾺபா᾵ᾌ ஆᾼᾫ ேமιெகாᾶᾌ  
100% Bug Free ெமᾹெபாᾞளாக உᾞவாᾰகᾺபᾌΆ. 
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ெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌெமாழிெபய᾽Ὰᾗᾰ கைலயி᾿ அகராதியிᾹ பயᾹபாᾌ 

இளᾱᾁமரᾹ தஇளᾱᾁமரᾹ தஇளᾱᾁமரᾹ தஇளᾱᾁமரᾹ த////ெப சிவநாதᾹெப சிவநாதᾹெப சிவநாதᾹெப சிவநாதᾹ 

ᾆ᾿தாᾹ இ᾵ாிῄ க᾿வியிய᾿ ப᾿கைலᾰகழகΆ, மேலசியா 
E-mail: s.ilangkumaran@gmail.com 

 

ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ அகராதிகளிᾹ பயᾹபாᾌ இᾹறியைமயாததாகிᾹறᾐ. இᾞᾺபிᾔΆ 
சிιசில ேவைளகளி᾿ ெபாிᾐΆ அகராதிகைளேய நΆபி ெசᾼயᾺபᾌΆ ெமாழிெபய᾽ᾺᾗᾺ பணிக῀ அதᾹ 
இயιைகᾷதᾹைமையᾰ கா᾵டᾷ தவறி, ஒᾞவித ெசயιைக உண᾽ைவ ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ 
ெவளிᾺபᾌᾷᾐகிᾹறன. சிறᾸத ெமாழிெபய᾽Ὰᾗ பணி எனி᾿, அைவ ெமாழிெபய᾽ᾰகᾺப᾵டைவ எᾹற 
உண᾽ைவᾷ தராᾐ, ᾁறிᾺபி᾵டெதாᾞ ெமாழியிேலேய பைடᾰகᾺப᾵ட பைடᾺᾗ எᾔΆ உண᾽ைவேய 
பᾊᾺேபா᾽ᾰᾁ ஏιபᾌᾷத ேவᾶᾌΆ. 

இதᾹ அᾊᾺபைடயிேலேய அகராதியிᾹ பயᾹபாᾌ ஒᾞ ெமாழிெபய᾽ᾺᾗᾺ பணியி᾿ எῂவளவி᾿ 
பயᾹபᾌᾷதᾺபᾌத᾿ சிறᾺᾗ; மιᾠΆ, அதைனᾰ ைகயாᾦΆ வழிᾙைறக῀ எᾹன எᾹபᾐ ᾁறிᾷேத 
இῂவாᾼᾫ ேமιெகா῀ளᾺப᾵ᾌ῀ளᾐ. இதᾹ ᾚலΆ ெமாழிெபய᾽Ὰபாள᾽கᾦΆ, ெமாழிெபய᾽Ὰᾗᾷ 
ᾐைற மாணவ᾽கᾦΆ கவனிᾰகᾷ தவறவி᾵ட சில விஷயᾱகᾦΆ, தகவ᾿கᾦΆ ெவளிᾺபᾌᾷதᾺபட 
ᾙயιசி ெசᾼயᾺப᾵ᾌ῀ளᾐ.  

கால காலமாக நாΆ பயᾹபᾌᾷதி வᾞΆ ᾗᾷதக வᾊவி᾿ இᾞᾰᾁΆ மரᾗவழி அகராதிக῀ எᾸத அளவிιᾁᾷ 
இᾹைறய நா᾵களி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகᾦᾰᾁ உதᾫகிᾹறன எᾹபᾐ சிᾸதிᾰக ேவᾶᾊய 
விஷயமாகேவ இᾞᾰகிᾹறᾐ. நாᾦᾰᾁ நா῀ வள᾽Ᾰᾐ வᾞΆ உலகி᾿, பல ᾗதிய கᾶᾌபிᾊᾺᾗகᾦᾰᾁΆ, 

ஆராᾼᾲசிகᾦᾰᾁΆ ஏιற அகர ᾙதᾢக῀ மிகᾫΆ இᾹறியைமயாததாக இᾞᾰகிᾹறன. ைகயா᾿, பைழய 
அகராதிகைளᾜΆ, மரᾗ வழி அகராதிகைளᾜΆ தவிர ᾗதிய அகராதிகᾦΆ, மிᾹனிய᾿ அகராதிகᾦΆ 
இᾹைறய ᾇழᾢ᾿ மிகᾫΆ ᾙᾰகியᾷᾐவΆ வாᾼᾸதைவயாக இᾞᾰகிᾹறன. இைவ ᾗᾷதக வᾊவி᾿ 
ம᾵ᾌமிᾹறி இைணயᾷதிᾤΆ, ைகயடᾰக மிᾹனிய᾿ அகராதிᾰ கᾞவியாகᾫΆ உᾞமாιறΆ அைடᾸᾐ 
வᾞகிᾹறன; அᾐ வரேவιகᾷதᾰகᾐΆ ஆᾁΆ. 

ப᾿ேவᾠ ஆᾼᾫகளிᾹ வாயிலாக, ெபாᾐவாக அகராதிகைளᾺ பயᾹபᾌᾷᾐேவா᾽ அதᾹ பயᾹபா᾵ைட 
ᾙᾨைமயாக அறியாம᾿ இᾞᾰகிᾹறன᾽ எᾹᾠ ெதளிᾫபᾌᾷதி இᾞᾰகிᾹறன. உதாரணᾷதிιᾁ, 

•ெபௗᾢ (Fawley) (1990) அவ᾽க῀ ᾂறியதாவᾐ, அகராதிகைளᾺ பயᾹபᾌᾷᾐேவா᾽ மிக மிகᾰ 
ᾁைறᾸத அளவிேலேய அதᾹ பயᾹபா᾵ᾊைன உண᾽Ᾰᾐ῀ளன᾽. அவ᾽க῀ ெவᾠமேன ெசாιகளிᾹ 
ேநரᾊᾺ ெபாᾞைள அறியᾫΆ சாியான எᾨᾷᾐᾞᾰகைள அறிᾸᾐᾰெகா῀ளᾫேம அகராதிகைளᾺ 
பயᾹபᾌᾷதி வᾞகிᾹறன᾽. மாறாக ெசா᾿ᾤᾞவாᾰகΆ, உᾲசாிᾰᾁΆ விதΆ, சாியான ᾙைறயி᾿ 
பயᾹபᾌᾷதிᾰ கா᾵டᾺப᾵ᾊᾞᾰᾁΆ வாᾰகியᾱக῀, அᾲெசா᾿ᾤᾰᾁ ஏιற எதி᾽ᾲெசாιக῀ ேபாᾹற 
ப᾿ேவᾠ ᾁறிᾺᾗகளி᾿ மᾰக῀ அᾰகைற ெகா῀வேத இ᾿ைல எᾹபᾐ அவரᾐ ᾁιறᾲசா᾵ᾌ. 
இதனாேலேய ெபᾞΆபாலாேனா᾽ தாᾱக῀ ேதᾌΆ ெசாιகᾦᾰᾁᾲ சாிவர அ᾿லᾐ ேபாதிய 
தகவ᾿கைளᾺ ெபற தவறிவிᾌகிᾹறன᾽. அதᾹ விைளவாக அவ᾽க῀ தᾱக῀ பைடᾺᾗகளி᾿ அவιைறᾺ 
பிரேயாகΆ ெசᾼᾜΆேபாᾐ தவறானெதாᾞ வா᾽ᾷைதையᾺ பயᾹபᾌᾷதி ெதாட᾽Ᾰᾐ வாசக᾽கைளᾜΆ 
ᾁழᾺபᾷதி᾿ ஆ῁ᾷதி விᾌகிᾹறன᾽. 

இᾸநிைல, ஒᾞ ெமாழியி᾿ பைடᾺᾗகைள ெவளியிᾌΆ எᾨᾷதாள᾽கᾦᾰᾁᾲ சிரமᾷைத 
விைளவிᾰகிᾹறன எᾹறா᾿, ெமாழிெபய᾽பாள᾽கᾦᾰᾁ அைதᾰகா᾵ᾊᾤΆ மிகᾺெபாிய ᾆைமைய 
ஏιபᾌᾷதி விᾌகிᾹறன; ஏெனனி᾿, பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ெமாழியி᾿ பயᾹபᾌᾷதᾺப᾵ᾊᾞᾰᾁΆ 
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ெசா᾿ᾤᾰᾁᾲ சாியான ெபாᾞைள அறிᾸᾐᾰெகா῀ᾦΆ அேத ேவைளயி᾿, தாᾹ ெமாழிெபய᾽ᾰக 
விᾞΆᾗΆ ெமாழியி᾿ அதιᾁᾷ தᾁᾸத ெசா᾿ைலᾷ ெதாிᾫ ெசᾼய ேவᾶᾊயவ᾽களாகᾫΆ, ெதாட᾽Ᾰᾐ 
அᾰக᾵ᾌைர பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾇழ᾿, ᾐைற ஆகியவιைறᾰ கᾞᾷதி᾿ ெகாᾶᾌ அᾸதᾸத 
ᾐைறᾰᾁΆ ᾇழᾤᾰᾁΆ ஏιறாιேபா᾿ தΆ ெமாழிெபய᾽Ὰைபᾷ தரᾰகடவ᾽களாகᾫΆ 
ெமாழிெபய᾽Ὰபாள᾽க῀ இᾞᾰகிᾹறன᾽.  

அகராதிகளிᾹ பயᾹபாᾌ ᾁறிᾷᾐ எᾨᾸᾐ῀ள ஆᾼᾫகளி᾿ மிக ᾙᾰகிய ஆᾼவாகᾰ கᾞதᾺபᾌΆ 
ஹா᾽ᾷேமᾹ (Hartmann) (1989) அவ᾽களிᾹ ஆᾼᾫ ெமாழிெபய᾽Ὰபாள᾽க῀ தாᾱக῀ ெமாழிெபய᾽ᾰக 
விᾞΆᾗΆ ெசாιகᾦᾰᾁᾲ சிறᾸத ᾙைறயி᾿ அகராதிகளி᾿ ெபாᾞ῀ெகா῀ள ஒᾞ க᾵டைமᾺைப 
உᾞவாᾰகினா᾽. அᾐ : 
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Hartmann (1989) : Sociology of the dictionary user :Hypothesis and Empirical Studies, Worterbucher 
Dictionaries Dictionnaires [Art 12], Walter de Gruyter, Berlin, New York Vol. 1 : 102-111 

ெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆெமாழிெபய᾽Ὰபாள᾽களிᾹ எᾶணᾱகᾦΆ கᾞᾷᾐᾰகᾦΆ 

1.  எᾸத மாதிாியான அகராதிகைளᾜΆ ேத᾽Ᾰெதᾌᾷᾐ உபேயாகிᾰகலாΆ. 

- ெமாழிெபய᾽Ὰபள᾽களி᾿ ெபᾞΆபாலாேனா᾽ மிகᾫΆ பிரசிᾷதி ெபιற, மᾰக῀ மᾷதியி᾿ அதிகΆ 
ேபசᾺபடᾰᾂᾊய அகராதிகைளᾺ பயᾹபᾌᾷᾐவதிேலேய ஆ᾽வΆ கா᾵ᾌகிᾹறன᾽. ேமᾤΆ தᾱகளிᾹ 
ஆசிாிய᾽க῀ மιᾠΆ ெமாழிெபய᾽Ὰᾗᾷ ᾐைற நᾶப᾽க῀ அறிᾙகᾺபᾌᾷᾐΆ அ᾿லᾐ ஊᾰᾁவிᾰᾁΆ 
அகராதிகைளᾺ பயᾹபᾌᾷதᾷ ெதாடᾱᾁΆ ெமாழிெபய᾽Ὰபாள᾽களி᾿ பல᾽, கைடசி வைர தᾱகைளᾰ 
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காலᾷᾐᾰேகιப ᾗᾐபிᾷᾐᾰெகா῀ளாமேலேய கைடசி வைர ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ெதாட᾽Ᾰᾐ 
ஈᾌபᾌகிᾹறன᾽. 

2. ைகயடᾰக அகராதிகைளᾺ பயᾹபᾌᾷᾐவᾐ இலᾁவானᾐ. 

- சில ெமாழிெபய᾽Ὰபாள᾽க῀ ைகயடᾰக அகராதிகைளᾺ பயᾹபᾌᾷᾐவதி᾿ ெபாிᾐΆ ஆ᾽வΆ 
கா᾵ᾌகிᾹறன᾽. “ெமாழிெபய᾽Ὰபாள᾽களாக விளᾱᾁΆ நாᾱக῀ எᾱᾁ ெசᾹறாᾤΆ எᾱகளᾐ 
அகராதிகைளᾰ ெகாᾶᾌ ெச᾿ல ேவᾶᾊᾜ῀ளᾐ; ஏெனனி᾿, அῂவᾺேபாᾐ எᾱகளிᾹ திறைமகளி᾿ 
நΆபிᾰைக ைவᾷᾐ ேநாிᾤΆ ெதாைலேபசிகளிᾤΆ அதிகமாேனா᾽ அᾎகி தᾱகளᾐ சᾸேதகᾱகᾦᾰᾁ 
விளᾰகΆ ேகாᾞகிᾹறன᾽. அவ᾽களிᾹ சᾸேதகᾱகைள நிவ᾽ᾷதிᾰᾁΆ ெபாᾞ᾵ᾌ நாᾱக῀ எᾺேபாᾐΆ 
அகராதிகᾦடேனேய இᾞᾰகிேறாΆ” என சில தரᾺபின᾽ ᾂᾠகிᾹறன᾽. இᾹᾔΆ சில᾽, ᾁறிᾺபாக 
ெமாழிெபய᾽Ὰᾗᾷ ᾐைறயி᾿ நீᾶட காலΆ பயிιசி ெபιற ெமாழிᾺெபய᾽Ὰபாள᾽கᾦΆ தᾱகளிᾹ 
நιெபய᾽ கலᾱகᾺபடாதிᾞᾰக மᾰகளிᾹ சᾸேதகᾱகைளᾰ கைளᾜΆ ேநாᾰகி᾿ இῂவாᾠ 
ெசய᾿பᾌவᾐΆ வᾞᾷதமளிᾰகிᾹறᾐ. எ᾿ேலாᾞᾰᾁΆ எ᾿லா விஷயᾱகᾦΆ ெதாிᾸதிᾞᾰக நியாயΆ 
இ᾿ைல எᾹபைத உணராᾐ, ெதாியாதவιைறᾷ ெதாியவி᾿ைல என பகிரᾱகமாக ஒᾺᾗᾰெகா῀ᾦΆ 
ைதாியΆ இ᾿லாம᾿ ேபாவᾐ ஒᾞ ᾗறமிᾞᾰக, ᾁறிᾺபி᾵ட வா᾽ᾷைதகᾦᾰᾁᾲ சாியான விளᾰகᾱக῀ 
தாᾹ அளிᾰகிேறாமா எᾹற ெதளிᾫΆ அιᾠ ஒᾞவித ᾁழᾺபᾷைதᾜΆ சமயᾱகளி᾿ இᾐ ேபாᾹறவ᾽க῀ 
ஏιபᾌᾷᾐகிᾹறன᾽. இᾐேபாᾹற ைகயடᾰக அகராதிக῀ மாணவ᾽கᾦᾰᾁᾺ ெபᾞமளவி᾿ 
பயᾹபᾌகிறேதெயாழிய ெமாழிெபய᾽Ὰபாள᾽கᾦᾰᾁ அᾸத அளவிιᾁᾺ பயᾹபᾌவதி᾿ைல. 
(இᾞᾺபிᾔΆ ைகயடᾰக மிᾹனிய᾿ அகராதி இதிᾢᾞᾸᾐ விதிவிலᾰகாகிᾹறᾐ எᾹபைத அறிக) 

2. அகராதிகளி᾿ ᾁறிᾺபிடᾺப᾵ᾊᾞᾰᾁΆ ெசாιகைளᾷ தாராளமாகᾺ பயᾹபᾌᾷதலாΆ 

- ெபᾞΆபாலான ெமாழிெபய᾽Ὰபாள᾽க῀ அகராதிகளி᾿ ᾁறிᾺபிடᾺப᾵ᾊᾞᾰᾁΆ ெசாιகைளᾜΆ, 

விளᾰகᾱகைளᾜΆ தாராளமாகᾺ பயᾹபᾌᾷதலாΆ என எᾶணΆ ெகாᾶᾊᾞᾰகிᾹறன᾽. இதனாேலேய 
சில சமயᾱகளி᾿ நைடᾙைறᾰᾁ ஒῂவாத தவறான ெமாழிெபய᾽ᾺᾗᾺ பணிகைள நாΆ பா᾽ᾰக 
ᾙᾊகிᾹறᾐ. ேமᾤΆ இᾐேபா᾿ அகராதிகளிᾢᾞᾸᾐ எᾌᾰகᾺப᾵ட ேநரᾊ வா᾽ᾷைதக῀ சில 
ேவைளகளி᾿ சΆபᾸதᾺப᾵ட க᾵ᾌைர பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾇழᾤᾰᾁΆ, அைவ 
பைடᾰகᾺப᾵ᾊᾞᾰᾁΆ ᾐைறᾰᾁΆ சιᾠΆ ெபாᾞᾸதாம᾿ ேபாவᾐ இᾱᾁ ᾁறிᾺபிடᾷதᾰகᾐ. 
உதாரணᾷதிιᾁ இைணயᾷதி᾿ பரவலாகᾺ பயᾹபᾌᾷதᾺபᾌΆ Browse எᾹற வா᾽ᾷைதᾰᾁ 
அகராதியிᾹ வாயிலாக ேநரᾊᾺ ெபாᾞ῀ ெகா῀ᾦΆேபாᾐ, இளᾸதளி᾽ உணᾫ, கிைள தைழ, 

பᾆᾸதீவனΆ, தைழ ேமᾼத᾿ மιᾠΆ ᾗιகறிᾷத᾿ எᾹற ெபாᾞ῀கைளᾷ தᾞகிᾹறᾐ. ஆனா᾿, 

உᾶைமயி᾿ இᾲெசா᾿ உண᾽ᾷதவᾞΆ ெபாᾞ῀ வலΆ வᾞத᾿, அᾎᾁத᾿ ேபாᾹறைவயாᾁΆ. 
இᾸநிைலயி᾿ இᾲெசா᾿ பயᾹபᾌᾷதᾺப᾵ᾊᾞᾰᾁΆ ᾇழைலᾜΆ அதᾹ ᾐைறையᾜΆ அறியாᾐ 
ெமாழிெபய᾽ᾰகᾺப᾵ᾊᾞᾰᾁΆ பைடᾺᾗக῀ உகᾸத ெபாᾞைளᾷ தர தவᾠவேதாᾌ அைதᾺ 
பᾊᾺபவ᾽கᾦᾰᾁᾺ ெபᾞᾱᾁழᾺபᾷைத ஏιபᾌᾷதிவிᾌகிᾹறᾐ. 

3. நமᾰᾁᾷ ெதாிᾸத விஷயΆதாேன எᾹற ேபாᾰᾁ 

- சில ேவைளகளி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ஈᾌபᾌΆ சில᾽ இᾐ நமᾰᾁᾷ ெதாிᾸத விஷயΆதாேன, 

இதιகாகெவ᾿லாΆ அகராதிையᾺ ᾗர᾵டேவᾶᾊயதி᾿ைல எᾹற எᾶணᾙΆ ெகாᾶᾌ ெசய᾿ 

பᾌகிᾹறன᾽. ெபாᾐவாக ெமாழிெபய᾽ᾰகᾺபடᾺேபாᾁΆ ெமாழிகளி᾿ பாᾶᾊᾷதியΆ ெபιறவ᾽கேள 
ெமாழிெபய᾽Ὰᾗகைளᾲ ெசᾼவதா᾿ இᾷதைகய சிᾸதைனயா᾿ ெபாிதாகᾺ பிரᾲசைன ஏᾐΆ எழாᾐ 
எᾹᾠ எᾶணᾷ ேதாᾹᾠகிறᾐ. இᾞᾺபிᾔΆ, சில ேவைளகளி᾿ ᾒᾶணிய விஷயᾱகைள ெமாழி 
ெபய᾽ᾰᾁΆேபாᾐ பல ேகாணᾱகளி᾿ அவιைறᾺ பᾁᾷᾐᾺ பா᾽Ὰபᾐ இᾹறியைமயாததாகிᾹறᾐ. 
உதாரணᾷதிιᾁ 1996-Ά ஆᾶᾌ மேலசிய விமானᾲ ேசைவயிᾹ ெமாழிெபய᾽ᾺᾗᾺ பணிைய ஏιᾠ 
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ᾙᾊᾷத ெமாழிெபய᾽Ὰபள᾽ ஒᾞவ᾽ பிᾹன᾽ அᾸநிᾠவனΆ ேமιெகாᾶட ச᾵ட நடவᾊᾰைகயா᾿ (மான 
நῃட வழᾰᾁ) திவாலாᾁΆ நிைலைய அைடᾸதᾐ ᾁறிᾺபிடᾷதᾰகᾐ. விமானᾺ பயணᾷதிᾹேபாᾐ 
ெநᾞᾰகᾊ நிைல ஏιபᾌமாயிᾹ பிᾹபιற ேவᾶᾊய இலᾁவான வழிவைகக῀ ᾁறிᾷᾐ சீன ெமாழியி᾿ 
ெமாழிெபய᾽ᾰக ேவᾶᾊயிᾞᾸத பணியி᾿, சιேற கவனᾰᾁைறவாக இலᾁவாக ெநᾞᾰகᾊ நிைல 
ஏιபடᾰᾂᾊய இῂவிமானᾺ பயணᾷதி᾿ பிᾹபιற ேவᾶᾊய வழிவைகக῀ எᾹᾠ தவᾠதலாக 
ெமாழிெபய᾽ᾷᾐ பிᾹன᾽ ெபᾞΆ சிᾰகᾦᾰᾁ உ᾿லான அΆெமாழிெபய᾽பாள᾽ அதιᾁ ᾙᾹன᾽ 
ஏராளமான ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ ஈᾌப᾵ᾌ அவιைறᾲ ெசῂவேன ᾙᾊᾷதவ᾽ எᾹபᾐ வழᾰᾁ 
விசாரைணயி᾿ ெதாிᾸதᾐ. இைதவிடᾰ ᾁறிᾺபாக ஆரΆபᾰகாலᾱகளி᾿ சிᾹன சிᾹன விஷயᾱகᾦᾰᾁΆ 
அகராதியிᾹ ᾐைணெகாᾶᾌ ெபாᾞைள அறிᾸத பிᾹனேர ெமாழிெபய᾽ᾰᾁΆ அவ᾽ காலᾺேபாᾰகி᾿ 
அகராதியிᾹ பயᾹபாᾌ ᾁைறᾸᾐ ேபாக, தனᾰᾁ ெதாிᾸதᾐ தாேன எᾹᾠ தᾹ அᾔபவᾷைத 
ᾙιறிᾤமாக நΆபி ெசய᾿ப᾵டேத இᾸத தவᾠᾰᾁᾰ காரணΆ என விசாரைணயி᾿ ஒᾺᾗᾰெகாᾶடᾐΆ 
ᾁறிᾺபிடᾷதᾰகᾐ. 

4. எᾸத வைகயான ெமாழிெபய᾽ᾺᾗகைளᾜΆ ெசᾼயலாΆ. 

- சில ெமாழிெபய᾽Ὰபள᾽க῀ தᾱகᾦᾰᾁᾰ கிைடᾰᾁΆ எῂவைகயான பணிகைளᾜΆ ெசᾼᾐ விடலாΆ 
எᾹற எᾶணΆ ெகாᾶᾌ῀ளன᾽. இᾐ சாிய᾿ல. சில ᾁறிᾺபி᾵ட ᾐைறகளி᾿ மிᾁᾸத திறைம 
ெகாᾶᾌ῀ள ஒᾞவ᾽ மιற ᾐைறகளிᾤΆ விιபᾹனராக இᾞᾺபா᾽ எᾹᾠ எᾶᾎவᾐ தவᾠ. 
ெமாழிெபய᾽Ὰᾗகளி᾿ பல பிாிᾫக῀ உᾶᾌ. அைவ ச᾵டᾷᾐைற ெமாழிெபய᾽Ὰᾗக῀, மᾞᾷᾐவ 
ெமாழிெபய᾽Ὰᾗக῀, கணினி ெமாழிெபய᾽Ὰᾗக῀, ெபாᾞளாதாரᾷᾐைற ெமாழிெபய᾽Ὰᾗக῀, விளΆபர 
ெமாழிெபய᾽Ὰᾗக῀ ேபாᾹற பல பிாிᾫகளாலான ᾐைறகளி᾿ ெமாழிெபய᾽ᾺᾗᾺ பணிகைள 
ேமιெகா῀ள பல வைகயான திறைமக῀ ேதைவᾺபᾌகிᾹறன. ைகயா᾿ 'இதைன இதனா᾿ இவᾹ 
ᾙᾊᾰᾁΆ' என ஆராᾼᾸᾐ அவιைறᾲ சΆபᾸதᾺப᾵டவ᾽களிடΆ ஒᾺபைடᾺபேத உசிதΆ. ெமாழி 
ெபய᾽Ὰபாள᾽கᾦΆ பணᾷைத ம᾵ᾌேம ᾁறியாகᾰ ெகா῀ளாᾐ ெமாழிெபய᾽ᾺபிᾹ தரᾷைதᾰ காᾰக 
ஆவன ெசᾼய கடைமᾺப᾵டவ᾽களாவ᾽. 

5. பலதரᾺப᾵ட அகராதிகைளᾺ பயᾹபᾌᾷᾐத᾿ 

- பலதரᾺப᾵ட அகராதிகைளᾺ பயᾹபᾌᾷᾐத᾿ ஒᾞ ெமாழிெபய᾽ᾺபாளைரᾺ ெபாᾞᾷத வைரயி᾿ மிக 
மிக வரேவιகᾂᾊய ஒᾹறாக இᾞᾺபிᾔΆ, கவனᾰᾁைறᾫ ஏιபடᾫΆ இதி᾿ ெபாிய வாᾼᾺᾗ உ῀ளைத 
ெபᾞΆபாலான ெமாழிᾺெபய᾽Ὰபாள᾽க῀ உணர தவᾠகிᾹறன᾽. எᾺபᾊ? பல ᾐைறகளி᾿ 
ெமாழிᾺெபய᾽ᾺᾗᾺ பணிகைள ேமιெகா῀ᾦΆ ெமாழிெபய᾽Ὰபாள᾽க῀ ஒᾹᾠᾰᾁΆ ேமιப᾵ட 
அகராதிகைளᾷ ᾐைணᾰᾁ ைவᾷதிᾞᾺபᾐ இயιைகேய. நீᾶட காலᾷதிιᾁᾲ ெசᾼயᾺபᾌΆ 
ெமாழிெபய᾽ᾺᾗᾺ பணிகளி᾿ சில சமயᾱகளி᾿ அᾺபணியிᾹ ஆரΆபᾷதி᾿ பிரேயாகிᾰகᾺப᾵ட 
ᾁறிᾺபி᾵டெதாᾞ வா᾽ᾷைத அᾺபணி ᾙᾊவைடᾜΆேபாᾐ ேவᾠ வா᾽ᾷைதᾺ பிரேயாகᾷதி᾿ ᾙᾊவைதᾺ 
பா᾽ᾰக ᾙᾊகிᾹறᾐ. உதாரணᾷதிιᾁ, 100 பᾰகᾱகைளᾰ ெகாᾶட ஒᾞ ெமாழிெபய᾽ᾺᾗᾺ பணிைய 
ஒᾞவ᾽ ஒேர நாளி᾿ ெசᾼᾐ ᾙᾊᾷᾐவிᾌவெதᾹபᾐ அாிய காாியΆ. இῂவாᾠ நாᾹᾁ அ᾿லᾐ ஏᾨ 
நா᾵கᾦᾰᾁᾷ ெதாடᾞΆ பணியி᾿, ஆரΆபᾷதி᾿ பயᾹபᾌᾷதிய அகராதிைய விᾌᾷᾐ பிாிெதாᾞ 
அகராதியிᾹ ᾐைணேகாடᾢᾹேபாᾐ பிாிெதாᾞ வா᾽ᾷைதைய அΆெமாழிᾺெபய᾽பாள᾽ பிரேயாகிᾰக 
வாᾼᾺᾗᾶᾌ. இᾐ இைணய அகராதிகைளᾺ பயᾹபᾌᾷᾐேவாாிடᾙΆ அதிகΆ ேநᾞகிᾹறᾐ; ஏெனனி᾿, 

இவ᾽கைளᾺ ேபாᾹறவ᾽க῀ நாᾹᾁ அ᾿லᾐ ஐᾸᾐ இைணய தளᾷதிைன உதவிᾰᾁᾷ ᾐைண 

ெகா῀பவ᾽களாக இᾞᾰகிᾹறன᾽. இῂவாறான தவᾠக῀ ெபாᾞளாதாரᾷᾐைற ெமாழிெபய᾽ᾺᾗகளிᾤΆ 
ᾶடறிᾰைககளிᾤΆ ெபᾞமளᾫ காணᾺபᾌகிᾹறᾐ.  
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க, ெமாழிெபய᾽Ὰபாள᾽க῀ அகராதிகைளᾺ பயᾹபᾌᾷᾐவதி᾿ மிகᾫΆ விழிᾺபாக இᾞᾰக ேவᾶᾌΆ. 
ெபாᾞᾸதாத அகராதிகளிᾹ பயᾹபாᾌΆ, அதிகமான மιᾠΆ ᾁைறவான பயᾹபாᾌகᾦΆ ᾂட தவறான 
ெமாழிெபய᾽Ὰᾗகᾦᾰᾁ விᾷதி᾵ᾌவிᾌΆ. ைகயா᾿ இῂவிஷயᾷதி᾿ மிᾁᾸத கவனΆ ேதைவ. ேமᾤΆ, 

ᾙைறயான அகராதிகளிᾹ பயᾹபாᾌக῀ ᾁறிᾷᾐ ெபாᾐவாக ப῀ளிகளிᾢᾞᾸᾐΆ, தவிர 
ெமாழிெபய᾽Ὰᾗᾰ க᾿விகைளᾺ ேபாதிᾰᾁΆ க᾿விᾰᾂடᾱகᾦΆ ᾙைறயாக ேபாதிᾰக ேவᾶᾌΆ. 
மாணவ᾽கᾦᾰᾁ அகராதிகளிᾹ ᾙᾨைமயான பயᾹபா᾵ᾊைனᾺ ேபாதிᾰᾁΆ ப᾵சᾷதி᾿ 
வᾞᾱகாலᾱகளி᾿ சிறᾺபான ெமாழிெபய᾽Ὰᾗக῀ ம᾵ᾌΆ அᾹறி தரமான பைடᾺᾗகைள 
உᾞவாᾰᾁவதιᾁΆ அᾐ வழிவᾁᾰᾁΆ எᾹபதி᾿ ஐயமி᾿ைல. 
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Abstract 

Social Networks and Blogs are the most powerful electronic media which reaches every nook and 

corner of the planet. They are being viewed and managed by even devices using the embedded 

technology. Service Oriented Architecture (SOA) and Web 2.0 are the technologies which are the base 

for social networks and blogs. Tamil blogs are also gaining popularity among readers with ample 

contribution from Unicode format of data management. Many Tamils all over the globe; especially the 

Non Residential Indians (NRIs) have a powerful base of reflecting their thoughts on the social issues 

of India using the Tamil Blogs. Social Networks like Twitter, Facebook etc., are also supporting the 

Tamil Unicode nowadays and the Tamil Internet User Community is benefited in many ways. The use 

of SOA and Web 2.0 plays a vital role in Tamil Unicode with Social Networks and Tamil Blogs. In this 

paper, various Social Networks and Tamil blogs from all over the globe are evaluated. This evaluation 

study is done to find the impact of SOA and Web 2.0 on the web. The views, target audience and 

significant features of various Tamil bloggers and Social Network users are also taken into account for 

this evaluation. 

Index Terms: Social Networks, Tamil Blogs 

Introduction 

Tamil is powered by Unicode in the web, especially in the social networking is in the increase. Policies 

were framed after the Tamil Internet Conference 2010 by the Government of Tamil Nadu, India. The 

usage of Tamil Unicode was approved officially for any communication with the Government offices. 

With the collaboration of Microsoft, Tamil Unicode was given a sort of recognition at the level of 

silverlight frameworks. Due to these policies, the use of Tamil Unicode has increased proportionally 

with the increase in the number of internet users. Lot many Tamil Language Researchers who were 

new to internet usage, utilized this technology as a boon for their research. Encouragement for the 

usage was enormous by the release of free and open source softwares like NHM writer released in the 

CD of CDAC, Govt of India, Azhagi word processor and many more. Nowadays Tamil Unicode is 

used to comment in various social networking sites like orkut, facebook, twitter etc and chat 

applications of gmail, yahoo etc. Tamil journalists and magazine column writers found this 

technology easy and quicker way to reach the editorial board. These areas are powered by the service 

oriented architecture (SOA) and web 2.0 using blogs and social networking sites. These sites reach the 

people with the Really Simple Syndication (RSS) and Atom feeds in a more effective way. Tamil 

Unicode is used by the users to express the culture, activities and emotions of Tamils around the 

globe. 
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In this paper, I have analyzed many social networks and Tamil blogs. The use of SOA and Web 2.0 is 

taken as the usage of these sites. From these websites, the impact of Tamil Users are analyzed for the 

past one year and the major issues of the Tamil Unicode users are listed out as conclusion of the study. 

Study sites & Criteria 

Various sites like savukku.net, athirvu and many bloggers in blogspot and wordpress are taken into 

account. They were monitored throughout the year and the issues were listed. This listing was done 

until the release of wikileaks cables and the UNO report on Srilankan war. Most of the bloggers 

focused on the Srilankan Tamils issue by slamming the Governement of India. Then the 2G spectrum 

scam which is currently blaming the ruling parties of India and the State Government of Tamil Nadu. 

Apart from these, the issues were raised on the byelections and the small incidents happened in and 

across Tamil Nadu. 

Aim of writers 

The main aim of these writers was to change the minds of the people and they have succeeded 

partially by getting positive comments from exclusive and anonymous users. They use to write this 

stuff in Tamil Unicode and therefore the reader base has increased but the contents were not reliable. 

The quality of writing included many third rated comments on National leaders. 

Impact on readers 

The impact of these articles made both positive and negative impact on the reader base. Though they 

got an increased reader base, they failed to give quality articles. The issues raised on the Srilankan war 

became a success with the advent of the UNO report on war crime. But in the case of 2G spectrum 

scam, it is not. In the case of 2G spectrum scam, no one has the rights to comment on either the 

Government or the politicians. The scam is still under the trial in the special court of Central Bureau of 

Investigation, India. Based on some filthy youtube released tapes and opposition party 

demonstrations, the real conclusion could not be made. But the Tamil content writers made their 

attempt in this issue with ghost referred knowledge. The Parliamentary Accounts Committee (PAC) is 

headed by Mr. Murali Manohar Joshi from the opposition party in the Parliament of India. The initial 

audit report gave a doubt of loss of money due to the spectrum auction. But the writers were just 

slamming on the Government for the illusion created. The Joint Parliament Committee (JPC) is formed 

as per the demand of the opposition party and the trial is going on. Recently, “The Hindu” has given a 

news stating that, the effect of JPC is becoming a boon to the ruling party itself and the opposition 

parties want the committee to retire as they couldn’t achieve what they felt too. On April 28th, 2011, 

the Parliament Accounts Committee’s report was rejected whole heartedly rejected by the committee 

and a new Head was appointed.  These activities show that the scam is not the offence of only ruling 

party but there are some others who are behind. In this scenario, the content of Tamil writers in the 

web came to be known as just illusions and confused the reader base. Similarly, the Government of 

TamilNadu was criticized for freebies in the 2011 Assembly Elections Poll campaign. Elections are 

normally the reflection of the pulse of voters. Without knowing the this pulse, the content was 

published just by slamming the welfare schemes done. We need to wait till May 13th to see whether 

the voters have rejected the freebies or they welcomed with red carpet. Without this made clear, the 

media will never have rights to comment on the Government to change the mindset of people. 
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Conclusion 

In this scenario, as a neutral reader, the issues stated in the social networks and blogs need to be 

analyzed thoroughly by the readers and then the issues should be taken into account. It is really an 

offense to feed the people with wrong news. Tamil internet users need to take all these concepts in 

mind before they read any sort of sensitive news in the media. The links posted in the social networks 

need to be audited by any neutral organization upon appeal. The negative certificate on the content 

will make the users to understand the difference between reality and illusions. Currently the Tamil 

media in the form of blogs, social networks, TV channels are not reliable because of the backing of 

single person opinion being stuffed on reader base. The auditing on the reality of content and the 

certification of content will definitely lead the readers to get the correct picture on the issue. 
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Tamil classical literature popularly known as the Sangam literature is hailed by scholars around the 

world as one best literary output of human civilizations. Scholars from various western countries have 

patronized Sangam literature and produced various studies and translation on this literature. Many 

Universities around the world have understood the literary significance of Sangam literature and have 

opened departments to study Sangam literature.  With such literary greatness, Sangam literature is 

not much known to common people of Tamil Nadu.  The common people of Tamil Nadu are more 

exposed to literature such as Thirukkural and Bakthi than Sangam literature. 

Except for very few Puram poems much of Sangam literature is unknown to common people of Tamil 

Nadu. The only exposure most people have towards Sangam literature is the few poems which they 

had read in their school Tamil syllabus.  There has been no popular appeal or drive to encourage 

people to read Sangam literature in the likes of Thirukkural. 

Themes of Love and war essentially make most of the poems, and not well appreciated by children of 

young ages. Hence the only time people are exposed to this literature they had not developed any 

special interest for it.  In such circumstances, the age of blogging and social network which are the 

mostly used by the youngsters in the prime of their life can be effectively used to popularize the 

Sangam literature. Sangam literature has strong emotional connection with present day lives. Hence if 

Sangam poems are presented in proper way, it is sure strike a chord with present generation. 

Obstacles to a common man:  

The biggest obstacle for a common man is the archaic language of Sangam Literature. To understand 

and appreciate the Sangam poems, a person has to know lot of background details like themes, 

landscape etc.  Dr.Kamil Zvelebil has once remarked that only trained readers can completely 

understand and appreciate Sangam literature. A common man requires considerable education before 

he can appreciate Sangam poems. More often than not, translating the poem or explaining the poem 

line by line doesn’t give full experience of the poem. As an example I would like to take a poem and 

explain how much back ground detail he requires to appreciate the poem 

மாாி ஆΆப᾿ அᾹன ெகாᾰகிᾹ 

பா᾽வ᾿ அᾴசிய பᾞவர᾿ ஈ᾽ ெஞᾶᾌ 

கᾶட᾿ ேவ᾽ அைளᾲ ெசᾣஇய᾽, அᾶட᾽ 

கயிᾠ அாி எᾞᾷதிᾹ, கதᾨΆ ᾐைறவᾹ 

வாராᾐ அைமயிᾔΆ அைமக 

சிறியᾫΆ உள ஈᾶᾌ, விைலஞ᾽ ைகவைளேய. 
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If the chief of maritime land  

Where, 

the wet crab 

seeing the stork,  

Which looked  

Like a water lily in rain , 

Gets afraid and 

moves inside the hollow roots of 

the mangrove trees , 

Like a bull which cut loose 

from the rope tied by the herdsman, 

Doesn’t return 

let it be so. 

The merchant sells smaller bangles  

in this town. 

In the following poem we expect the reader of this translation to know the following points to enjoy 

the poem completely 

1.  How the water lily looks when it rains - and how it is so similar to the crane 

2.  Wet crab being compared to Thalaivan 

3.  Crane compared to gossip of women 

4.  Running for safety into hollow roots, as imagery for Thalaivan hurrying to Thalaivi’s home to 

save his love. 

5.  Bull cutting loses from the rope tied by the herdsman as imagery for Thalaivan breaking the 

shackles of the pressure from the society. 

6.  Small bangles to indicate the Tamil akam tradition of love sickness and thinning of hands and 

loosening of bangles. Small bangles will fit the smaller hand and hence they can throw away the 

memory of Thalaivan and be safe from the society. 

It can be shown with further examples that traditional methods of translation and brief explanation 

cannot give a reader the full experience of a sangam poem.  Hence experimental approaches should be 

considered to take this classical literature to the common reader. 

Blogging as a medium:  

Blogging as medium of communication has developed over the last few years. This medium gives 

enough flexibility and freedom and in most cases free of cost.  Blogging has become a popular 

medium for readers who like to gather knowledge on various topics. Most internet users are used to 

blog medium hence blogging overcomes one of the major pitfalls of Book. Books involve printing cost 
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hence there are severe restrictions on page counts and illustrations. Blogs therefore can afford to be as 

long as they want and can use illustrations as required. The blogging medium is also flexible enough 

to allow audio and video. The flexibility of this medium can be really helpful in presenting Sangam 

literature to the new age reader.  

With no restrictions in page count, more explanation can be given on the theme, landscape and other 

required back stories can be given in addition to translation to understand a particular poem. 

Sangam literature has very visual nature to it. The poets of the Sangam infused elements of nature- 

flora and fauna effectively in the poems to describe emotions. They play an integral part in 

understanding the poem. Most readers’ knowledge of flora and fauna especially with names in 

archaic Tamil is pretty low. Hence pictures or illustration of flora and fauna mentioned in the poems 

helps the reader understand the poems better. 

Experimental approaches: 

The visual nature of the Sangam nature can be utilized and the poems can be presented in new 

formats such as explaining poems with series of pictures or more experimental approach of comic 

book format (with illustrations and subtext). Audio files with rendering of the poem along with 

explanations can be uploaded. Lectures on the poem can be recorded and uploaded as video blogs. 

Small animations can be made to explain similes and imagery of the poem. 

Few examples of illustrating visual elements of Sangam poems are given below 
 

   

மாாி ஆΆப᾿ அᾹன ெகாᾰகிᾹ      மயி᾿ அᾊ இைலய மாᾰ ᾁர᾿ ெநாᾲசி 

 

தᾶ நᾠᾱ கᾨநீ᾽ᾲ ெசᾶ இயι சிᾠᾗறΆ 
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A more experimental approach of Sangam poem in comic book style  

 

With blogging medium we have no restrictions to creativity.  Experimental and creative approaches 

can help in popularizing the Sangam poems. 

Visual catalogs: 

Visual catalogs of various flora fauna and smiles can be made into searchable online databases.  In one 

such effort visual catalog of 99 flowers of Kurinchippattu was created 2 years ago in my blog 

karkanirka.org. This effort can be extended to include all flora and fauna of Sangam and also efforts 

can be put convert into a searchable online database. Such visual catalogs would help the common 

reader as well as researchers in understanding the Sangam literature in much better way. 
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Few slides from the visual presentation of 99 Flowers of Kurichippaatu. 

Relating to popular Culture: 

Most themes of Sangam poems are still prevalent in popular culture though Tamil Cinema, either as 

scenes or as lyrics for film songs.  Relating the Sangam poems to prevalent popular culture helps 

common reader understand the classical poems better since they are able to relate to the emotion of 

the poem. 

Themes such as  love at first sight, opposition for love from parents, eloping of lovers, temporary 

separation of lovers, wife cooking for first time and waiting for approval of husband, girls parents 

mistaking girls love sickness and inviting priest to perform rituals are still prevalent as movie themes.  

Relating the Sangam themes to popular culture makes them understand that Sangam literature isn’t as 

alien as they had imagined and creates an interest in them to explore more in the classical literature. 

Use of Social Network: 

Social networks like Orkut, Twitter and Facebook have become the most popular medium for 

knowledge transfer and sharing.  Each of these social networks has hundreds of groups on Tamil 

Language and literature. Sharing the links of the blogs at such groups helps spread the reach of 

Sangam literature. This method popularly known as viral marketing is very useful tool. Many new 

readers are exposed to Sangam literature this way. When a reader likes a poem he shares it to his 

friends and any one is his friends list who likes the post passes on to his friends. This way with 

minimum effort the reach of the poems can be maximized. The social networks have played an 

important role in growth of Karka Nirka blog. In April 2010 Karka Nirka Facebook page was started 

and presently there are 622 followers and growing. On average one blog posted in Face book is passed 

on/shared by 50 other people. 
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Conclusion: 

New approaches are required to popularize the Sangam literature. There are many takers for such 

efforts. Fresh enthusiasm and creativity can help to revitalize the Sangam Literature and take it to the 

present generation. 
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Abstract 

Social Networks and Blogs are the most powerful electronic media which reaches every nook and 

corner of the planet. They are being viewed and managed by even devices using the embedded 

technology. Service Oriented Architecture (SOA) and Web 2.0 are the technologies which are the base 

for social networks and blogs. Tamil blogs are also gaining popularity among readers with ample 

contribution from Unicode format of data management. Many Tamils all over the globe; especially the 

Non Residential Indians (NRIs) have a powerful base of reflecting their thoughts on the social issues 

of India using the Tamil Blogs. Social Networks like Twitter, Facebook etc., are also supporting the 

Tamil Unicode nowadays and the Tamil Internet User Community is benefited in many ways. The use 

of SOA and Web 2.0 plays a vital role in Tamil Unicode with Social Networks and Tamil Blogs. In this 

paper, various Social Networks and Tamil blogs from all over the globe are evaluated. This evaluation 

study is done to find the impact of SOA and Web 2.0 on the web. The views, target audience and 

significant features of various Tamil bloggers and Social Network users are also taken into account for 

this evaluation. 

Index Terms: Social Networks, Tamil Blogs 

Introduction 

Tamil is powered by Unicode in the web, especially in the social networking is in the increase. Policies 

were framed after the Tamil Internet Conference 2010 by the Government of Tamil Nadu, India. The 

usage of Tamil Unicode was approved officially for any communication with the Government offices. 

With the collaboration of Microsoft, Tamil Unicode was given a sort of recognition at the level of 

silverlight frameworks. Due to these policies, the use of Tamil Unicode has increased proportionally 

with the increase in the number of internet users. Lot many Tamil Language Researchers who were 

new to internet usage, utilized this technology as a boon for their research. Encouragement for the 

usage was enormous by the release of free and open source softwares like NHM writer released in the 

CD of CDAC, Govt of India, Azhagi word processor and many more. Nowadays Tamil Unicode is 

used to comment in various social networking sites like orkut, facebook, twitter etc and chat 

applications of gmail, yahoo etc. Tamil journalists and magazine column writers found this 

technology easy and quicker way to reach the editorial board. These areas are powered by the service 

oriented architecture (SOA) and web 2.0 using blogs and social networking sites. These sites reach the 

people with the Really Simple Syndication (RSS) and Atom feeds in a more effective way. Tamil 

Unicode is used by the users to express the culture, activities and emotions of Tamils around the 

globe. 
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In this paper, I have analyzed many social networks and Tamil blogs. The use of SOA and Web 2.0 is 

taken as the usage of these sites. From these websites, the impact of Tamil Users are analyzed for the 

past one year and the major issues of the Tamil Unicode users are listed out as conclusion of the study. 

Study sites & Criteria 

Various sites like savukku.net, athirvu and many bloggers in blogspot and wordpress are taken into 

account. They were monitored throughout the year and the issues were listed. This listing was done 

until the release of wikileaks cables and the UNO report on Srilankan war. Most of the bloggers 

focused on the Srilankan Tamils issue by slamming the Governement of India. Then the 2G spectrum 

scam which is currently blaming the ruling parties of India and the State Government of Tamil Nadu. 

Apart from these, the issues were raised on the byelections and the small incidents happened in and 

across Tamil Nadu. 

Aim of writers 

The main aim of these writers was to change the minds of the people and they have succeeded 

partially by getting positive comments from exclusive and anonymous users. They use to write this 

stuff in Tamil Unicode and therefore the reader base has increased but the contents were not reliable. 

The quality of writing included many third rated comments on National leaders. 

Impact on readers 

The impact of these articles made both positive and negative impact on the reader base. Though they 

got an increased reader base, they failed to give quality articles. The issues raised on the Srilankan war 

became a success with the advent of the UNO report on war crime. But in the case of 2G spectrum 

scam, it is not. In the case of 2G spectrum scam, no one has the rights to comment on either the 

Government or the politicians. The scam is still under the trial in the special court of Central Bureau of 

Investigation, India. Based on some filthy youtube released tapes and opposition party 

demonstrations, the real conclusion could not be made. But the Tamil content writers made their 

attempt in this issue with ghost referred knowledge. The Parliamentary Accounts Committee (PAC) is 

headed by Mr. Murali Manohar Joshi from the opposition party in the Parliament of India. The initial 

audit report gave a doubt of loss of money due to the spectrum auction. But the writers were just 

slamming on the Government for the illusion created. The Joint Parliament Committee (JPC) is formed 

as per the demand of the opposition party and the trial is going on. Recently, “The Hindu” has given a 

news stating that, the effect of JPC is becoming a boon to the ruling party itself and the opposition 

parties want the committee to retire as they couldn’t achieve what they felt too. On April 28th, 2011, 

the Parliament Accounts Committee’s report was rejected whole heartedly rejected by the committee 

and a new Head was appointed.  These activities show that the scam is not the offence of only ruling 

party but there are some others who are behind. In this scenario, the content of Tamil writers in the 

web came to be known as just illusions and confused the reader base. Similarly, the Government of 

TamilNadu was criticized for freebies in the 2011 Assembly Elections Poll campaign. Elections are 

normally the reflection of the pulse of voters. Without knowing the this pulse, the content was 

published just by slamming the welfare schemes done. We need to wait till May 13th to see whether 

the voters have rejected the freebies or they welcomed with red carpet. Without this made clear, the 

media will never have rights to comment on the Government to change the mindset of people. 
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Conclusion 

In this scenario, as a neutral reader, the issues stated in the social networks and blogs need to be 

analyzed thoroughly by the readers and then the issues should be taken into account. It is really an 

offense to feed the people with wrong news. Tamil internet users need to take all these concepts in 

mind before they read any sort of sensitive news in the media. The links posted in the social networks 

need to be audited by any neutral organization upon appeal. The negative certificate on the content 

will make the users to understand the difference between reality and illusions. Currently the Tamil 

media in the form of blogs, social networks, TV channels are not reliable because of the backing of 

single person opinion being stuffed on reader base. The auditing on the reality of content and the 

certification of content will definitely lead the readers to get the correct picture on the issue. 

References 
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Tamil classical literature popularly known as the Sangam literature is hailed by scholars around the 

world as one best literary output of human civilizations. Scholars from various western countries have 

patronized Sangam literature and produced various studies and translation on this literature. Many 

Universities around the world have understood the literary significance of Sangam literature and have 

opened departments to study Sangam literature.  With such literary greatness, Sangam literature is 

not much known to common people of Tamil Nadu.  The common people of Tamil Nadu are more 

exposed to literature such as Thirukkural and Bakthi than Sangam literature. 

Except for very few Puram poems much of Sangam literature is unknown to common people of Tamil 

Nadu. The only exposure most people have towards Sangam literature is the few poems which they 

had read in their school Tamil syllabus.  There has been no popular appeal or drive to encourage 

people to read Sangam literature in the likes of Thirukkural. 

Themes of Love and war essentially make most of the poems, and not well appreciated by children of 

young ages. Hence the only time people are exposed to this literature they had not developed any 

special interest for it.  In such circumstances, the age of blogging and social network which are the 

mostly used by the youngsters in the prime of their life can be effectively used to popularize the 

Sangam literature. Sangam literature has strong emotional connection with present day lives. Hence if 

Sangam poems are presented in proper way, it is sure strike a chord with present generation. 

Obstacles to a common man:  

The biggest obstacle for a common man is the archaic language of Sangam Literature. To understand 

and appreciate the Sangam poems, a person has to know lot of background details like themes, 

landscape etc.  Dr.Kamil Zvelebil has once remarked that only trained readers can completely 

understand and appreciate Sangam literature. A common man requires considerable education before 

he can appreciate Sangam poems. More often than not, translating the poem or explaining the poem 

line by line doesn’t give full experience of the poem. As an example I would like to take a poem and 

explain how much back ground detail he requires to appreciate the poem 

மாாி ஆΆப᾿ அᾹன ெகாᾰகிᾹ 

பா᾽வ᾿ அᾴசிய பᾞவர᾿ ஈ᾽ ெஞᾶᾌ 

கᾶட᾿ ேவ᾽ அைளᾲ ெசᾣஇய᾽, அᾶட᾽ 

கயிᾠ அாி எᾞᾷதிᾹ, கதᾨΆ ᾐைறவᾹ 

வாராᾐ அைமயிᾔΆ அைமக 

சிறியᾫΆ உள ஈᾶᾌ, விைலஞ᾽ ைகவைளேய. 
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If the chief of maritime land  

Where, 

the wet crab 

seeing the stork,  

Which looked  

Like a water lily in rain , 

Gets afraid and 

moves inside the hollow roots of 

the mangrove trees , 

Like a bull which cut loose 

from the rope tied by the herdsman, 

Doesn’t return 

let it be so. 

The merchant sells smaller bangles  

in this town. 

In the following poem we expect the reader of this translation to know the following points to enjoy 

the poem completely 

1.  How the water lily looks when it rains - and how it is so similar to the crane 

2.  Wet crab being compared to Thalaivan 

3.  Crane compared to gossip of women 

4.  Running for safety into hollow roots, as imagery for Thalaivan hurrying to Thalaivi’s home to 

save his love. 

5.  Bull cutting loses from the rope tied by the herdsman as imagery for Thalaivan breaking the 

shackles of the pressure from the society. 

6.  Small bangles to indicate the Tamil akam tradition of love sickness and thinning of hands and 

loosening of bangles. Small bangles will fit the smaller hand and hence they can throw away the 

memory of Thalaivan and be safe from the society. 

It can be shown with further examples that traditional methods of translation and brief explanation 

cannot give a reader the full experience of a sangam poem.  Hence experimental approaches should be 

considered to take this classical literature to the common reader. 

Blogging as a medium:  

Blogging as medium of communication has developed over the last few years. This medium gives 

enough flexibility and freedom and in most cases free of cost.  Blogging has become a popular 

medium for readers who like to gather knowledge on various topics. Most internet users are used to 

blog medium hence blogging overcomes one of the major pitfalls of Book. Books involve printing cost 
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hence there are severe restrictions on page counts and illustrations. Blogs therefore can afford to be as 

long as they want and can use illustrations as required. The blogging medium is also flexible enough 

to allow audio and video. The flexibility of this medium can be really helpful in presenting Sangam 

literature to the new age reader.  

With no restrictions in page count, more explanation can be given on the theme, landscape and other 

required back stories can be given in addition to translation to understand a particular poem. 

Sangam literature has very visual nature to it. The poets of the Sangam infused elements of nature- 

flora and fauna effectively in the poems to describe emotions. They play an integral part in 

understanding the poem. Most readers’ knowledge of flora and fauna especially with names in 

archaic Tamil is pretty low. Hence pictures or illustration of flora and fauna mentioned in the poems 

helps the reader understand the poems better. 

Experimental approaches: 

The visual nature of the Sangam nature can be utilized and the poems can be presented in new 

formats such as explaining poems with series of pictures or more experimental approach of comic 

book format (with illustrations and subtext). Audio files with rendering of the poem along with 

explanations can be uploaded. Lectures on the poem can be recorded and uploaded as video blogs. 

Small animations can be made to explain similes and imagery of the poem. 

Few examples of illustrating visual elements of Sangam poems are given below 
 

   

மாாி ஆΆப᾿ அᾹன ெகாᾰகிᾹ      மயி᾿ அᾊ இைலய மாᾰ ᾁர᾿ ெநாᾲசி 

 

தᾶ நᾠᾱ கᾨநீ᾽ᾲ ெசᾶ இயι சிᾠᾗறΆ 
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A more experimental approach of Sangam poem in comic book style  

 

With blogging medium we have no restrictions to creativity.  Experimental and creative approaches 

can help in popularizing the Sangam poems. 

Visual catalogs: 

Visual catalogs of various flora fauna and smiles can be made into searchable online databases.  In one 

such effort visual catalog of 99 flowers of Kurinchippattu was created 2 years ago in my blog 

karkanirka.org. This effort can be extended to include all flora and fauna of Sangam and also efforts 

can be put convert into a searchable online database. Such visual catalogs would help the common 

reader as well as researchers in understanding the Sangam literature in much better way. 
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Few slides from the visual presentation of 99 Flowers of Kurichippaatu. 

Relating to popular Culture: 

Most themes of Sangam poems are still prevalent in popular culture though Tamil Cinema, either as 

scenes or as lyrics for film songs.  Relating the Sangam poems to prevalent popular culture helps 

common reader understand the classical poems better since they are able to relate to the emotion of 

the poem. 

Themes such as  love at first sight, opposition for love from parents, eloping of lovers, temporary 

separation of lovers, wife cooking for first time and waiting for approval of husband, girls parents 

mistaking girls love sickness and inviting priest to perform rituals are still prevalent as movie themes.  

Relating the Sangam themes to popular culture makes them understand that Sangam literature isn’t as 

alien as they had imagined and creates an interest in them to explore more in the classical literature. 

Use of Social Network: 

Social networks like Orkut, Twitter and Facebook have become the most popular medium for 

knowledge transfer and sharing.  Each of these social networks has hundreds of groups on Tamil 

Language and literature. Sharing the links of the blogs at such groups helps spread the reach of 

Sangam literature. This method popularly known as viral marketing is very useful tool. Many new 

readers are exposed to Sangam literature this way. When a reader likes a poem he shares it to his 

friends and any one is his friends list who likes the post passes on to his friends. This way with 

minimum effort the reach of the poems can be maximized. The social networks have played an 

important role in growth of Karka Nirka blog. In April 2010 Karka Nirka Facebook page was started 

and presently there are 622 followers and growing. On average one blog posted in Face book is passed 

on/shared by 50 other people. 
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Conclusion: 

New approaches are required to popularize the Sangam literature. There are many takers for such 

efforts. Fresh enthusiasm and creativity can help to revitalize the Sangam Literature and take it to the 

present generation. 
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Introduction 

‘Tamil,’ as A.K.Ramanujan[i] says, ‘one of the two classical languages of India, is the  only language of 

contemporary India  which is recognizably continuous with a classical past’. Kamil  V. Zvelebil[ii] 

says,  ‘probably the most significant contribution of  Tamil literature, which still remains to be 

‘discovered’ and enjoyed by the non-Tamilians and adopted as an essential and remarkable part of 

universal heritage’. According to Harold Schiffman[iii] ‘most Tamils feel that their language and their 

linguistic culture really are different from most others in India’ Though information about Tamil 

literature in works by those referred to above is presented effectively, detailed information about 

Tamil literary works especially Sangam literature presented in one of the most common online 

reference sources, namely Wikipedia, is far from satisfactory.  

The present paper aims at exploring problems connected with presentation of information about 

Classical Tamil Literary works in the on line encyclopedias namely, Tamil and English wikis. These 

two on line reference works being made free, people in different parts of the world have an easy 

access to them. But unfortunately some of the accounts about Tamil literary works found in them are 

often found to be highly skeletal, fragmentary, lacking in citations, disappointing the users remaining 

unverifiable and being incoherent. Hence the paper makes an attempt at analyzing the problems 

relating to presentation of information through online resources in them.   

Encyclopedias 

There are the highly traditional encyclopedias comprising entries developed as per norms of an 

encyclopedic entry in standard encyclopedias such as Encyclopedia Americana and Encyclopedia 

Britannica which contain useful information on Tamil literature. However, they are not easily 

available to those who want to use them for updating their knowledge about Tamil literature in 

general, specific Tamil literary works in particular. Even though the encyclopedia Britannica is 

available as an online encyclopedia, the stipulation seeking the users’ credit card number even for a 

trail run for a few days serves as a factor inhibiting its use. In this context,  the Wikipedia 

encyclopedias (Tamil and English Wikis), freely available for anyone who has an access to a computer 

with an internet connection, in any part of the world, come in handy or easy to reach. But the 

information about Tamil literature found in them is far from satisfactory as they are highly 

fragmentary or skeletal.  Against some of the Wikipedia encyclopedic entries suffering from 

presentation problems carry instructions such as the following:    

‘This article needs additional citations for verifications. Please help improve this article by adding 

reliable references. Un-sourced material may be challenged and removed’ or ‘This Tamil related article 
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is a stub. You can help Wikipedia by expanding it’ or ‘This article about the literature of India is a 

stub. You can help Wikipedia by expanding it’.    

Given below is a specimen entry from English Wikipedia on Nānmanikkatikai one of the Eighteen 

Minor works of the Post-can;kam period.  

Nāḷmaḷikkaḷikai 

 From Wikipedia, the free encyclopedia 

  

  

  

Nanmanikkatigai is a Tamil poetic work of didactic nature belonging to the Pathinenkilkanakku 

anthology of Tamil literature. This belongs to the 'post Sangam period corresponding to between 100 

– 500 CE.  Nanmanikkatigai contains one hundred songs written by the poet Vilambi Naganaar. This 

poetic work is famous for its clarity and easy readability and is often a prescribed text for schools in 

Tamil Nadu. The poems of Nanmanikkatigai are written in the Venpa meter. 

The poems of Nanmanikkatigai each contain four different ideas. The name Nanmanikkatigai denotes 

this fact comparing the four ideas to four well-chosen gems adorning each poem. The following 

poem describes four different groups of people who cannot sleep well at night, namely, a thief, a 

lovelorn person, someone who hankers after money and a miser who worries about losing his 

money: 

க῀வΆஎᾹ பா᾽ᾰᾁ ᾐயி᾿ இ᾿ைல, காதᾢமா᾵ᾌ 

உ῀ளΆைவᾺபா᾽ᾰᾁΆ ᾐயி᾿ இ᾿ைல, ஒᾶெபாᾞ῀ 

ெசᾼவΆஎᾹ பா᾽ᾰᾁΆ ᾐயி᾿ இ᾿ைல, அᾺெபாᾞ῀ 

காᾺபா᾽ᾰᾁΆ இ᾿ைல ᾐயி᾿. 

[edit] References 

• Mudaliyar, Singaravelu A., Apithana Cintamani, An encyclopaedia of Tamil Literature, 

(1931) - Reprinted by Asian Educational Services, New Delhi (1983) 

• http://www.tamilnation.org/literature/ 

• http://www.tamilnation.org/literature/pathinen/pm0047.pdf Nanmanikkatigai eText at 

Project madurai 

ᾗᾐᾺᾗᾐᾺᾗᾐᾺᾗᾐᾺ பயன᾽ உதவிபயன᾽ உதவிபயன᾽ உதவிபயன᾽ உதவி | த᾵டᾲᾆத᾵டᾲᾆத᾵டᾲᾆத᾵டᾲᾆ உதவிஉதவிஉதவிஉதவி | Font help | ஆலமரᾷதᾊ | ஒᾷதாைச | அகரᾙதᾢஅகரᾙதᾢஅகரᾙதᾢஅகரᾙதᾢ | ெசᾼதிக῀ெசᾼதிக῀ெசᾼதிக῀ெசᾼதிக῀ 

  

What is given below can be treated as an expanded encyclopedic entry version which is in no way 

complete[iv]. An entry relating to this post-cankam work can be attempted using various criteria 

insisted upon for a comprehensive encyclopedic entry.   

Nānman�ikkat �ikai  

Nānman�ikkat �ikai is one of the Eighteen Minor Works known in Tamil as Patinen�kil.'kkan�akkunūlkal 

It comprises one hundred and six quatrains, the first two quatrains being invocation verses. The 

venpā in its variant forms is the metre of Nānman�ikkat �ikai. However, the first verse and the other 

two namely the 30th and the 61st verses have five lines in each of them.   As the first two quatrains are 
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in praise of lord Vishn�u, people describe it as a Vaishn�avaite work.    

Those who view it as the post-sangam work would place it at the later part of Buddhists and Jains, 

AD 100 to 600 AD.S. Vaiyapuri Pillai in his History of Tamil Language and Literature (From the 

Beginning to 1000 AD) assigns 750 AD as the period of Composition of   Nānman�ikkat �ikai but many 

scholars do not subscribe to this view. As certain lines from Kuruntokai, one of the works of Eight 

Anthologies, has been used in the  Nānman�ikkat �ikai, it is possible to surmise that the 

Nānman�ikkat �ikai belongs to a later or post-sangam period.  The lines that have a striking similarity 

in the two works referred to above are the following:   

தாᾜடᾹᾠ  அைலᾰᾁᾱ  காைலᾜΆ  வாᾼவி᾵ᾌ 

அᾹனாᾼ  எᾹᾔΆ  ᾁழவி  (Kuruntokai – 397) 

 ᾁழவி  அைலᾺபிᾔΆ அᾹேன  எᾹᾠ ஓᾌΆ (Nānman�ikkat �ikai 23) 

 As  the coincidence between certain lines of Nānman�ikkat �ikai and the Tirukkural  is striking, 

commentators believe that the former has'al certainly borrowed   from the latter giving credence to 

the view that Nānman�ikkat �ikai belongs to an age later than that of Tirukkural. The quotes cited 

below will illustrate the point made above. 

 இனிைமயிᾹ இᾹனாதᾐ  யாெதனிᾹ இᾹைமயிᾹ  

இᾹைமேய  இᾹனாதᾐ (The Tirukkural   - 1041) 

  

இᾹைமயிᾹ  இᾹனாதᾐ   இ᾿ைலயி᾿  ெலᾹனாத 

வᾹைமயிᾹ  வᾶபா᾵டᾐ   இ᾿ (Nānman�ikkat �ikai) 

 One of the verses of the verses of Nānman�ikkat �ikai and  its translation version are given below:  

 க῀வΆஎᾹ பா᾽ᾰᾁ ᾐயி᾿ இ᾿ைல, காதᾢமா᾵ᾌ 

உ῀ளΆைவᾺபா᾽ᾰᾁΆ ᾐயி᾿ இ᾿ைல, ஒᾶெபாᾞ῀ 

ெசᾼவΆஎᾹ பா᾽ᾰᾁΆ ᾐயி᾿ இ᾿ைல, அᾺெபாᾞ῀ 

காᾺபா᾽ᾰᾁΆ இ᾿ைல ᾐயி᾿. 

No sleep for those who are surreptitious; no sleep for  

Those who have set their mind on their favorite women  

No sleep for those who are keen on wealth creation  

And those who safeguard such wealth sleep not.  

References 

The translation of the Nānman�ikkat �ikai verse into English quoted above is the one attempted by the 

presenter of this paper.  

Tamil  Wikipedia   ேதட᾿ ᾙᾊᾫக῀ேதட᾿ ᾙᾊᾫக῀ேதட᾿ ᾙᾊᾫக῀ேதட᾿ ᾙᾊᾫக῀ 

க᾵டιற கைலᾰகளᾴசியமான விᾰகிᾺᾖᾊயாவி᾿ இᾞᾸᾐ. 

உᾱக῀ வினவᾤᾰகான ᾙᾊᾫக῀ எᾐᾫΆ இ᾿ைல. 
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"Nanmanikkatikai" பᾰகᾷைதபᾰகᾷைதபᾰகᾷைதபᾰகᾷைத இᾸத விᾰகியி᾿ உᾞவாᾰகᾫΆஇᾸத விᾰகியி᾿ உᾞவாᾰகᾫΆஇᾸத விᾰகியி᾿ உᾞவாᾰகᾫΆஇᾸத விᾰகியி᾿ உᾞவாᾰகᾫΆ 

 As there is no entry relating to Nanmanikkatikai in the Tamil Wiki,  an entry similar to the one given 

below can be made:   

 நாᾹமணிᾰகᾊைக பதிெனᾶகீ῁ᾰகணᾰᾁ ᾓ᾿கᾦ῀ ஒᾹறாᾁΆ. இᾐ ஒᾞ கைடᾲசᾱககால அ᾿லᾐ 
சᾱகΆ மᾞவிய கால ᾓலாᾁΆ. இதᾹ ஆசிாிய᾽ விளΆபினாகனா᾽. இᾐ நாலᾊ ெவᾶபாᾰகளா᾿ 
ஆனᾐ. ஒᾞ சில  ெவᾶபாᾰக῀ ஐᾸᾐ அᾊகளா᾿ ஆனைவ. இᾸᾓ᾿ ᾓᾠ ெவᾶபாᾰகளா᾿ ஆனᾐ. 
ைசவசிᾷதாᾸத ᾓιபதிᾺᾗᾰகழக ெவளிᾛ᾵ᾊ᾿ 106 பாட᾿க῀ உ῀ளன( 1904). கி. ஆ.  ெப.  விᾆவநாதΆ 
ெவளியி᾵ᾌ῀ள ᾙΆமணிகᾦΆ. நாᾹமணிகᾦΆ எᾹற ᾓᾢ᾿ 104 ெவᾶபாᾰக῀  ம᾵ᾌேம உ῀ளன 
(பாாி நிைலயΆ, ெசᾹைன, 1954). இவாிᾹ இᾹᾕι பதிᾺபி᾿ கடᾫ῀ வா῁ᾷᾐᾲ ெசᾼᾜ᾵க῀ 
இரᾶᾌΆ காணᾺபடவி᾿ைல யாத லா᾿ 104  ெசᾼᾜ᾵க῀ ம᾵ᾌேம  உ῀ளன. இᾹᾕᾢᾹ ஆசிாிய᾽ 
விளΆபிகனா᾽. இᾸᾓᾢᾹ கடᾫ῀ வா῁ᾷᾐᾺ பாட᾿க῀ திᾞமாைலᾺ பιறி இᾞᾺபதா᾿ 

இᾸᾓலாசிாிய᾽ ைவῃணவ᾽ எᾹᾠ ᾂறᾺபᾌகிறா᾽. இᾹᾕலாசிாிய᾽ ெபய᾽ விளΆபினாகனா᾽, 

விளΆபி எᾹபᾐ இவ᾽ ெதாழிைலᾰᾁறிᾺபதாகᾫΆ, தமிழகதி᾿ᾤ῀ள ைஜன᾽க῀ நயினா᾽ எᾹᾠ 

அைழᾰகᾺபᾌவதா᾿ இவ᾽ ெபாி᾿ உ῀ள நாகனா᾽ எᾹபᾐ நயினாரெரனᾰெகாᾶᾌ  இவ᾽ ைஜன᾽ 
எனᾰெகா῀வாᾠᾙள᾽. ேமᾤΆ ைஜன சமயᾰகᾞᾐᾰக῀ பல இடᾱகளி᾿ காணᾺபᾌவதா᾿ 
இᾸᾓலாசிாிய᾽ ைஜனேர எᾹᾠΆ ெகா῀ளᾺபᾌகிறா᾽. 
ᾁறிᾺᾗக῀ᾁறிᾺᾗக῀ᾁறிᾺᾗக῀ᾁறிᾺᾗக῀ 

பதிெனᾶகீ῁ᾰகணᾰᾁ ᾓ᾿க῀ :நாᾹமணிᾰகᾊைக,  ஆசிாிய᾽ ᾊ. எῄ. பாலᾆᾸதரΆ பி῀ைள எᾹகிற 
இளவழகனா᾽,  ைசவசிᾷதாᾸத ᾓιபதிᾺᾗᾰகழகΆ திᾞெந᾿ேவᾢ  ᾢமிெட᾵, ᾙதιபதிᾺᾗ 1904, ஏᾺர᾿ 
1980, திᾞவரᾱகனா᾽ பதிᾺபகΆ, ெசᾹைன 600 018 

கி. ஆ. ெப   விᾆவநாதᾹ, ᾙΆமணிகᾦΆ  நாᾹமணிகᾦΆ, பாாிநிைலயΆ, ெசᾹைன – 600 0108, 

ᾙதιபதிᾺᾗ 1954, 11 வᾐ பதிᾺᾗ2007   

Enriching  Encyclopedias  

An encyclopedic entry will be a long essay comprising a preview or introduction  followed by 

treatment treatment of each item mentioned in the preview in separate sections. Diagrams or maps or 

tables or charts are inserted wherever required. Use of photos or images or pictures as illustrative 

materials is attempted wherever possible. A dictionary entry restricts itself with whatever connected 

with that word such as phonological information, grammatical information, semantic information, 

idiomatic information connected with that word etc. While an encyclopedic entry deals with 

whatever connected with the subject referred to by the word. At the end of the article a brief 

summary of what has been dealt with in the article is presented. For the benefit of those who are 

interested in acquiring more information on the topic chosen for treatment in the entry, a short 

bibliography is presented. Certain entries may be as long as a few hundred pages, a table of contents 

is usually presented enabling easy reference and location of information needed in the entry.  

On line encyclopedias offer the additional advantage of being dynamic : new information relating to 

the subject dealt with are made available in the encyclopedia as when they are available, not  waiting 

for the next static format such as the disc or paper based publication to come out. The Tamil and 

English Wikis are as much dynamic as the encyclopedia Britannica online, The Wikipedia is one of 

the first user-generated content encyclopedia. The principles of democracy is enshrined in its making 

and it would never become obsolete as it is dynamic.    
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Mismatch between Technical  Know-how and Tamil Studies’ Scholarship 

Scholars who have a depth of knowledge in Tamil literary studies are not able to enrich the 

encyclopedias like the Tamil and English Wikipedia as they do not have the technical skills needed 

for serving as collaborative editors for them. But those who are well versed in using the computer for 

serving as a collaborative editor have only a superficial knowledge and understanding of Tamil 

language and literature in general, especially the Cankam or literature of the Academies in particular. 

As a result of the mismatch between possession of computing skills needed for serving effectively as 

a collaborative editor of Tamil and English Wikis and the ability to write convincingly on Tamil 

literature with suitable citations and making references necessary to make their accounts about Tamil 

literature authenticated and well documented.   Even among the scholars who have a thorough 

knowledge of Tamil literature, only a small group of native scholars are capable of using the English 

language and the Tamil language for this purpose. Some of the foreign scholars who can use the 

English language effectively for describing the ancient Tamil literature they are unable to give a 

convincing account of the literary works as their understanding of the ancient Tamil literature. 

Superficiality of native and foreign scholars either in the ability to use the computer or in their 

understanding of the Tamil literature not only by the foreign scholars but also by the native scholars 

or in their mastery of using either the English language for English Wiki or the Tamil language for 

the Tamil wiki. As a result of this mismatch, some of the articles written for the wikis remain Stubs 

which need elaboration and citations for increasing their verifiability and coherence.    

Conclusion  

The paper has focused on the sorry state of affairs prevailing in presenting information about Tamil 

literature in general, classical Tamil Literature in particular in world’s most common dynamic 

reference books such as English and Tamil Wikipedia. Sample material with problems of presented 

along with improved versions of information. Certain procedures or practices relating to making 

encyclopedic entries are referred to in the section that deals with enriching encyclopedias. The chief 

reasons for information presented in the Wikis being incoherent are identified as the mismatch 

between the technologically savvy suffering from superficiality in Tamil studies and those who have a 

thorough knowledge in Tamil Studies but not being aware of the technical skills needed for presenting 

information in the Wikis as collaborative editors 

Notes 

� The Interior Landscape: Love Poems from a Classical Tamil Anthology, (1967) 

� The Smile of Murugan : On Tamil Literature of South India  

� Language Policy and Linguistic Culture in Tamilnadu, Chapter 6, on Tamilnadu from Linguistic 

Culture and Language Policy, H. Schiffman, 1996. 

� An entry complete with all the necessary components cannot be attempted because of space 

constrains prescribed  for this paper 
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ᾂ᾵டாசிாியᾺ பைடᾺᾗᾂ᾵டாசிாியᾺ பைடᾺᾗᾂ᾵டாசிாியᾺ பைடᾺᾗᾂ᾵டாசிாியᾺ பைடᾺᾗ: : : : தமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயா 

ெசெசெசெச. . . . இராஇராஇராஇரா. . . . ெச᾿வᾰᾁமா᾽ெச᾿வᾰᾁமா᾽ெச᾿வᾰᾁமா᾽ெச᾿வᾰᾁமா᾽ 
மிᾹனிய᾿ மιᾠΆ கணினியிய᾿ ᾐைற, வா᾵ட᾽ᾥ ப᾿கைலᾰகழகΆ, வா᾵ட᾽ᾥ, ஒᾶ᾵டாாிேயா, 

கனடா N2L 3G1 
selvakumar@uwaterloo.ca (OR) c.r.selvakumar@gmail.com 

http://valluvar.uwaterloo.ca/~selvakum/biop.html 
 

ᾁறிᾲெசாιக῀: தமிழி᾿ இைணயவழி ᾂ᾵டாசிாியᾺ பைடᾺᾗ, விᾰகி ெதாழி᾿ᾒ᾵பΆ 

ᾆᾞᾰகΆᾆᾞᾰகΆᾆᾞᾰகΆᾆᾞᾰகΆ 

உலகி᾿ ᾙதᾹᾙைறயாகᾺ ெபாிய அளவி᾿ தமிழி᾿ இைணயவழி உᾞவாகிவᾞΆ ப᾿ᾐைறᾰ கைலᾰ 

களᾴசியΆ தமி῁ விᾰகிᾺᾖᾊயா. இᾷதி᾵டΆ விᾰகி (Wiki) எᾹᾔΆ ெதாழி᾿ ᾒ᾵பᾷதா᾿ வள᾽ᾸᾐவᾞΆ 
ஒᾞ ᾂ᾵டாசிாியᾺ பைடᾺᾗ (content created by collaborative authoring). தιெபாᾨᾐ ஏறᾷதாழ ஒᾞ 
ேகாᾊ (10 மி᾿ᾢயᾹ) ெசாιக῀ அடᾱகிய இᾰ கைலᾰகளᾴசியᾷதி᾿ 31,000 க᾵ᾌைரகᾦᾰᾁΆ ேம᾿ 
உᾞவாᾰகᾺெபιᾠ῀ளன. க᾵ᾌைரகளிᾹ சராசாி ைப’᾵ (byte) அளவி᾿ உலக ெமாழிகளிᾹ வாிைசயி᾿ 
10 ஆவᾐ இடᾷதி᾿ உ῀ள இᾷ தமி῁ᾰ கைலᾰகளᾴசியΆ எῂவாᾠ உᾞவாᾰகᾺப᾵ᾌ வᾞகிᾹறᾐ 
எᾹᾠΆ, பிற இᾸதிய ெமாழிகளிᾤΆ, உலக ெமாழிகளிᾤΆ நிக῁Ᾰᾐ வᾞΆ விᾰகிᾺᾖᾊயா வள᾽ᾲசிக῀ 
பιறிய ᾗ῀ளிᾰᾁறிᾺᾗகளிᾹ அᾊᾺபைடயி᾿ ஒᾺபி᾵ᾌ சில தரΆ சா᾽Ᾰத கᾞᾷதலச᾿கᾦΆ இᾰ 
க᾵ᾌைரயி᾿ வழᾱகᾺபᾌகிᾹறன. பல நாᾌகளி᾿ வாᾨΆ பல பᾶபா᾵ᾌᾺ பிᾹனணிᾜைடய 
தமிழ᾽க῀ ஒᾹறிைணᾸᾐ அறிᾫ, ெதாழி᾿ᾒ᾵பᾰ ᾂ᾵ᾌைழᾺᾗடᾹ உᾞவாᾰகிவᾞΆ இᾰ 
ᾂ᾵டாᾰகᾷதி᾿ எதி᾽ெகாᾶட  சிᾰக᾿க῀ பιறிᾜΆ, தீ᾽ᾫக῀ பιறிᾜΆ, சிறᾺᾗᾰ ᾂᾠக῀ பιறிᾜΆ 
ᾐᾼᾺபறிᾫΆ ப᾵டறிᾫΆ இᾰ க᾵ᾌைரயி᾿ வழᾱகᾺபᾌΆ. 

27,000 ேப᾽ பயன᾽களாகᾺ பதிᾫ ெசᾼᾐ῀ள இᾷ தளᾷதி᾿ இᾐகாᾠΆ 778,600 ெதாᾁᾺᾗக῀ (edits) 

ெசᾼயᾺ ப᾵ᾌ க᾵ᾌைரக῀ உᾞவாᾰகᾺப᾵ᾌ῀ளன. தமி῁ வள᾽ᾲசிᾰᾁΆ, தமிழி᾿ இைணயΆ, கணினி, 
ெபாறியிய᾿, கைல, அறிவிய᾿, மᾞᾷᾐவΆ ேபாᾹற அறிᾫᾷᾐைறக῀ அைனᾷᾐᾰᾁΆ, ப῀ளிᾺ 
பாடᾱக῀ ᾙத᾿ ஆ)ᾫ ம᾵ட ᾓ᾿க῀ வைர ப᾿வைகᾺ பைடᾺᾗகைள உᾞவாᾰகி பயᾹெபᾞᾰக 
விᾰகிᾷ தி᾵டΆ எῂவாᾠ ᾐைண ெசᾼயᾰᾂᾌΆ எᾹᾠΆ கᾞᾷᾐக῀ ᾙᾹைவᾰகᾺபᾌΆ.  

1. அறிᾙகΆஅறிᾙகΆஅறிᾙகΆஅறிᾙகΆ 

எளிய எᾨᾐேகா᾿ ᾙத᾿ வாᾕ᾽தி, ஏᾫகைண, கணினி வைர ஏறᾷதாழ அைனᾷᾐேம பலᾞைடய 
ᾂ᾵ᾌைழᾺபா᾿ உᾞவாᾰகᾺபᾌவனேவ. ஆனா᾿ கைத, ᾗதினΆ, கவிைத, ᾗதினம᾿லா உைரநைட 
ᾓ᾿க῀ ேபாᾹற எᾨᾷᾐᾺ பைடᾺபிலᾰகியΆ ேபாᾹறவιைறᾷ தவிர, ேவᾠபல எᾨᾷᾐᾺபைடᾺᾗகᾦΆ 
ஒᾞவாᾠ ᾂ᾵டாக, பல ஆசிாிய᾽க῀ இைணᾸᾐ உᾞவாᾰᾁவன. எᾹறாᾤΆ, பல᾽ உᾞவாᾰᾁΆ 
உசாᾷᾐைண ᾓ᾿க῀ (reference works), கைலᾰகளᾴசியΆ ேபாᾹறைவᾜΆ தனிᾷதனிேய பல᾽ எᾨதி, 
பிᾹன᾽ பிைணᾷᾐᾷ ெதாᾁᾰகᾺபᾌவன. திᾞᾷதᾱக῀ ெசᾼᾜΆ ெபாᾠᾺபாசிாிய᾽களிᾹ பᾱகளிᾺைபᾷ 
தவிர எᾨᾷதி᾿ ெபாிதாக ᾂ᾵ᾌைழᾺᾗ இ᾿ைல எனலாΆ. தகவ᾿ திர᾵டᾢ᾿ ᾂ᾵ᾌைழᾺᾗ 
இᾞᾰகலாΆ. ஆᾼᾫᾰக᾵ᾌைரகளிᾹ பைடᾺபி᾿ பல ஆசிாிய᾽களிᾹ ᾂ᾵ᾌᾺபᾱகளிᾺᾗΆ, “ᾂ᾵ᾌ 
ஆசிாியராக” இᾞᾰᾁΆ நிைலᾜΆ ேவᾠ ஒᾞ ᾂ᾵ᾌᾺ பைடᾺᾗ. 1993 ஆᾹ ஆᾶᾌ நிᾝ இᾱகிலாᾸᾐ 
ெச᾽ன᾿ (New England Journal) ெவளியி᾵ட ஆᾼᾫᾷதா῀ ஒᾹறிᾹ ஆசிாியராக 972 ேபைரᾰ 
ᾁறிᾺபி᾵ᾊᾞᾸதᾐ [1]. 2008 ஆᾶᾌ, அᾎᾷᾐக῀ பιறிய ஆᾼᾫᾷதா῀ ஒᾹைற ெச᾽ன᾿ ஆᾺ 
இᾹசிιᾠெமᾹ᾵ேடசᾹ (Journal of Instrumentation) ெவளியி᾵டᾐ; அதி᾿ 169 ஆᾼவகᾱகைளᾲ 
ேச᾽Ᾰத 2,926 ேப᾽ அᾰக᾵ᾌைரயிᾹ ஆசிாிய᾽களாக ெதாிவிᾰகᾺெபιறன᾽. ஆனா᾿ இᾺபᾊயான 
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“ᾂ᾵ᾌ ஆசிாிய᾽க῀” பைடᾺᾗ ேவᾠ வைகயானᾐ. இைவ ேபா᾿ அ᾿லாம᾿, இᾰ க᾵ᾌைரயி᾿ 
ᾁறிᾺபிடᾺெபᾠΆ ᾂ᾵ᾌ ஆசிாியᾺ (collaborative authoring) பைடᾺᾗ எᾹபᾐ அᾶைமயி᾿ உᾞவான 
கணினி சா᾽Ᾰத ெதாழி᾿ᾒ᾵ப வசதியா᾿, ᾗதினᾱக῀ ᾙத᾿ அறிவிய᾿, வா῁விய᾿ கைலᾰ 

களᾴசியᾱக῀, ெபாறியிய᾿ ைகேயᾌக῀, மᾞᾷᾐவமைன தகவ᾿ பராமாிᾺᾗ ஒᾞᾱகியΆ (Information 

Management system) ேபாᾹற பιபல பயᾹபா᾵ᾌᾰᾁΆ, தனிᾷதனியாக பிைணᾷᾐ ேச᾽ᾰகாம᾿, 

பிாிᾷதறிய அாிதான வைகயி᾿ பலᾞΆ ேச᾽Ᾰᾐ எᾨᾷᾐᾞவாᾰகΆ ெசᾼய இயᾤΆ ᾂ᾵டாசிாியᾺ 
பைடᾺைபᾺ பιறியᾐ [10]. இῂவைகᾰ ᾂ᾵டாசிாியᾺ பைடᾺᾗ எᾨᾷᾐᾺ பைடᾺபாக ம᾵ᾌΆ 
அ᾿லாம᾿, ெமᾹகலᾹ உᾞவாᾰகΆ ேபாᾹறவιᾠᾰᾁΆ பயᾹபᾌகிᾹறᾐ. ெபாᾐவாக ᾂ᾵டாசிாியᾺ 
பைடᾺᾗகᾦᾰᾁᾺ பயᾹபᾌΆ அறிᾫᾷதகவ᾿க῀ பலவιைறᾜΆ கᾢேபா᾽னியா பலகழகᾷைதᾲ ேச᾽Ᾰத 
சிΆ ெவாᾼ᾵◌ஃெக᾵ (Jim Whitehead) பராமாிᾰᾁΆ வைலᾷதளᾷதி᾿ காணலாΆ [3]  இῂவைகயான 
ᾂ᾵டாசிாியᾺ பைடᾺᾗᾰᾁ அᾊᾺபைடயாக உ῀ள ெதாழி᾿ᾒ᾵பகளி᾿ ᾙகᾹைமயான ஒᾹᾠ விᾰகி 
(“Wiki”) எᾹᾠ அைழᾰகᾺபᾌΆ ெமᾹகல� (software). ெமᾹகலᾷᾐைற இலᾰகியᾷதி᾿ அலசᾺபᾌΆ 
ᾁᾨᾺபயᾹபா᾵ᾌ ெமᾹகல� (groupware) மιᾠΆ பதிᾺᾗநிைல கᾶகாணிᾺᾗ வைகயான (Version 

Control) (இᾐ ெமᾹகல வᾊெவாᾨᾰᾁ ேமலாᾶைம (SCM, Software, Configuration Management) 

வைகைய ேச᾽Ᾰதᾐ) ேபாᾹற ெமᾹகல ᾒ᾵பᾱகேளாᾌ ெதாட᾽ᾗைடயᾐ இᾸத விᾰகிᾒ᾵பΆ. 
ெபாᾐவாக இᾸᾒ᾵பᾷதிᾹ உதவியா᾿ ஒேர ேநரᾷதி᾿ பல இடᾱகளி᾿ இᾞᾰᾁΆ பல᾽, இைணயவழி 
ஒᾞ க᾵ᾌைரையேயா அ᾿லᾐ ஆவணᾷைதேயா திᾞᾷதᾫΆ வள᾽ᾷெதᾌᾰகᾫΆ, ᾗᾐᾰ க᾵ᾌைரகைளᾜΆ 
உᾞᾺபᾊகைளᾜΆ உᾞவாᾰகி ேச᾽ᾰகᾫΆ, எளிதாக வைகᾺபᾌᾷதᾫΆ, ᾙᾹ பதிᾫவᾊᾱக῀ எᾐᾫΆ 
அழியாம᾿, எ᾿லாᾰ க᾵டᾱகளிᾹ பதிᾫகைளᾜΆ மீ᾵ெடᾌᾰᾁΆ வசதிᾜΆ பைடᾷதᾐ.  

இᾰக᾵ᾌைரயி᾿ ᾙதᾢ᾿ விᾰகி எᾹறா᾿ எᾹன எᾹᾠ விளᾰகிய பிறᾁ, விᾰகிᾒ᾵பᾷதா᾿ எῂவாᾠ 
ப᾿ᾐைறசா᾽Ᾰத பல நா᾵ᾌᾷ தமிழ᾽க῀ ஒᾹறிைணᾸᾐ ᾂ᾵டாசிாியᾺ பைடᾺபாக இᾷதமி῁ᾰகைலᾰ 

களᾴசியᾷைத உᾞவாᾰகி வᾞகிறா᾽க῀ எᾹᾠΆ, அதᾹ தரᾱகைளᾺ பιறிய பா᾽ைவகᾦΆ ஒᾞ நிக῁ 
எᾌᾷᾐᾰகா᾵ᾌ (அ᾿லᾐ case study) எᾹᾔΆ அளவி᾿ ᾙᾹைவᾰகிᾹேறᾹ. ᾂ᾵டாசிாியᾺ பைடᾺபி᾿  
ஏιபᾌΆ நᾹைமக῀, சிᾰக᾿க῀ பιறிᾜΆ, கடᾸத 5 ஆᾶᾌகளாக பᾱகளிᾷத ப᾵டறிைவᾜΆ 
பக᾽கிᾹேறᾹ. இᾷெதாழி᾿ᾒ᾵பᾷைதᾺ பயᾹபᾌᾷதி, இதᾹ நீ᾵சியாக ெசᾼயᾷதகᾰகைவ பιறிᾜΆ 
மிகᾲ ᾆᾞᾰகமாக இᾠதியி᾿ ᾂᾠகிᾹேறᾹ. 

2. விவிவிவிᾰகி எᾹறா᾿ எᾹனᾰகி எᾹறா᾿ எᾹனᾰகி எᾹறா᾿ எᾹனᾰகி எᾹறா᾿ எᾹன? 

விᾰகி எᾹற ெசா᾿ைலᾜΆ அதᾹ கᾞᾷதாᾰகᾷைதᾜΆ ேபா’ ᾢᾝஃῂ (Bo Leuf), வா᾽ᾌ கᾹனிᾱகாΆ 
(Ward Cunningham) ஆகிேயா᾽ 1995 இ᾿ அறிᾙகᾺபᾌᾷதின᾽. இᾸத விᾰகி (Wiki) எᾹᾔΆ ெசா᾿ 
அவாயி ெமாழியி᾿ (Hawaiian) விᾰகிவிᾰகி (wikiwiki) எᾹறா᾿ ச᾵ᾌச᾵ெடᾹᾠ, கிᾌகிᾌ, மளமள 
எᾹபᾐ ேபாᾹற இர᾵ᾊᾷᾐ வᾸᾐ அᾨᾷதᾷேதாᾌ விைரைவᾰ ᾁறிᾰᾁΆ ெசா᾿ᾢ᾿ இᾞᾸᾐ ெபιறᾐ 
(ஆᾱகிலᾷதிᾤΆ பிறெமாழிகளிᾤΆ). விைரவாக (எளிதாகᾫΆ) மாιறᾱக῀ ஏιபᾌᾷத வ᾿ல 
ெதாழி᾿ᾒ᾵பΆ எᾹᾔΆ ெபாᾞளி᾿ இᾲெசா᾿ இᾹᾠ அறியᾺபᾌகிᾹறᾐ. இதைன ஆᾰ◌ஃᾆேபா᾽ᾌ 
ஆᾱகில அகரᾙதᾢய᾽, தΆ 2006 ஆΆ ஆᾶᾌᾺ பதிᾺபி᾿ உ῀வாᾱகிᾰெகாᾶடன᾽ [4]. இᾲெசா᾿ᾢᾹ 
பயᾹபாᾌΆ, இᾰகᾞᾷᾐᾞைவ ெசயιபᾌᾷதிய ெதாழி᾿ᾒ᾵பᾙΆ, வா᾽ᾌ கᾹனிᾱகாΆ 1995 இ᾿ 
ᾙதᾹᾙத᾿ உᾞவாᾰகிய விᾰகிவிᾰகிெவᾺ’ (wikiwikiweb) எᾹᾔΆ ெமᾹெபாᾞளி᾿ இᾞᾸᾐ 
ெதாடᾱᾁகிᾹறᾐ (http://www.c2.com.cgi/wiki). இᾹᾠ 200 வைககᾦᾰᾁΆ ேமலான 
விᾰகிெமᾹகலᾱக῀ உ῀ளன. எனிᾔΆ மீᾊயாவிᾰகி (MediaWiki) எᾹᾔΆ விᾰகி ெதாழிᾒ᾵பᾷைதᾺ 
பயᾹபᾌᾷதி ஆᾱகிலதி᾿ 2001 ஆΆ ஆᾶᾌ உᾞவாகᾷ ெதாடᾱகி, இᾹᾠ ெபᾞக வள᾽Ᾰᾐ῀ள, 

இலவசமாகᾰ கிைடᾰᾁΆ, க᾵டιற ப᾿ᾐைற விᾰகிᾺᾖᾊயா எᾹᾔΆ கைலᾰகளᾴசியᾷதா᾿ 
இᾷெதாழி᾿ᾒ᾵பΆ பரவலாக அறியᾺபᾌகிᾹறᾐ [5]. இᾹᾠ ஆᾱகிலெமாழியி᾿ 3.6 மி᾿ᾢயᾔᾰᾁΆ 
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ᾂᾌதலான தைலᾺᾗக῀ (க᾵ᾌைரகᾦΆ ᾁறிᾺᾗைரகᾦΆ) ெகாᾶட இᾰகைலᾰகளᾴசியΆ மிகᾺ 

பரவலாக பயᾹபᾌᾷதᾺ பᾌகிᾹறᾐ (எ᾿லா ெமாழிகளிᾹ க᾵ᾌைரகᾦΆ ேச᾽Ᾰᾐ 18 மி᾿ᾢயᾹ). 
இᾹᾠ ெமாᾷதΆ 281 ெமாழிகளி᾿ இῂ விᾰகி ெதாழி᾿ᾒ᾵பᾷைதᾺ பயᾹபᾌᾷதி விᾰகிᾺᾖᾊயா (வைக) 
கைலᾰகளᾴசியᾱக῀ உ῀ளன [6]. எ᾿லா ெமாழிகᾦᾰᾁமாகᾲ ேச᾽Ᾰᾐ, தனிᾷᾐ அறியᾷதᾰக 
வᾞைகயாள᾽ (unique visitors), 1.3 பி᾿ᾢயைனᾷ தாᾶᾌகிறᾐ [6]. எ᾿லா “விᾰகி”கᾦΆ 
விᾰகிᾺᾖᾊயா ேபாᾹற கᾞᾷᾐகைள உᾞவாᾰகி, வள᾽ᾷெதᾌᾷᾐ வைகᾺபᾌᾷᾐவன அ᾿ல (பா᾽ᾰக: 
http://c2.com/cgi-bin/wiki?ContentCreationWiki). 

3. தமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயாதமி῁ விᾰகிᾺᾖᾊயா 

தமி῁ விᾰகிᾺᾖᾊயா ெசᾺடΆப᾽ 30, 2003 இ᾿ ெதாடᾱகᾺெபιறᾐ. இதᾹ வரலாιைறᾷ தமி῁ விᾰகிᾺ 

ᾖᾊயாவி᾿ காணலாΆ [7]. விᾰகிᾺᾖᾊயாவிᾹ வரலாιைற ேதனி எΆ. ᾆᾺபிரமணி தமிழி᾿ ᾓலாகᾫΆ 
எᾨதிᾜ῀ளா᾽ [8] யா῁Ὰபாணᾷைதᾲ ேச᾽Ᾰத இ. மᾝரநாதᾹ எᾹபவ᾽ நவΆப᾽ 20, 2003 ᾙத᾿ தமி῁ 
விᾰகிᾺᾖᾊயாவி᾿ பᾱᾁ பιறி பணியாιறᾷ ெதாடᾱகிய பிறேக தமி῁ விᾰகிᾺᾖᾊயா வள᾽ᾲசியைடயᾷ 
ெதாடᾰகியᾐ. ᾙதιக᾵டᾱகளி᾿, தமி῁ எᾨᾷᾐகளி᾿ எᾨᾐவᾐΆ, விᾰகிᾺᾖᾊயாᾫᾰᾁᾷ ேதைவயான 
தமி῁ இைடᾙகᾱகைள உᾞவாᾰᾁவதிᾤΆ ெபᾞΆ இட᾽Ὰபாᾌக῀ இᾞᾸதன. இᾹᾠ கணிதᾲ 
சமᾹபாᾌகளி᾿ தமி῁ எᾨᾷᾐக῀ ேச᾽Ὰபைதᾷ தவிர, ஏறᾷதாழ எ᾿லா இைடᾙகᾱகᾦΆ தமிழி᾿ 
உᾞவாᾰகிᾺ பயᾹபᾌᾷத இயᾤகிᾹறᾐ. இᾹᾠ இᾸதிய ெமாழிகளி᾿ ᾙᾹனணியி᾿ இᾞᾰᾁΆ ஒᾞ 
விᾰகிᾺᾖᾊயாவாகᾷ தமி῁ விᾰகிᾺᾖᾊயா உ῀ளᾐ. தமி῁ விᾰகிᾺ ᾖᾊயாவி᾿ க᾵ᾌைரக῀ உᾞவாᾰᾁ 

வதிᾤΆ, பல᾽ ேச᾽Ᾰᾐ ᾂ᾵ᾌைழᾺபா᾿ ᾂ᾵டாசிாியᾺ பைடᾺபாக உ῀ளடᾰகᾱகைள வள᾽ᾷெதᾌᾺ 

பதிᾤΆ எதி᾽ெகாᾶட நᾹைமகைளᾜΆ சிᾰக᾿கைளᾜΆ விாிᾰᾁΆ ᾙᾹன᾽, விᾰகிᾺᾖᾊயாவி᾿ உ῀ள 
க᾵ᾌைரகளிᾹ சில எளிய தர அளᾪᾌக῀ பιறிᾰ ᾁறிᾺபிட᾿ ேவᾶᾌΆ. க᾵ᾌைரகைள ெவᾠΆ 
ஏιᾗெபιற (“official”)  “க᾵ᾌைர” எᾶணிᾰைகையᾰ கணᾰகி᾿ ெகாᾶடா᾿ தமி῁ விᾰகிᾺᾖᾊயா 
இᾸதிய ெமாழிகளி᾿ நாᾹகாவதாக உ῀ளᾐ (இᾸதி, ெதᾤᾱᾁ, மராᾷதி ஆகிய ெமாழிகᾦᾰᾁ அᾌᾷᾐ),  
ஆனா᾿ ᾁைறᾸதᾐ 200 எᾨᾷᾐகளாவᾐ (characters) உ῀ள க᾵ᾌைரக῀ எᾹᾠ பா᾽ᾷதா᾿ தமி῁ 
விᾰகிᾺᾖᾊயா இᾸதிᾰᾁ அᾌᾷᾐ இரᾶடாΆ நிைலயி᾿ உ῀ளᾐ. கைலᾰகளᾴசியᾷதிᾹ தரமானᾐ 
எᾶணிᾰைக, சராசாி ைப’᾵ அளᾫ (bytes), ெமாᾷத ைப’᾵ அளᾫ, க᾵ᾌைரயிᾹ நீளΆ 
ஆகியவனவιறி᾿ ம᾵ᾌΆ இ᾿ைல எᾹறாᾤΆ, இைவ அைனᾷதிᾤΆ தமி῁, இᾸதிய ெமாழிகளி᾿ ᾙத᾿ 
2-3 இடᾱகளி᾿ உ῀ளᾐ. இᾺபᾊயான “தர” அளᾪᾌகைள அ᾵டவைண-1 இ᾿ காணலாΆ (ேம 2010 
வைரயிலான தரᾫக῀).  

4. சிறᾺபான நᾹைமகᾦΆ எதி᾽ெகாᾶடசிறᾺபான நᾹைமகᾦΆ எதி᾽ெகாᾶடசிறᾺபான நᾹைமகᾦΆ எதி᾽ெகாᾶடசிறᾺபான நᾹைமகᾦΆ எதி᾽ெகாᾶட, ெகா῀ᾦΆ சிᾰக᾿கᾦΆெகா῀ᾦΆ சிᾰக᾿கᾦΆெகா῀ᾦΆ சிᾰக᾿கᾦΆெகா῀ᾦΆ சிᾰக᾿கᾦΆ:::: 
நᾹைமக῀: (1) தமி῁ எᾨᾷᾐ வரலாιறி᾿, பல நா᾵ᾊ᾿ வாᾨΆ தமிழ᾽க῀, ப᾿ேவᾠ வைகᾺப᾵ட 
ᾁᾨெமாழி (dialect), பᾶபா᾵ᾌᾺ பிᾹᾗலᾱக῀ உ῀ளவ᾽க῀, இᾺபᾊᾷ தாᾱகளாகேவ தᾹனா᾽வல᾽ 

களாக ஒᾹறிைணᾸᾐ ᾂ᾵டாக உைழᾷᾐ ஒᾞ ேகாᾊ ெசாιகᾦᾰᾁΆ ᾂᾌதலானவιறா᾿ உᾞவாᾰகிய 
31,000 க᾵ᾌைரக῀ ெகாᾶட ப᾿ᾐைற கᾞᾷᾐக῀ சா᾽Ᾰத ஒᾞ ெபாᾐ கைலᾰகளᾴசியΆ உᾞவாᾰகியᾐ 
ᾙதᾹ ᾙைற. ᾂ᾵டாசிாிய ᾙயιசிகளி᾿, அᾐᾫΆ விᾰகிᾺᾖᾊயா ேபாᾹற யாᾞΆ பᾱᾁெகா῀ளᾰᾂᾊய 
ஒᾞ ᾙயιசியி᾿, வள᾽ᾙகமான இῂ வைகயான வள᾽ᾲசி ஏιப᾵டᾐ ᾁறிᾺபிடᾷதᾰகᾐ.  (2) அபிதான 
ேகாசΆ, அபிதான சிᾸதாமணி, 1960களி᾿ உᾞவான தமி῁ᾰகைலᾰகளᾴசியΆ ᾙத᾿ அᾶைமயி᾿ 
ெவளியான பிாி᾵டானிகா தகவ᾿ களᾴசியΆ, தᾴசாᾬ᾽ தமி῁Ὰ ப᾿கைலᾰகழகΆ ெவளியி᾵ட 34 
ெதாᾁதிக῀ ெகாᾶட அறிவிய᾿, வா῁விய᾿ கைலᾰகளᾴசியΆ வைர ᾁைறᾸதᾐ 20 தமி῁ᾰகைலᾰ 

களᾴசியᾱக῀ சிறிᾐΆ ெபாிᾐமாᾼ அᾲசி᾿ ெவளிவᾸᾐ῀ளன [9]. ஆனா᾿ தமி῁ விᾰகிᾺᾖᾊயாவி᾿, 

தகவ᾿க῀ உடᾔᾰᾁடᾹ இᾹைறயநிைல ஆᾰகᾺப᾵ᾌ வழᾱᾁவேதாᾌ, பிற ெமாழி கைலᾰ 

களᾴசியᾱகேளாᾌ உடᾔᾰᾁடᾹ ஒᾺபிடᾰᾂᾊயதாகᾫΆ உ῀ளᾐ. இᾐ இைணயᾷதி᾿ கிைடᾰகᾰ 
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ᾂᾊய இலவச கைலᾰகளᾴசியமாக, யாᾞΆ ெதாᾁᾰகᾂᾊயதாகᾫΆ உ῀ளᾐ. (3) பிற ெமாழி விᾰகிᾺ 

ᾖᾊயாᾰகளி᾿ (எ.கா: ஆᾱகிலΆ) திᾞᾷᾐவதிᾤΆ ெதாᾁᾺபதிᾤΆ ப᾿ேவᾠ கᾌΆ கᾞᾷᾐᾺ 
ேபாரா᾵டᾱக῀ (எதி᾽-எதி᾽ திᾞᾷதΆ/ெதாᾁᾺᾗக῀ edit wars) நிக῁வᾐΆ சிᾠபாᾹைமயான 
க᾵ᾌைரகளி᾿ உᾶᾌ. ஆனா᾿ அைவ தமி῁ விᾰகிᾺᾖᾊயாவி᾿ மிகᾫΆ ᾁைறவாகேவ நிக῁Ᾰᾐ῀ளன. 
தமி῁ விᾰகிᾺᾖᾊயாவி᾿ நிக῁Ᾰத கᾞᾷᾐ உறவா᾵டᾱக῀ மிக மிகᾺ ெபᾞΆபாᾤΆ வள᾽ᾙகமாகேவ 
நிக῁Ᾰᾐ῀ளன. இைவ விᾰகிᾺᾖᾊயாவிᾹ ஐᾸᾐ ெபᾞΆ ᾑᾶக῀ எᾹᾔΆ ெகா῀ைகᾺபᾊ 
(http://en.wikipedia.org/wiki/Wikipedia:Five_pillars) மிகᾺெபᾞΆபாᾤΆ நடᾸᾐ῀ளன. (4) 

இᾐவைர தமிழி᾿ எᾱᾁΆ பதிவாகாத கᾞᾷᾐக῀ ப᾿லாயிரᾰகணᾰகி᾿ சிறிᾐΆ ெபாிᾐமாக பதிவாகி 
உ῀ளன. சில கᾞᾷᾐக῀ உலகி᾿ ெவளிᾺப᾵டᾫடᾹ உடᾔᾰᾁடᾹ கைலᾰகளᾴசிய ேநாᾰகி᾿ 
பதிவாகி உ῀ளன (எ.கா: நிைனᾫெகா῀ மிᾹதைட (memristor)). சில கᾶᾌபிᾊᾺᾗக῀ ஆᾱகில 
விᾰகிᾺᾖᾊயாவிேலா பிற ெமாழி விᾰகிᾺᾖᾊயாᾰகளிேலா பதிவாᾁΆ ᾙᾹனேம தமி῁ விᾰகிᾺ 

ᾖᾊயாவி᾿ பதிவாகி உ῀ளன. (5) ஆயிரᾰகணᾰகான ᾗதிய கைலᾲெசா᾿லாᾰகᾱக῀ இய᾿ ᾇழᾢ᾿ 
உᾞவாᾰகிᾺ பயᾹபᾌᾷதᾺ ப᾵ᾌ῀ளன. (6) தமி῁ நா᾵ᾊ᾿ சில ப῀ளிகளிᾤΆ மாணவ᾽க῀ பாட 
ேநரᾷதி᾿ தமி῁ விᾰகிᾺᾖᾊயாைவᾺ பா᾽ᾷᾐᾺ பயᾹெகா῀ᾦகிறா᾽க῀ எᾹᾠ அறிᾸᾐ இᾹᾔΆ 
ெபாᾠᾺபாக விᾰகிᾺᾖᾊய᾽க῀ பᾱகளிᾰகிறா᾽க῀. (7) தமி῁ விᾰகிᾺᾖᾊயா உᾞவாᾰᾁΆ ᾇழᾢ᾿ ᾗதிய 
அறிᾫசா᾽Ᾰத, ᾂ᾵ᾌைழᾺபானᾐ உறவா᾵டᾷதி᾿ ᾗதிய விᾨமிய வள᾽ᾙக நிைலக῀ எ᾵ட வாᾼᾺᾗ 
அளிᾷதᾐ. ெதாழி᾿ᾒ᾵பᾷேதாᾌ ᾁᾨ, ᾁᾙக (சᾚக) உறவா᾵ட, ஒᾷᾐைழᾺᾗᾺ பழᾰகᾱகᾦΆ 
அலசᾺபᾌΆ ஒᾞ கᾞᾷதாக பிறெமாழி விᾰகிகᾦΆ உ῀ளᾐ.  

சிᾰக᾿க῀: (1) விᾰகி ெதாழி᾿ᾒ᾵பΆ எளிேத ஆயிᾔΆ, தமி῁ அறிᾸதவ᾽களி᾿ பலᾞΆ இᾹனᾙΆ 
தமிழி᾿ கணினிவழி தமிழி᾿ உ῀ளீᾌ ெசᾼயᾺ பழகவி᾿ைல. (2) ஏறᾷதாழ 10,000 தமி῁ வைலᾺ 

பதிவ᾽க῀ இᾞᾸத ேபாᾐΆ, அவ᾽களி᾿ பலᾞΆ அலᾱகார நைட இᾹறி, ெபாᾐவாக நᾌநிைல நிᾹᾠ 
கᾞᾷைத நᾌவாக ᾙᾹ ைவᾷᾐ க᾵ᾌைர நைடயி᾿ எᾨᾐவதி᾿ ேபாதிய ப᾵டறிᾫ இ᾿ைல, அ᾿லᾐ 
ஆ᾽வᾙடᾹ ᾙᾹவᾞவதி᾿ைல. தமி῁ விᾰகிᾺᾖᾊயா ஆ᾽வல�க῀ தᾞΆ பயிιசிᾺ ப᾵டைறகளிᾤΆ இᾐ 
பιறி அதிகΆ பயிιசி அளிᾰகவி᾿ைல. ெபாᾐவாக ந᾿ல ெமாழி நைட பιறிய ேபாதிய விழிᾺᾗண᾽ᾫ 
இ᾿ைல. (3) யாᾞΆ ெதாᾁᾰகᾂᾊய கைலᾰகளᾴசியΆ எᾹபதா᾿, இதி᾿ தᾞΆ கᾞᾷᾐ கᾦᾰᾁΆ 
தகவ᾿கᾦᾰᾁΆ ேபாதிய ᾐ᾿ᾢயமான சாᾹᾠேகா῀க῀ தரேவᾶᾌΆ எᾹᾔΆ பாிᾸᾐைர இᾹᾔΆ 
பரவலாக எᾌபடவி᾿ைல. ஆனா᾿ இᾷேதைவகைளᾲ ᾆ᾵ᾌΆ ᾁறிᾲெசா᾿ (tag, flag) இᾌΆ வசதி 
இᾷெதாழி᾿ᾒ᾵பᾷதி᾿ இᾞᾺபதா᾿, ᾙᾹேனற வழிகᾦΆ உ῀ளன. (4) தᾹனா᾽வல᾽களா᾿ 
ெதாᾁᾰகᾺபᾌவதா᾿, சீராக எ᾿லா தைலᾺᾗகளிᾤΆ க᾵ᾌைரக῀ எᾨதᾺபᾌவதி᾿ைல. எᾌᾷᾐᾰ 

கா᾵டாக திைரᾺபட நᾊக நᾊைகக῀ மீᾐ ஆ᾽வΆ உ῀ளவ᾽ அᾐ பιறிேய நிைறய எᾨதᾰᾂᾌΆ, 

ஆனா᾿ ேநாப᾿ பாிᾆ ெபιறவ᾽கைளᾺ பιறிேயா அவ᾽க῀ கᾶᾌபிᾊᾺᾗக῀ பιறிேயா அதிகΆ எᾨதᾺ 

படாம᾿ இᾞᾰகலாΆ. (5) தமிழ᾽களிᾹ ெமாழிᾺ பயᾹபா᾵ᾊ᾿ ெபாᾐவாக இலᾱைகᾷ தமிழ᾽கᾦᾰᾁΆ 
தமி῁நா᾵ᾌᾷ தமிழ᾽கᾦᾰᾁΆ இைடேய பல இடᾱகளி᾿ ᾁறிᾺபிடᾷதᾰக ேவᾠபாᾌக῀ இᾞᾰகிᾹறன. 
இைவ இரᾶᾌ வைகயானைவ ஒᾹᾠ ெசா᾿வழᾰᾁக῀, எᾨᾷᾐ நைட ᾙதலானைவ, மιறᾐ ஆᾱகிலΆ 
ேபாᾹற பிறெமாழிᾲ ெசாιகைளᾷ தமிழி᾿ ஒᾢெபய᾽ᾰᾁΆ ெபாᾨᾐ ஏιபᾌΆ ெபᾞΆ மாᾠபாᾌ. எ.கா 
Toronto எᾹᾔΆ ெசா᾿ைல யா῁Ὰபாணᾷ தமிழ᾽க῀ ெராறᾹேரா எᾹᾠΆ தமி῁நா᾵ᾌᾷ தமிழ᾽க῀ 
ெடாரᾶேடா எᾹᾠΆ எᾨᾐத᾿. (இᾺபᾊயான ᾆழ᾿களி᾿ இரᾶைடᾜΆ வழᾱᾁவᾐΆ, ேதᾌேவா᾽ 
சாியான க᾵ᾌைரைய அைடᾜமாᾠΆ வசதிக῀ ெசᾼயᾺப᾵ᾌ῀ளன). இலᾱைகயிᾤΆ தமி῁நா᾵ᾊᾤΆ 
பாடᾓ᾿களி᾿ வழᾱᾁΆ ெசாιக῀ பல இடᾱகளி᾿ மாᾠபᾌவைதᾜΆ இேத ᾙைறயி᾿ தீ᾽ᾰகᾺ 

பᾌகிᾹறᾐ. (6) ெசாιக῀, ெமாழிநைட, எᾨᾷᾐᾺ ெபய᾽Ὰᾗ ஆகிய பலவιைறᾺ பιறிᾜΆ மிகᾺபல 
ேநரᾱகளி᾿ சீ᾽ைம ேநாᾰகிேயா, எᾐ “சாி” எᾹᾔΆ ேநாᾰகிேலா எᾨΆ எதி᾽-எதி᾽ கᾞᾷᾐக῀ 
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சிᾰக᾿கைள எᾨᾺபிᾜ῀ளன,. ஆனா᾿ அைவ நᾌநிைல நிᾹᾠ எதிராளிையᾺ ᾗாிᾸᾐெகாளᾫΆ, ெபாᾐ 
நᾹைமகᾞதி இணᾰக ᾙᾊᾫக῀ எᾌᾰக ᾙᾊᾸதᾐΆ ஒᾞ ᾗதிய விழிᾺᾗண᾽ᾫ ஏιபᾌᾷதியᾐ.  

கைலᾰகளᾴசிΆ அ᾿லாத விᾰகி ெதாகைலᾰகளᾴசிΆ அ᾿லாத விᾰகி ெதாகைலᾰகளᾴசிΆ அ᾿லாத விᾰகி ெதாகைலᾰகளᾴசிΆ அ᾿லாத விᾰகி ெதாழி᾿ᾒ᾵பᾷதிᾹ பயᾹக῀ழி᾿ᾒ᾵பᾷதிᾹ பயᾹக῀ழி᾿ᾒ᾵பᾷதிᾹ பயᾹக῀ழி᾿ᾒ᾵பᾷதிᾹ பயᾹக῀:::: 
உ῀ளடᾰக உᾞவாᾰகΆ எᾹᾔΆ அளவி᾿ பிற பயᾹபாᾌகᾦΆ இைதᾺ ேபாᾹறேத எᾹறாᾤΆ ப῀ளிᾺ 
பாடᾱக῀ ᾙத᾿, உயராᾼᾫᾰ க᾿வி வைர பாடᾱகᾦΆ ப᾿ேவᾠ அறிᾫᾷ ெதாᾁᾺᾗᾰᾦᾰᾁΆ பயிιசி 
கᾦᾰᾁΆ இᾷ ெதாழி᾿ᾒ᾵பΆ பயᾹபᾌΆ. ᾙதᾹ ᾙைறயாக பᾹ ெமாழி அகரᾙதᾢ தமி῁ விᾰசனாி 
எᾹᾠ விᾰகிᾺᾖᾊயாவிᾹ உறᾫᾷதி᾵டமாக உ῀ளᾐ. உலக ெமாழிகளி᾿ ᾙத᾿ 10 ெமாழிகளி᾿ 
ஒᾹறாகᾷ தமி῁ விᾰசனாி உ῀ளᾐ (http://meta.wikimedia.org/wiki/Wiktionary#Statistics அᾎகᾺ 

ப᾵ட நா῀ ஏᾺபிர᾿ 30, 2011). இᾐ தவிர, மᾞᾷᾐவΆ ச᾵டΆ, ஆ᾵சி ஆவணᾱக῀, ெபாறியிய᾿ 
ைகேயᾌக῀ ேபாᾹற, பல வைகயான பயᾹபா᾵ᾌகᾦᾰᾁΆ இᾷ ெதாழி᾿ᾒ᾵பΆ பயᾹபᾌΆ. 

இᾱᾁ கᾞᾷதி᾿ எᾌᾷᾐᾰெகா῀ளᾺபடாதைவ சில: ஏᾹ ᾂ᾵டாசிாியᾺ பைடᾺᾗ ᾙᾰகியΆ? (பல᾽ 
பᾱகளிᾺபதா᾿ கᾞᾷᾐக῀ ெசΆைமயாக பைட�க	ப4கிᾹறனவா, அ,ல: ெகᾌகிᾹறனவா?) [12]. 

ச᾵டᾺபᾊ எழᾰᾂᾊய எᾨᾷᾐ உாிமA சி�க, ஏᾐΆ உ῀ளனவா? பைடᾷதவᾞᾰᾁᾺ ேபாதிய நிைறᾫ 
ஏιபᾌகிᾹறதா? வள᾽ᾙகமாகᾲ அᾔᾁவதி᾿ ேமலாᾶைம ெசᾼவதி᾿ ஏιபடᾰᾂᾊய சிᾰக᾿க῀ 
(ᾁᾨᾰகளாக பிாிᾸᾐ வள᾽ᾲசிையᾷ தᾌᾰகᾂᾊய வாᾼᾺᾗᾰᾂᾠக῀) யாைவ? ெம᾵காஃῂ விதிேபா᾿ 
(Metcalfe's law) பல᾽ பயᾹபᾌᾷᾐவதா᾿ பயᾹ ᾂᾌகிᾹறதா? (இைணᾰகᾺப᾵டவ᾽களிᾹ 
எᾶணிᾰைகயிᾹ இᾞபᾊய மதிᾺபா?) ᾙதᾢயன இᾱᾁ கᾞதᾺபடவி᾿ைல. 

அ᾵டவைணஅ᾵டவைணஅ᾵டவைணஅ᾵டவைண----1:      ேம 2010 தர அளᾪᾌக῀ ஒᾺᾖᾌ - இᾸதிய ெமாழிக῀ 

ᾐைணᾓ᾿ᾐைணᾓ᾿ᾐைணᾓ᾿ᾐைணᾓ᾿, ஆவணᾺ ப᾵ᾊயᾤΆஆவணᾺ ப᾵ᾊயᾤΆஆவணᾺ ப᾵ᾊயᾤΆஆவணᾺ ப᾵ᾊயᾤΆ ᾁறிᾺᾗகᾦΆ ᾁறிᾺᾗகᾦΆ ᾁறிᾺᾗகᾦΆ ᾁறிᾺᾗகᾦΆ:::: 
1. Investigators, The Gusto (1993). "An International Randomized Trial Comparing Four 

Thrombolytic Strategies for Acute Myocardial Infarction". The New England Journal of Medicine 
329 (10): 673. doi:10.1056/NEJM199309023291001. PMID 8204123 

2. Collaboration, The Atlas; Aad, G; Abat, E; Abdallah, J; Abdelalim, A A; Abdesselam, A; Abdinov, 
O; Abi, B A et al. (2008). "The ATLAS Experiment at the CERN Large Hadron Collider". Journal 
of Instrumentation 3 (08): S08003. doi:10.1088/1748-0221/3/08/S08003. 

3. http://users.soe.ucsc.edu/~ejw/collab/ 

4. wiki, ஆᾰ◌ஃᾆேபா᾽ᾌ ஆᾱகில அகராதி (OED), ᾚᾹறாΆ பதிᾺᾗ, 2006; Third edition, December 
2006; online version March 2011. http://www.oed.com:80/Entry/267577 ;  

5. சிΆமி ேவ᾿ᾆ (Jimmy Wales), லாாி சாᾱக᾽ (Larry Snger) ஆகிய இᾞவᾞΆ இலாப ேநாᾰகιற 
விᾰகிᾺᾖᾊயாைவ நிᾠῂΆ ᾙᾹ, நிᾝᾺᾖᾊயா (Nupedia) எᾹᾔΆ ᾙயιசி 2000 இ᾿ ெதாடᾱகி 
அதிகΆ ெவιறி ெபறவி᾿ைல. 1999 இ᾿ மா᾽ᾰᾁ ᾂசிடா᾿ (Mark Guzidal) எᾹபவ᾽ விᾰகிᾷ 
ெதாழி᾿ᾒ᾵பᾷைதᾰ ெகாᾶᾌ ேகாெவᾺ (CoWeb) எᾹபைத நிᾠவினா᾽.   

6. http://stats.wikimedia.org/reportcard/ 

7. http://ta.wikipedia.org/wiki/தமி῁_விᾰகிᾺᾖᾊயா 

8. ேதனி. எΆ. ᾆᾺபிரமணி, தமி῁ விᾰகிᾺᾖᾊயா, மணிவாசக᾽ பதிᾺபகΆ ெவளிᾛᾌ, நவΆப᾽ 2010.. 

9. http://ta.wikipedia.org/தமி῁ᾰ_கைலᾰகளᾴசியᾱக῀ 

10. Leuf, B, Cunningham, W, The Wiki Way. Quick Collaboration on the Web. Addison-Wesley, 
Bostron, 2001. 

11. Bordin Sapsomboon, Restiani Andriati, Linda Roberts and Michael B. Spring, “Software to Aid 
Collaboration: Focus on Collaborative Authoring” 

12. Dillon A. How Collaborative is Collaborative Writing? An Analysis of the  Production of Two 
Technical Reports., pages 69--86. Springer-Verlag, London, 1993.  
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கைலᾰகளᾴசியΆ  ஆᾁΆ. இᾐ ஓ᾽ பᾹெமாழி பᾔவ᾿கைள  உ῀ளடᾰகியதாᾁΆ.  இᾸநிᾠவனΆ தமி῁ 
இலᾰகியᾱகளிᾹ சிறᾺᾗᾰகைள பைறசாιᾠΆ வைகயி᾿ சᾱக  இலᾰகியΆ ᾙத᾿ தιகால இலᾰகியΆ 
வைரயிலான கᾞᾷᾐᾰகைளᾷ ெதாᾁᾷதளிᾷᾐ῀ளᾐ  சிறᾺபிιᾁாியனவாᾁΆ. விᾰகிᾖᾊயா, ᾙதιபᾰகΆ, 

சᾙதாய வைலவாச᾿, நடᾺᾗ நிக῁ᾫக῀, அᾶைமய மாιறᾱக῀, ஏதாவᾐ ஒᾞ க᾵ᾌைர, உதவி 
நᾹெகாைடக῀, ᾑதரகΆ ேபாᾹற உ᾵பிாிᾫகளி᾿  அைமᾸᾐ῀ளன.  தமி῁ அறிவிய᾿ ᾗவியிய᾿  
பᾶபாᾌ, கணிதΆ, சᾚகΆ, வரலாᾠ, ெதாழி᾿ᾒ᾵பΆ, நப᾽க῀ ேபாᾹற தைலᾺᾗகளி᾿ அகர 

வாிைசᾺபᾊ ெசᾼதிகைள உ῀ளடᾰகிᾜ῀ளᾐ.  நடᾜᾷ நிக῁ᾫக῀ மιᾠΆ விᾰகிᾖᾊய᾽ அறிᾙகΆ 
ேபாᾹற ெசᾼதிக῀ ᾙதιபᾰகᾷதி᾿ இடΆெபιᾠ῀ளன.  

கணிᾺெபாறிᾷதமிழிᾹ அவசியΆகணிᾺெபாறிᾷதமிழிᾹ அவசியΆகணிᾺெபாறிᾷதமிழிᾹ அவசியΆகணிᾺெபாறிᾷதமிழிᾹ அவசியΆ:::: 

ஆᾼᾫ ேநாᾰகி᾿ ஆராᾜΆ ஆᾼவாள᾽ மιᾠΆ தமி῁ ஆ᾽வள᾽கᾦᾰᾁ எᾶணιற ஆᾼᾫகளᾷதிைன 
விᾰகிᾖᾊயா அளிᾷᾐ῀ளᾐ. இᾷதைகய சிறᾺᾗ மிᾰக தமி῁ இலᾰகிய கᾞᾷᾐᾲ ெசறிவிைன சில᾽ 
ம᾵ᾌேம பயᾹபᾌᾷᾐகிᾹறன᾽.ᾁறிᾺபாக சில மாணவ᾽க῀ இணயᾷதி᾿ தமி῁ பιறிய ெசᾼதிகைள 
அறியாதவ᾽களாகேவ உ῀ளன᾽. இᾰᾁைறயிைன நீᾰக மாணவ᾽கᾦᾰᾁ 'கணிᾺெபாறிᾷதமி῁ 
''இைணயᾙΆ தமிᾨΆ' அவசியமாᾁΆ. அᾺபாடᾷதி᾵டΆ ᾓ᾿வழிᾰ கιற᾿ ம᾵ᾌமிᾹறி, ெசய᾿வழிᾰ 
கιறᾤᾰᾁ ᾙᾰகியᾷᾐவΆ அளிᾷத᾿ேவᾶᾌΆ. விᾰகிᾖᾊயா, 'நீᾱகᾦΆ எᾨதலாΆ' பᾁதியி᾿ 
எᾶணιற தைலᾺபிᾹ கீ῁ க᾵ᾌைரகைள ேவιகிᾹறᾐ. ஆராᾼᾸᾐ க᾵ᾌைரகைள சம᾽பிᾰக, 

ெசய᾿வழிᾰ கιற᾿ ᾙைற மிகᾫΆ பயᾔ῀ளதாக அைமᾜΆ. 

தமி῁ இலᾰகணᾺ பᾁᾺᾗதமி῁ இலᾰகணᾺ பᾁᾺᾗதமி῁ இலᾰகணᾺ பᾁᾺᾗதமி῁ இலᾰகணᾺ பᾁᾺᾗ:::: 

விᾰகிᾖᾊயாவி᾿ தமி῁ இலᾰகணΆ பιறிய ெசᾼதிக῀ சிறᾺபாக இடΆ ெபιᾠ῀ளன. இᾞᾸதேபாதிᾤΆ, 

ெதா᾿காᾺபியΆ, இைறயனா᾽ அகᾺெபாᾞ῀, அவிநயΆ, ேபாᾹற 53 இலᾰகண ᾓ᾿களிᾹ அறிᾙகΆ 
ம᾵ᾌமிᾹறி அவιறிைன பᾁᾺᾗ ᾙைறயி᾿ ெகாᾌᾷதிᾞᾸதா᾿, இலᾰகணΆ ᾆைமயானதாக அᾹறி, 
ᾆைவயானதாகᾰ கᾞதᾺபᾌΆ. எ.கா᾵டாக, ெதா᾿காᾺபியΆ  

எᾨᾷᾐ ெசா᾿ ெபாᾞ῀  

அகΆ ᾗறΆ ெசᾼᾜ῀ உவைம 

அணி, அலᾱகாரΆ 

தᾶᾊயலᾱகாரΆ, மாறᾹ அலᾱகாரΆ ᾙதᾢயன 

இைறயானா᾽ அகᾺெபாᾞ῀ ᾗறᾺெபாᾞ῀ெவᾶபாமாைல, யாᾺᾗ  

தமி῁ ெநறி ᾙதᾢயன யாᾺெபᾞᾱகலΆ  

யாᾺெபᾞᾱகாாிைக பா᾵ᾊய᾿,ெவᾶபா᾵ᾊய᾿, ᾙதᾢயன  
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ெசῂவிய᾿ இலᾰகியΆெசῂவிய᾿ இலᾰகியΆெசῂவிய᾿ இலᾰகியΆெசῂவிய᾿ இலᾰகியΆ:::: 

விᾰகிᾖᾊயாவி᾿ தமி῁ இலᾰகியΆ பιறிய ெசᾼதிக῀ மிகᾫΆ சிறᾺபாக இடΆ ெபιᾠ῀ளன. இᾞᾸத 
ேபாதிᾤΆ ெசῂவிய᾿ ᾓ᾿களான ெதா᾿கᾺபியΆ, எ᾵ᾌᾷெதாைக, பᾷᾐᾺபா᾵ᾌ ᾙதᾢய 41 ᾓ᾿களிᾹ 
ெபய᾽கைள ᾁறிᾺபி᾵ᾌ, சிாிய᾽ ெபய᾽, பாட᾿ எᾶணிᾰைக, கᾞᾷᾐ ேபாᾹறவιைற உ῀ளடᾰகிய 
வாிைசᾺப᾵ᾊய᾿ இடΆ ெபιறிᾞᾷத᾿ இᾹᾔΆ சிறᾺᾗமிᾰகதாகᾰ கᾞதᾺபᾌΆ. 

எᾶணிᾰைக ᾓ᾿ ெபய᾽ ஆசிாிய᾽  பாட᾿களிᾹ எᾶணிᾰைக ஆைமயᾰகᾞᾷᾐஎᾶணிᾰைக ᾓ᾿ ெபய᾽ ஆசிாிய᾽  பாட᾿களிᾹ எᾶணிᾰைக ஆைமயᾰகᾞᾷᾐஎᾶணிᾰைக ᾓ᾿ ெபய᾽ ஆசிாிய᾽  பாட᾿களிᾹ எᾶணிᾰைக ஆைமயᾰகᾞᾷᾐஎᾶணிᾰைக ᾓ᾿ ெபய᾽ ஆசிாிய᾽  பாட᾿களிᾹ எᾶணிᾰைக ஆைமயᾰகᾞᾷᾐ 

ெதா᾿காᾺபியΆ ெதா᾿காᾺபிய᾽ 1610 தமிழாிᾹ ஒᾨᾰகΆ, பᾶபாᾌ, வா῁ᾰைக ᾙதᾢயவιைறᾺ 
பிரதிபᾢᾰᾁΆ கᾞᾷᾐᾰகᾞᾬலமாᾁΆ. 

1. இைறயனா᾽ அகᾺெபாᾞ῀ இைறயனா᾽ ------ தமிழாிᾹ ஒᾨᾰகΆ, பᾶபாᾌ, வா῁ᾰைக 
ᾙதᾢயவιைறᾺ பிரதிபᾢᾰᾁΆ  கᾞᾷᾐᾰ கᾞᾬலமாᾁΆ. 

8. எ᾵ᾌᾷெதாைக ஆசிாிய᾽ பல᾽ 2348 அகΆ மιᾠΆ ᾗற வா῁ᾰைகைய ெவளிᾺபᾌᾷᾐவᾐ 10. 

பᾷᾐᾺபா᾵ᾌ சிாிய᾽ பல᾽  3552 அகΆ மιᾠΆ ᾗற வா῁ᾰைகைய ெவளிᾺபᾌᾷᾐவᾐ 

18. பதிெனᾶகீ῁கணᾰᾁ ஆசிாிய᾽ பல᾽  3254 மᾰகᾦᾰᾁ ேதைவயான கᾞᾷᾐᾰகைள வᾢᾜᾞᾷᾐவᾐ. 

1 சிலᾺபதிகாரΆ இளᾱேகாவᾊக῀ 5001 (அᾊக῀) 'அரசிய᾿ பிைழᾷேதா᾽ᾰᾁ அறΆ ᾂιறாவᾐΆ 
உைரசா᾿ பᾷதினிᾰᾁ உய᾽Ᾰேதா᾽ ஏᾷதᾤΆ ஊ῁விைன உᾞᾷᾐ வᾸᾐ ஊ᾵ᾌΆ' எᾹபைத 
வᾢᾜᾠᾷத᾿. 

1 மணிேமகைல சீᾷதைலᾲசாᾷதனா᾽ 4286(அᾊக῀) ' உᾶᾊ ெகாᾌᾷேதா᾽ உயி᾽ ெகாᾌᾷேதாேர' 

தமி῁ இலᾰகியᾷதிᾹ தனிᾷதᾹைமக῀தமி῁ இலᾰகியᾷதிᾹ தனிᾷதᾹைமக῀தமி῁ இலᾰகியᾷதிᾹ தனிᾷதᾹைமக῀தமி῁ இலᾰகியᾷதிᾹ தனிᾷதᾹைமக῀:::: 

ஒᾞ ெமாழிைய ெசΆெமாழியாக ஏιᾠᾰெகா῀ள ேவᾶᾌெமனி᾿, அதιᾁ 11 தᾁதிக῀ இᾞᾰகேவᾶᾌΆ 
எᾹᾠ ெமாழி இய᾿ வ᾿ᾤன᾽க῀ வைரயைற ெசᾼᾐ῀ளன᾽. அைவ (1)ெதாᾹைம, (2) தனிᾷதᾹைம  
(3)ெபாᾐைமᾺபᾶᾗ (4)நᾌᾫ நிைலைம (5)தாᾼைமᾷதᾹைம (6)பᾶபாᾌ, கைல,ப᾵டறிᾫ ெவளிᾺபாᾌ 
(7) பிறெமாழி கலᾺபி᾿லா தனிᾷதᾹைம (8) இலᾰகிய வளΆ (9) உய᾽ சிᾸதைன (10)கைல, இலᾰகியᾷ 
தனிᾷதᾹைம ெவளிᾺபாᾌ (11)ெமாழி ேகா᾵பாᾌ. 

உலகி᾿ பழΆெபᾞΆ ெமாழிகளாக அைடயாளΆ காணᾺப᾵ᾌ῀ள எᾸத ஒᾞ ெமாழிᾰᾁΆ 
ெசΆெமாழிᾰᾁாிய இᾸத 11 தᾁதிகᾦΆ ᾙᾨைமயாக இ᾿ைல. சமῄகிᾞதᾷᾐᾰᾁ 7 தᾁதிகᾦΆ 
இலᾷதிᾹ மιᾠΆ கிேரᾰக ெமாழிகᾦᾰᾁ 8 தᾁதிகᾦΆ ம᾵ᾌேம உ῀ளன எᾹபᾐ அறிஅ᾽க῀ கᾞᾷᾐ. 
நΆ தமி῁ ெமாழிᾰᾁ ம᾵ᾌேம ெசΆெமாழிᾰகான தᾁதிக῀ 11-Ά ᾙᾨைமயாக உ῀ளன. ேம᾿ நா᾵ᾌ 
ெமாழியிய᾿ வ᾿ᾤன᾽க῀ வᾁᾷதெமாழிᾷதᾁதிக῀ நΆᾙைடய தமி῁ ெமாழிᾰᾁ ᾙᾨவᾐமாக 
ஒᾷᾐᾺேபாவᾐ மிகᾺெபாிய வரலாιᾠ உᾶைமயாᾁΆ. 

அறிவிய᾿, ᾗவியிய᾿,பᾶபாᾌ, கணிதΆ, சᾚகΆ, வரலாᾠ, ெதாழி᾿ᾒ᾵பΆ, நி᾽வாகΆ  ேபாᾹற 
பிறᾐைறக῀ தமி῁ இலᾰகண, இலᾰகியᾱகளி᾿ ெபாதிᾸᾐ῀ளன.அவιைற ெவளிᾰெகாணᾞத᾿ 
மிகᾫΆ சிறᾺபானதாᾁΆ. 

எ.கா. எᾸத ெமாழியிᾤΆ இ᾿லாத கணித எᾶக῀ தமி῁ ெமாழியி᾿ இடΆ ெபιᾠ῀ளன.(க-1, உ- 2...) 

இᾸத எᾶᾎᾞᾰகைள கணிᾺெபாறியி᾿ உᾞவாᾰகினா᾿ சிறபபாக இᾞᾰᾁΆ. ெதா᾿காᾺபிய᾽ 
ெபᾞΆபலான அᾊகளி᾿ எᾶணிᾰைகைய ெவளிᾺபᾌᾷதிᾜ῀ளா᾽. 
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'ஆᾠதைலயி᾵ட அᾸநா᾿ ஐᾸᾐ' எᾹᾠ ெசᾼᾜ῀ உᾞᾺᾗகைள ᾁறிᾺபிᾌΆெபாᾨᾐ, 

நா᾿, ஐᾸᾐ 4 x 5= 20 

அᾠ தைலயி᾵ட அᾸநா᾿ ஐᾸᾐ-6+4x5=26. 

பாிபாடᾢᾹ அளவிைன எᾌᾷᾐைரᾰᾁΆேபாᾐ, 

அபாிபா᾵ெட᾿ைல 

நாᾣ᾽ ஐΆபᾐ உய᾽ᾗ அᾊயாக 

ஐ ஐᾸᾐ ᾁΆ இழிᾗ அᾊᾰᾁ எ᾿ைலஅ 

அதாவᾐ 4 x 2 x 50 = 400 அᾊ ேபெர᾿ைல. 

5 x 5 = 25 அᾊ சிιெற᾿ைலயாகᾫΆ வᾞΆ. 

இவιறிᾹ ᾚலΆ தமி῁ ெமாழியி᾿ கணிதΆ கலᾸதிᾞᾸதைத அறியᾙᾊகிறᾐ. 

தாவரவிய᾿ மιᾠΆ விலᾱகிய᾿ பιறிய ெசᾼதிைய அᾹேற ெதா᾿காᾺபிய᾽, 

'ᾗ᾿ᾤΆ மரᾔΆ ஓ᾽ அறிவினேவ' 

'நᾸᾐΆ ᾙரᾦΆ ஈ᾽ அறிவினேவ' 

'மᾰக῀ தாேம ஆறறிᾫ ஆயிேர 

பிறᾫΆ உளேவ அᾰகிைளᾺ பிறᾺேப' 

எனᾰ ᾁறிᾺபி᾵ᾌ῀ளா᾽. 

ᾙᾊᾫᾙᾊᾫᾙᾊᾫᾙᾊᾫ:::: 

ேதமᾐரᾷ தமிேழாைச உலகெம᾿லாΆ பரவ வழி ெசᾼதிட᾿ ேவᾶᾌΆ எᾹற பாரதியிᾹ 
கனᾫ,தᾹனலமιற விᾰகிᾖᾊயா ேபாᾹற நிᾠவனᾷதா᾿ நனவானᾐ. ேமᾤΆ தமி῁ சிறᾰக,தமி῁ 
மாணவ᾽க῀ 'நீᾱகᾦΆ எᾨதலாΆ' பᾁதியி᾿ தரமனான ெசᾼதிகைள பதிᾫ ெசᾼᾐ தமிழாிᾹ சிறᾸத 
பᾶபா᾵ைட உலகறிய ெசᾼயலாΆ. 
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E-Governance Activities in Tamil Nadu 
 

E.Iniya Nehru 
Senior Technical Director,  

National Informatics Centre Tamil Nadu State Centre, Chennai 

(E-mail:nehru@nic.in) 

 

A number of G2C services are being rendered electronically to the citizens through a single window 

mechanism.  The list includes different types of certificates such as Land Ownership Certificate, 

Community Certificate, Birth Certificate, Encumbrance Certificate and Nativity Certificate etc. along 

with other services such as Scholarship portals, permits, passes, licenses to name a few.  

The Major E-Governance Projects implemented recently are: 

Tamil Nadu – E-Services of Transport Department: 

A single portal which enables Citizens to file Learner’s License application online, Register their 

Grievances, know the Status of their redressal, Appointments to visit RTOs and Know their RTOs has 

been implemented. It also provides the facility to Dealers to file the New Vehicle Registration 

applications online, generation of Heavy Vehicle Training Course attended certificate online, filing of 

applications by the Financier for endorsement of Hire Purchase agreement and hire purchase 

Termination online.  1577 Driving Schools and 1307 Dealers have already enrolled. More than 1,10,000 

New Vehicle Registration applications, 60,000 Learner’s License applications are filed through this 

system and 15,000  Heavy Vehicle Training Course attended certificates are being generated through 

this system every Month. 

Tamil Nadu   - e-Services for Department of Commercial Taxes 

To facilitate  the  Dealers of Commercial Taxes the Government of TamilNadu provides the anytime 

anywhere services like Online filing of VAT returns, Online payment of Taxes with 5 different Banks , 

Online submission of Form-W refund Claims, Online filing of e-Request for saleable forms, Fast Track 

Clearance system at Checkpost and Online submission of New Registration application.  
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The system also provides the facility to all the Citizens to search on the commodity code, Tax Rate, 

TIN number, VAT clarifications, GO’s, Notifications and Circulars issued by the Government, contact 

Details, VAT Act , Rules and  Auction details. It helps the Department to monitor the status of Returns 

filed by the Dealers and also to identify the Non-filers. More than 3,10,000 Dealers are enabled for 

filing e-Returns online. As of now, average of 2,30, 000 Dealers  are filing their  Returns online every  

month.  More than 2 Crores of Sales and Purchase invoice data are being captured every month. More 

than Rs 1500 Crores of Taxes  per Month are being paid   through e-payment  through the 5 

Nationalized Banks. 
 

 

Tamil Nadu  - eDistrict : Scholarship System  

The Web based system implemented by the Government of TamilNadu, provides a facility for 

students to file application for scholarship online through their respective Institutions, as a first step 

towards bringing in transparency in the processing of the scholarship forms at various levels of the 

Government. The system has the necessary provision for requisite  backoffice work flow for 

processing the application. It facilitates quicker processing of scholarship applications of the 

student and also it provides the status of the scholarship application through the 

website/CSC/SMS to the students. Automatic SMS messaging services is also sent to individual 

students who have provided the mobile number in the scholarship application. 1200 institutions 

dealing with the Scholarship of the BC/MBC and 54 institutions for SC/ST students are making use of 
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this facility in the state. About 3.7 lakh students for BC&MBC and 2.45 lakh students for Adi Dravidar 

scholarship have applied so far.  
 

 
 

Tamil Nadu - Government e-Procurement System of NIC (GePNIC) 
 

The TamilNadu Government implemented the SKoch-Challenger 2000 and eIndia awarded GePNIC – 

the total automation of the process of physical tendering activity on internet in a faster, and secure 

environment adopting industry standard open technologies. It is highly generic in nature and can 

easily be adopted for all kinds of procurement activities such as Goods, Services & Works, by 

Government offices across the country. All the registered government departments on this application 

are double authenticated one with the Login-id and Password and other one with the Digital 

Signature Certificates and PIN for their ensured security transaction on the internet. The departments 

create Tender and Corrigendum and publish them on the site. Bidders bid against the eligible tender 

and bids are encrypted with the bid opener’s public key. The same bids are opened only by the Bid 

openers DSC.  

GePNIC has been implemented successfully in the State Governments of Orissa, Tamil Nadu, West 

Bengal, Uttar Pradesh, Haryana, Chandigarh UT Jharkhand, NICSI, Mahanadi Coalfields Limited 

(MCL) Orissa, PWD Punjab and Viskhapatnam Port Trust. It is also being implemented for 
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procurements under Pradhan Mantri Gram Sadak Yojana (PMGSY) of Rural Development Ministry in 

21 states, covering the North Eastern states. Around 52,080 tenders, worth over Rs 85,089 Crores, have 

been processed successfully from 2008 to February 2011 

 

 
 

Tamil Nadu – eDistrict  Project of Social Welfare Department 

An initiative of Social Welfare department covering 215 Citizen Service Centres and 10 Block Offices 

of the Pilot district of Krishnagiri District to provide five different services of interest to the citizens. 

Services of Marriage Assistance to Widow Daughter, Orphan Girls, Widow Remarriage, Inter Caste 

and Child protection scheme are some of the services one can avail through the registered CSCs or 

facilitation centres at Block/District/Taluk. Being a workflow based application the transparency in 

processing the application for the marriage assistance is provided to the  citizens who can verify the 

status of their submitted application using the ID number provided in the in the acknowledgement 

receipt of their application. Facility to provide the SMS messaging service to the citizens after the 

approval of their application is also implemented. More than 885 applications have been received to 

date and are in different stages of processing. 
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Tamil Nadu – Pregnancy and Infant Cohort Monitoring & Evaluation System 

An Online monitoring system that helps to monitor the health status of Pregnant Women registered 

with any PHC in the rural  areas of Tamil Nadu has been successfully implemented from 2008 across 

1500+ PHCs. All the 385 Block Medical Officers and 42 District Health Officers are making use of the 

system for the effective monitoring of the PHCs in monitoring the health conditions of the Pregnancy 

women and Infant cohort. More than 28 lakh records of Ante Natal checkup details are maintained. 

The system captures the details of the pregnant women at various stages like ante-natal care, delivery, 

post-natal care etc. Similarly it captures details of infants like growth, immunization etc.  
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Tamil Nadu – Technical Institutions e-Governance Portal for Directorate of 

Technical Education 

To enable the Citizens to get basic details of all the 430+ Polytechnic Colleges and 450+ Engineering 

Colleges and to enable the Diploma Students studying in these Polytechnic Colleges to know the 

Attendance details and Semester Examination results for the current Academic Year, this web 

application was designed and hosted by the the DoTE of Government of Tamil Nadu. This portal has 

3 different sections for the Citizen, for the Polytechnic Colleges and for the Student of Polytechnic 

Colleges to get to know the entire details of their interest of Polytechnic and Engineering colleges. 

Institutions and DoTE are provided with the staff profile and institution profile of all the institutions. 

More than 5.45 lakh of citizens visited the site from its launch in March 2010.  
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National Informatics Centre has been providing informatics support to Central Ministries, State 

Government and District Administration. E-Governance initiatives have already made a large impact 

in various sectors including agriculture, rural development, judiciary, health, education, transport and 

administration.  
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New Media and Tamil - using softwares, tools  

and  Technology 

தமி῁ மιᾠΆ ᾗதிய ஊடகΆதமி῁ மιᾠΆ ᾗதிய ஊடகΆதமி῁ மιᾠΆ ᾗதிய ஊடகΆதமி῁ மιᾠΆ ᾗதிய ஊடகΆ ---- ெசயᾢக῀ெசயᾢக῀ெசயᾢக῀ெசயᾢக῀, ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀, ெதாழி᾿ᾒ᾵பΆ பயᾹபாᾌெதாழி᾿ᾒ᾵பΆ பயᾹபாᾌெதாழி᾿ᾒ᾵பΆ பயᾹபாᾌெதாழி᾿ᾒ᾵பΆ பயᾹபாᾌ 

 

S. Gunasegaran 

New Media Trainer 

ACTA Trainer (Singapore WDA Approved), 2D animator/3D visual specialist 

Temasek Polytechnic, Singapore 
Abstract 

Recent developments in new media and Tamil computing have changed the overview of creating 
Tamil contents and engaging applications especially using revolutionary iphone and ipad technology. 
The Internet has brought the world closer and helped creative industries to make realistic 
achievements in the e-learning environment   As with introduction of Unicode and technical 
capabilities to include Tamil as part of iPhone and iPad, the teaching and learning approaches are 
changing. 

This paper looks into ways to create engaging contents, using digital music, animation and high 
definition audio and videos. It will showcase the usage of new learning environment using Adobe, 
Toon Boom, Second Life, Blackboard, Moodle and Eon Reality to engage with new Tamil around the 
globe. It will also examine the need to create more digital games and tools to address the learning 
needs of young learners ofTamils, It will focus on using blogging, wiki,  chatting and tweeting to 
promote the language effectively. 

ெதாடᾰகΆெதாடᾰகΆெதாடᾰகΆெதாடᾰகΆ 

காலᾷைத ெவᾹᾠ நிιᾁΆ ெசΆெமாழியான தமி῁ெமாழி,இᾸᾓιறாᾶᾊᾹ  விᾴஞான ᾗர᾵சியி᾿ 
தனᾐ பிΆபᾱகைளᾺ பிரதிபᾢᾰகᾷ தவறவி᾿ைல. ஓைலᾲᾆவᾊகளி᾿ ெதாடᾱகிய தமி῁ ெமாழியிᾹ 
பாிணாமΆ,ெநாᾊெபாᾨதி᾿ நாΆ வாᾨΆ உலைக விர᾿ ᾒனியி᾿ ஆᾦΆ வ᾿லைமைய மனித 
ᾁலᾷᾐᾰᾁ வாாி வழᾱᾁΆ வ᾿லைம ெபιற WWW(world wide web) எᾔΆ ᾚᾹெறᾨᾷᾐக῀, நΆ  
ெமாழிைய தரΆ மிᾰக வாᾨΆ ெமாழியாக வள᾽வதιᾰᾁ விᾷதி᾵ᾌ῀ளᾐ.   

12 உயிᾞΆ 18 ெமᾼᾜΆ 1 ஆᾼத எᾨᾷᾐᾰகளா᾿ உᾞவான ேதமᾐரᾷதமி῁, இைணயᾷதளᾷதி᾿ 
உலாவᾞΆ ெமாழிகளி᾿ ஒᾹறாக உய᾽வைடᾸᾐ῀ளᾐ. ᾆமா᾽ 30 வᾞடᾱகᾦᾰᾁ ᾙᾹᾗ சிᾱகᾺᾘாி᾿ 
கணிணி எᾔΆ ᾗᾐᾲெசா᾿ᾤᾰᾁ அைடயாளΆ கᾶட அமர᾽ நா.ேகாவிᾸதசாமி இ᾵ட அᾊᾷதளΆ, 

தமிழகΆ, மேலசியா, இலᾱைக என உலகΆ ᾙᾨவᾐΆ வியாபிᾷதிᾞᾰᾁΆ தமிழ᾽கைள ஒᾹறிைணᾰᾁΆ 
பாலமாக உᾞெவᾌᾷᾐ῀ளᾐ. 

20Ά ᾓιறᾶᾊ᾿ ஏιப᾵ட ெதாழி᾿ᾗர᾵சி, மனித வா῁ᾰைகைய ஏιறΆ மிᾰகதாக மாιறி உ῀ளᾐ. 
ெசᾼதிதா῀, கᾊதᾷ ெதாட᾽ᾗ, வாெனாᾢ, ெதாைலᾰகா᾵சி, ெதாைலேபசி என உᾞவான அᾊᾺபைட 
ஊடக வசதிக῀, இைணய வசதிக῀ வᾸத பிறᾁ,அᾹறாட வா῁ᾰைக  ᾙைறகைள வழிநடᾷᾐΆ 
ᾂᾠகளாக மாறி  உ῀ளன. ᾙகᾓ᾿ (facebook), ᾁᾠᾸதகவ᾿(SMS), you tube, twitter, e-mail என 
இைணயᾷதிᾹ அைனᾷᾐ பிாிᾫகளிᾤΆ தமிைழ பயᾹபᾌᾷᾐΆ வாᾼᾺᾗᾰகைள ஏιப᾵ᾌ῀ளᾐ. தகவ᾿ 
பாிமாιறᾱக῀ உடᾔᾰᾁடᾹ நடᾺபதா᾿ தமிைழ பயᾹபᾌᾷᾐΆ ேதைவக῀ அதிகாிᾷᾷᾐ῀ளன. 
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ᾗதிய ஊடகᾱக῀, ஆ᾽வΆ உ῀ள அைனவᾞΆ தமᾐ கᾞᾷᾐᾰகைளᾜΆ, பைடᾺᾗᾰகைளᾜΆ உᾞவாᾰக, 

மாιற, பகி᾽Ᾰᾐ ெகா῀ள வாᾼᾺபளிᾰகிறᾐ. கணினி மιᾠΆ ைகᾷெதாைலேபசி ᾚலΆ, அதிக ெபாᾞ῀ 
ெசலவி᾿லாம᾿, உலகிᾹ எᾸத ᾚைலயி᾿ இᾞᾸᾐΆ ஒᾞவ᾽ மிᾹᾔலகி᾿ உலா வரலாΆ. 

podcasts, RSS feeds, social media, text messaging, blogs, wikis, virtual world, என தினᾸேதாᾠΆ 
உᾞவாகி வᾞΆ ᾗᾐᾺᾗᾐᾷ ெதாழி᾿ᾒ᾵ப ᾙைறகைள பயᾹபᾌᾷதி, ெசᾼதிகைள, ேசைவகைள 
பாிமாறிᾰெகா῀ள ᾗதிய ஊடகΆ வாᾼᾺᾗ ஏιபᾌᾷதிᾷ தᾸᾐ῀ளᾐ.ெதாைலᾸᾐ ேபான உறᾫகைள, 

மனித ேநயᾺ பᾶᾗகைள வளᾺபᾌᾷதிᾰெகா῀வதιᾰᾁΆ,ஒᾞமிᾷத கᾞᾷᾐᾰகைளᾰ ெகாᾶடவ᾽ 

கேளாᾌ ெதாட᾽ᾗ ஏιபᾌᾷதிᾰ ெகா῀வதιᾁΆ ,ᾗᾷதாᾰக ெசய᾿க῀, ேசைவக῀, சᾚகᾱகைள 
உᾞவாᾰகி, ஒᾞவ᾽ மιறவ᾽ ெதாிᾸᾐ பயனைடயᾰ ᾂᾊய வழிᾙைறகைள உᾞவாᾰகᾫΆ ᾗதிய ஊடகΆ 
உதவியாக உ῀ளᾐ. 

தமி῁ வள᾽ᾲசியி᾿ அᾶைமய காலᾱகளி᾿ ெபᾞΆ பᾱகாιறி வᾞகிறᾐ. அதிகமான வைலᾘᾰக῀ 

(blogs) தமிழி᾿ எᾨதᾺபᾌகிᾹறன.ᾆதᾸதரமாக கᾞᾷᾐᾺபாிமாιறΆ ெசᾼவதιᾰᾁ இΆᾙைற 
பயᾹபᾌகிறᾐ. 

க᾿விᾷᾐைறயி᾿ தமி῁ கιபிᾰக சிᾱகᾺᾘ᾽,மேலசியா நாᾌகளி᾿ E-Learning portals ஏιபᾌᾷதᾺ 

ப᾵ᾌ῀ளன. இலᾱைக மιᾠΆ ெவளிநாᾌகளி᾿ வாᾨΆ பல தமிழ᾽கைள இைணᾰᾁΆ வைகயி᾿ பல 
இைணயᾷ தளᾱக῀ ெசய᾿ ப᾵ᾌ வᾞகிᾹறன. தமிழக அரசிᾹ ெசய᾿ ᾙைறக῀ தமி῁ கணினி 
க᾵டைமᾺபி᾿ உᾞவாᾰகᾺப᾵ᾌ῀ளᾐ.Tamil 

Virtual University எᾔΆ இைணயᾷதளΆ வழி தமி῁ இலᾰகியᾱகைளᾜΆ ெமாழி சா᾽Ᾰத 
ெசᾼதிகைளᾜΆ கணினியி᾿ கᾶᾌ ேக᾵ᾌ பᾊᾷᾐ பயனைடயலாΆ. 

ெசயᾢக῀, ெமᾹெபாᾞ῀க῀. ெதாழி᾿ᾒ᾵பΆ ெமᾹெபாᾞ῀க῀  adobe Flash CS5.5  iPad .iphone 

ெமᾹெபாᾞ῀ உᾞவாᾰகᾷதி᾿, dynamic font ᾙைற தιேபாᾐ இடΆெபιᾠ῀ளதா᾿, unicode 

ᾙைறயி᾿ அைமᾸத எᾨᾷᾐᾞᾰக῀ ெதளிவாகᾷ ெதாிகிᾹறன. ெதா᾵ᾌண᾽த᾿, இᾞவழிᾺ பயனீᾌ 
ேபாᾹற ᾗதிய ᾙைறகைளᾺ பயᾹபᾌᾷதி கணினி விைளயா᾵ᾌக῀, க᾿வி சா᾽Ᾰத ெமᾹெபாᾞ῀க῀ 
உᾞவாᾰᾁவதιᾁ வழி அைமᾷᾐ῀ளன. 

TamiliBooks and app in Iphone/iPad 

கடᾸத சில ஆᾶᾌகளி᾿ மᾊᾰகணினி ᾐைறயி᾿, ஏιப᾵ᾊᾞᾰᾁΆ, ெதாழி᾿ ᾒ᾵பᾺ ᾗர᾵சி, ஒῂெவாᾞ 

மனிதனிᾹ வா῁ᾰைகᾙைறகைளᾜΆ அᾊேயாᾌΆ மாιறி வி᾵டᾐ.apple computers அறிᾙகΆ ெசᾼத 
Iphone/ iPad ᾿ வழᾱகᾺப᾵ᾊᾞᾰᾁΆ க᾵ᾌᾺபᾌᾷதᾺப᾵ட ெமᾹெபாᾞ῀ உᾞவாᾰகᾷைதᾺ பயᾹ 

பᾌᾷதி, சிலᾓᾠ ெமᾹெபாᾞ῀க῀ இைணய தளᾷதி᾿ பதிவிறᾰகΆ ெசᾼவதιᾁ வழᾱகᾺபᾌகிᾹறன. 

Certified Developer எᾹற ᾙைறயி᾿ ஒᾞ iBook, தமி῁ விைளயா᾵ᾌக῀,அைனவᾞΆ ேபச தமி῁ எᾔΆ 
ெசயᾢையᾜΆ உᾞவாᾰகி உ῀ேளᾹ.தιேபாᾐ, சிᾱகᾺᾘ᾽ அரசிᾸ கலாசார மᾹற ஆதரவி᾿, அைனᾷᾐ 
இன மᾰகᾦΆ பᾱᾁெபᾞΆ வைகயி᾿ தமி῁ ெமாழிᾜΆ இைசᾜΆ கலᾸᾐ Iphone/iPad ம᾵ᾌேம பயᾹ 
பᾌᾷதி நடᾷதᾺபᾌΆ இைச நிக῁ᾲசிைய நடᾷதி வᾞகிேறᾹ.நமᾐ ெமாழி, இைச பιறி,அைனவᾞΆ 
ெதாிᾸᾐ ெகா῀வதιᾁ இᾐ ேபாᾹற ᾗᾷதாᾰக அᾱகᾱக῀ ேபᾞதவி ᾗாிகிᾹறன. 
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Microsoft Office in Window7 

கணினியி᾿ ம᾵ᾌΆ இᾹறி,ᾗதிதாக அாிᾙகΆ ெசᾼயᾺப᾵ᾌ῀ள Window7 ைகᾷெதாைலேபசிகளி᾿ 
,இலவச SDK ᾚலΆ பல  ெசயᾢகைள உᾞவாᾰᾁΆ வாᾼᾺᾗ எιப᾵ᾌ῀ளᾐ. Open source ᾙைறயி᾿ 
பதிேவιறΆ ெசᾼவதா᾿, கᾞᾷᾐ ᾆதᾸதிரᾷᾐடᾹ ெசய᾿ பட ᾙᾊகிறᾐ. 

Google Website 

இᾱᾁ மிᾹனᾴச᾿, ᾁᾸᾐ῀ளனᾸதகவ᾿ அᾔᾺᾗΆ ᾙைறகளி᾿ ேநரᾊயாகᾷ தமிைழᾺ பயᾹபᾌᾷᾐΆ 
ᾙைற அறிᾙகΆ ெசᾼயᾺப᾵ᾌ῀ளᾐ. Romanised வᾊவி᾿ அᾲசᾊᾰகᾺபᾌΆ வா᾽ᾷைதக῀ தமிழி᾿ 
இடΆெபᾞΆ ᾂᾠ இதி᾿ இடΆெபιᾠ῀ளᾐ. 

Toon Boom animation 

ேகளிᾲசிᾷதிரΆ ᾚலΆ வைரகைலᾺ படᾱகைள உᾞவாᾰகி,தமிழி᾿ உைரயாட᾿,நᾊᾺᾗ ேபாᾹற 
அΆசᾱகைள இைணᾷᾐ தமிைழ சிᾞவ᾽ ᾙத᾿ ெபாியவ᾽ வைர ᾆைவᾰᾁΆ வைகயி᾿ ெவளிᾰெகாணர 
இᾸத ெமᾹெபாᾞ῀ வாᾼᾺபளிᾰகிறᾐ. 

Eon Reality 

ᾙᾺபாிணாம ெதா᾵ᾌ உண᾽த᾿(3d virtual reality) ᾙைறகைளᾺ பயᾹ பᾌᾷதி. பலதரᾺப᾵ட 
கா᾵சிகைளᾜΆ,கιற᾿ அᾔபவᾱகைளᾜΆ இᾸத ெமᾹெபாᾞ῀ ᾚலΆ நாΆ ெசய᾿ᾙைறயி᾿ 
பயᾹபᾌᾷதி ᾗᾐைமயான அᾔபவதᾷைதᾺ ெபறலாΆ. 

podcasting 

இைணயᾷதி᾿ ,ஒᾢ,ஓளி வᾊவி᾿ ேநரᾊ நிக῁ᾲசிகைளᾜΆ பைடᾺᾗᾰகைளᾜΆ உᾞவாᾰᾁவதᾹ ᾚலΆ, 

தமிழி᾿ அைனவᾞΆ ேபᾆவதιᾁΆ உைரயாᾌவதιᾁΆ வழிᾙைறக῀ ஏιப᾵ᾌ῀ளன. live streaming 

ᾙைறயி᾿ தரமான தமி῁ வாெனாᾢ, ெதாைலᾰகா᾵சி ெசய᾿பாᾌகைள இ᾿ல அைறயி᾿ இᾞᾸᾐ 
நடᾷதலாΆ 

New media and Tamil 

ெதாைலᾑரᾰ க᾿வி,வா῁நா῀ ெதாட᾽பயிιசி, ேபாᾹற ᾙைறகளி᾿ கιபிᾷத᾿ ᾙைறகைள 
ைகயா῀வதιᾁ ,ᾗதிய ஊடகᾱக῀ ைகெகாᾌᾰகிᾹறன.  moodle, Blackboard LMS ேபாᾹற இைணயΆ 
வழி கιபிᾰᾁΆ கணினி க᾵டைமᾺபி᾿,தமிழி᾿ பாடᾱகைள நடᾷத ᾙᾊᾜΆ.கιற᾿,கιபிᾷத᾿ வழிகளி᾿, 

மாணவ᾽கᾦΆ, பயிιᾠவிᾺபாள᾽கᾦΆ,அறிஞ᾽கᾦΆ ஒᾞேசர ெபᾞΆ அளவி᾿ பயᾹ ெபற ᾙᾊᾜΆ. 

Virtual Classrooms 

சிᾱகᾺᾘாி᾿,வா῁நா῀ க᾿விᾰᾁΆ,ெதாைலᾑரᾰ க᾿வி, ெதாட᾽பயிιசி, ேபாᾹற ᾙைறகளி᾿ கιபிᾷத᾿ 
ᾙைறகைள ைகயா῀வதιᾁ ,ᾗதிய ஊடகᾱக῀ ைகெகாᾌᾰகிᾹறன. Second Life, Elluminate, Adobe 

Connect Pro, you tube, Skype, slide  share, google apps, animoto, voki animated Characters,ேபாᾹற 
இைணயΆ வழி கιபிᾰᾁΆ ᾙைறகைள பயᾹபᾌᾷᾐவதᾹ ᾚலΆ ேநரᾷைத மிᾲசᾺபᾌᾷதி கιபிᾰᾁΆ 
பாணிைய,அைனவᾞΆ உணᾞΆ வᾶணΆ பைடᾰக ᾙᾊகிறᾐ. ெபᾞΆபாᾤΆ,இலவசமாக 
ெமᾹெபாᾞ῀க῀ இைணயᾷதி᾿ இᾞᾸᾐ பதிவிறᾰகΆ 

ெசᾼய இயᾤவதா᾿,ᾗᾐ தகவ᾿கைளᾜΆ,பாடᾷதி᾵டᾱகைளᾜΆ அறிᾙகΆ ெசᾼவதιᾰᾁ இைவ 
ேபᾞதவியாக இᾞᾰகிᾹறன.பரபரᾺபான வா῁ᾰைகயி᾿,சிறᾸத க᾿விைய வழᾱᾁவதιᾰᾁ இைணய 
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வᾁᾺᾗக῀ ந᾿ல தீ᾽வாக அைமகிறᾐ.இᾐ ேபாᾹற ᾗᾷதாᾰக நடவᾊᾰைககைள ஊᾰᾁவிᾰக சிᾱகᾺᾘ᾽ 
அரசாᾱகΆ தமி῁ெமாழி வள᾽ᾲசிᾰᾁ 1.5 மி᾿ᾢயᾹ ெவ῀ளிைய ெசலவிடᾷ தி᾵டமி᾵ᾌ῀ளᾐ.இᾐ பல 
ந᾿ல தி᾵டᾱகைள தீ᾵ᾌவதιᾰᾁ வாᾼᾺபாக அைமᾸᾐ῀ளᾐ 

Social network sites 

My space, facebook, ᾠtwitter,frienster,Orkut,bebo,wordpress,blogger,live spaces,yahoo,live 

journal,blackplanet,myyearbook,freewebs,Typepad,Xanga,multiply ேபாᾹற ᾗᾷதாᾰகΆ மிᾰக 
ெசயᾢகᾤΆ,மிᾹவைலᾷதளᾱகᾦΆ க᾿விைய ᾆைவபட வழᾱᾁவதιᾰᾁ ெபாிᾐΆ உதவியாᾼ 
அைமᾸᾐ῀ளன.Cloud computing ᾙைறயி᾿, அதிக ெசலவி᾿லாம᾿,ந᾿ல ெமᾹெபாᾞ῀க῀ 
பயᾹபᾌᾷத கிைடᾺபதா᾿,தமி῁ சா᾽Ᾰத எᾶணᾱகைளᾜΆ,ெதாட᾽ வள᾽ᾲசி தி᾵டᾱகைளᾜΆ ெசய᾿ 
பᾌᾷᾐவதιᾰᾁ ந᾿ல வாᾼᾺᾗக῀ நிைறயேவ அைமᾸᾐ தᾸᾐ῀ளன. 

Constrains and Remedies  / இட᾽பாᾌக῀இட᾽பாᾌக῀இட᾽பாᾌக῀இட᾽பாᾌக῀, தீ᾽ᾫக῀தீ᾽ᾫக῀தீ᾽ᾫக῀தீ᾽ᾫக῀ 

கணினிᾷ ᾐைறைய ெபாᾞᾷத வைர Microsoft Windows,Apple Mac OS என 2 ெபாிய நிᾞவனᾱகளிᾹ 
கணிநி க᾵டைமᾺᾗᾰகைளᾲ சா᾽Ᾰᾐ தமி῁ ெமᾹெபாᾞ᾵க῀ ெபᾞΆபாᾤΆ உᾞவாᾰகᾺ 
பᾌகிᾹறன.அᾺபி῀ கணிணியி᾿ இᾐவைர ஒᾞசில ெமᾹெபாᾞ῀கேள தமிழி᾿ ெவளிவᾸᾐ῀ளன. 
iPad .iphone ெவளியாகி 2 வᾞடᾱக῀ கடᾸத பிறᾁΆ,தமி῁ ெசயᾢᾜΆ, த᾵டᾲᾆ ᾙைறᾜΆ 
ெவளிᾺபைடயாக அைனவᾞΆ பயᾹபᾌᾷᾐΆ வைகயி᾿ இைணᾰகᾺ பாடாததா᾿, இᾐநா῀ வைர 
ஒᾞசில எᾨᾷᾐᾞᾰகைள ம᾵ᾌேம பயᾹபᾌᾷத ேவᾶᾊய க᾵டாய நிைல. இதனா᾿ பயᾹமிᾰக 
ெமᾹெபாᾞ῀கைள உᾞவாᾰக ᾙᾊயவி᾿ைல. இᾸநிைல மாற ேவᾶᾌΆ. 

பலᾓᾠ ெமᾹெபாᾞ῀க῀ விιபைனᾰᾁ கிைடᾷதாᾤΆ அைவ ெபᾞΆபாᾤΆ தமிழகΆ சா᾽Ᾰᾐ ம᾵ᾌேம 
இᾞᾺபதா᾿ சிᾱகᾺᾘ᾽ ேபாᾹற வளᾞΆ நாᾌகளி᾿, அᾹறாட வா῁ᾰைகᾲᾇழᾢ᾿,க᾿விᾷᾐைறயி᾿ 
பயᾹபᾌᾷᾐவதιᾰᾁΆ ப᾿ேவᾠ ெதாழி᾿ᾒ᾵பᾷ தைடகைளᾰ எதி᾽ெகா῀ள ேவᾶᾊ 
இᾞᾰகிறᾐ.எᾨᾷᾐᾞவி᾿ ᾝனிேகா᾵ ᾙைற வᾸத பிறᾁ ஒᾞ சில ெமᾹெபாᾞ῀க῀ இலவசமாக 
கிடᾷதாᾤΆ, ெபாᾞளாதர அᾊᾺபைடயி᾿ இதர ெமாழிகᾦᾰᾁ ஈடாக ெமᾹெபாᾞ῀கைள உᾞவாᾰகி 
ெவιறி ெபᾞவᾐ ெபᾞΆபாᾤΆ எ᾵டாத கனியாகேவ உ῀ளᾐ. 

தமிழி᾿ கணிணி விைளயா᾵ᾌக῀ உᾞவாᾰகᾺ பᾌவᾐ அாிதாக உ῀ளᾐ. Microsoft,Sony, Nitendo 

ேபாᾹற நிᾞவனᾱக῀ ᾚலΆ தரமான தமி῁ விைளயா᾵ᾌ ெமᾹெபாᾞ῀கைள உᾞவாᾰக கணிணி 
வ᾿ᾤன᾽க῀ ᾙயல ேவᾶᾌΆ.இᾹைறய இளΆ தமிழ᾽கைள கவ᾽Ᾰதிᾨᾰக  இᾸத ᾙைற பயனளிᾰᾁΆ. 

Tamil in the future  / எதி᾽காலᾷதி᾿ தமி῁ ᾗᾷய ஊடகᾱக῀ தιேபாᾐ தமிᾨᾰᾁ அணிேச᾽ᾰᾁΆ 
வைகயி᾿ சிறᾺபான மாιறᾱக῀ கᾶᾌ வᾞகிᾹறன.கடᾸத காலᾷதி᾿ எᾷதைனேயா 
மாιறᾱகைள,சீ᾽திᾞᾷதᾱகைள உ῀வாᾱகி ெசΆெமாழியாᾼ உய᾽ᾸதிᾞᾰᾁΆ தமி῁,எதி᾽காலᾷதி᾿ 
வாᾨΆ ெமாழியாக உலேகாᾌ ஒᾹறிᾷᾐ இᾞᾺபதιᾁ,ᾗதிய ஊடகᾱகᾦΆ,இைணய தகவ᾿ ெதாழி᾿ 
ᾒ᾵ப வள᾽ᾲசிᾜΆ இᾹறி அைமயாதைவ.இவιைற பயᾹபᾌᾷᾐவதᾹ ᾚலΆ,தமிழிᾹ ஓைசᾜΆ,ெமாழி 
நைடᾜΆ,எதி᾽காலᾷதி᾿,ேமᾤΆ ஏιறΆ கᾶᾌ,பிரபᾴசᾷதிᾹ கைடசி எ᾿ைல இᾞᾰᾁΆவைர 
ᾗᾐᾺெபாᾢᾫடᾹ வாᾨΆ ெமாழியாக ᾪιறிᾞᾰகᾲ ெசᾼயலாΆ. இைணய உலகி᾿ தமிᾨᾰெகன 
தனியிடΆ எᾹᾠΆ உᾶᾌ என ஆணிதரமாக நΆபலாΆ. 

Conclusion  / ᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைரᾙᾊᾫைர 

தமி῁ நமᾰᾁ வா῁வியைல கιᾠᾷதᾞΆ உயாிய ெமாழியாக உலக மᾰக῀ பாரா᾵ᾌΆ 

இலᾰகியᾱகᾦΆ,காᾺபியᾱகᾦΆ நிைறᾸத அறிᾫᾲᾆரᾱகமாக,இய᾿ இைச நாடகΆ எᾔΆ ᾙᾺபாᾤΆ 
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தᾐΆᾗΆ ெதᾼᾪக ெமாழியாக எᾹேறᾹᾠΆ வாழ ைவᾺபᾐ தமிைழ ᾆவாசிᾰᾁΆ ஒῂெவாᾞ தமிழᾹ 
ைகயிᾤΆ உ῀ளᾐ.ᾗதிய ஊடகᾱக῀ ᾚலΆ, எᾨᾷதாᾤΆ,இைசயாᾤΆ ,கணினி ெசயᾢகளிᾹ 
பைடᾺபாᾤΆ நாΆ அைனவᾞΆ தமி῁ வள᾽ᾲசிᾰᾁ உᾞᾐைண ᾗாியலாΆ. 

இᾺபிறவியி᾿,சிᾱகᾺᾘ᾽ தமிழனாக பிறᾸᾐ,இᾱᾁ அெமாிᾰக மᾶணி᾿ ᾗதிய ஊடகΆ ᾚலΆ தமிைழ 
ெபᾞைமᾺ பᾌᾷᾐΆ,க᾵ᾌைரைய,10வᾐ தமி῁ இைணய மாநா᾵ᾊ᾿ பைடᾰக எனᾰᾁ வாᾼᾺபளிᾷத 
அைனவᾞᾰᾁΆ மனமா᾽Ᾰத நᾹறி! 

வாழிய தமி῁ ெமாழி! ெவ᾿க நΆ தாᾼ ெமாழி ! 

கணினிᾷ தமிழாᾼ பா᾽ᾗக῁ ெசΆெமாழியாᾼ 

ெவ᾿க நΆ தாᾼ ெமாழி ! 
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கணினி மιᾠΆ இைணயΆ ேபாᾹறவιறிᾹ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ இᾞᾺᾗΆ 

பாவைனᾜΆ ெதாட᾽பாக ‘தமிழி᾿ கணினிᾺ பாவைன’ எᾹற தைலᾺபிலான இᾸத க᾵ᾌைர 

ஆராயவிᾞᾰகிறᾐ. கடᾸத 9 ஆᾶᾌகளாக ᾗலᾷதிᾤΆ மιᾠΆ உலகிᾹ பல பᾁதிகளி᾿ பரᾸᾐவாᾨΆ 
தமி῁ மᾰகளிைடேய தமி῁ கணினி ெதாட᾽பான விழிᾺᾗண᾽ᾫ நடவᾊᾰைகக῀ பலவιறிைன 
ேமιெகாᾶட அᾔபவᾷதிைனᾜΆ 2000ஆΆ ஆᾶᾌᾙத᾿ இலᾱைகயி᾿ இᾞᾸᾐ ெவளிவᾞΆ தமி῁ 
தகவ᾿ ெதாழி᾿ᾒ᾵பᾲ சᾴசிைகெயாᾹறிᾹ (நா᾵ᾊ᾿ நிலவிய ேபா᾽ᾲᾇழ᾿ காரணமாக சில காலΆ 
தைடᾺப᾵ᾊᾞᾸதᾐ.) ஆசிாியராக இᾞᾸᾐ பணியாιறிய அᾔபவᾱகளிᾹ அᾊᾺபைடயிᾤΆ கணினி, 
இைணயΆ ேபாᾹறவιறிᾹ தமி῁ பாவைனயாள᾽கᾦடᾹ எனᾰᾁ இᾞᾸᾐவᾸத ெநᾞᾰகமான 

ெதாட᾽ᾗΆ இᾸதᾰ க᾵ᾌைரைய வைரவதιᾁ ᾑᾶᾌதலாக அைமᾸதᾐடᾹ இᾱேக ஆராᾜΆ 

விடயᾱகளிᾹ உᾶைமᾷதᾹைமையᾜΆ நியாயᾺபᾌᾷᾐΆ. 

கணினிᾺ பாவைன எᾹபᾐ இᾹைறய நிைலயி᾿ அைனவᾞᾰᾁΆ இᾹறியைமயாத ஒᾹறாக 
இᾞᾰகிᾹறᾐ. இᾹைறய காலக᾵டமானᾐ கணினிᾜகΆ எᾹᾠ அைழᾰகᾂᾊய அளவிιᾁ கணினிᾺ 
பாவைனᾜΆ கணினியிᾹ ேதைவᾜΆ எமᾐ வா῁ᾰைகயி᾿ ஒᾹறாக மாறிᾺேபாᾜ῀ளᾐ. மனித 
வா῁ᾰைகயிᾹ அᾹறாட அᾊᾺபைடᾷ ேதைவகளி᾿ ஆரΆபிᾷᾐ அᾎ ஆராᾼᾲசிவைர எ᾿லாேம இᾹᾠ 
கணினிைய நΆபிேய நடᾸᾐவᾞகிறᾐ. ேவைலவாᾼᾺᾗ, ேவைலᾙᾹேனιறΆ எᾹபதி᾿ கணினி அறிᾫ 
சிறᾺᾗᾷதᾁதியாக இᾞᾸத காலΆ ேபாᾼ க᾵டாய தᾁதியாக மாறிᾺேபாᾜ῀ளᾐ. இைவ 
எ᾿லாவιைறᾜΆ தாᾶᾊ இᾹைறᾰᾁ சாதாரண மனித᾽க῀ᾂட கணினி அறிᾫ இ᾿லாம᾿ தமᾐ 
அᾊᾺபைடᾷ ேதைவகைளᾰᾂட நிைறᾫெசᾼயᾙᾊயாத நிைலᾰᾁ த῀ளᾺப᾵ᾌ῀ளன᾽. 

அᾌᾷததாக, ஒᾞ ெமாழியிᾹ இᾞᾺᾗ, வள᾽ᾲசி ஆகியவιறிᾤΆ கணினி மιᾠΆ இைணயᾷதிᾹ தாᾰகΆ 
மிகᾫΆ அதிகமாகேவ காணᾺபᾌகிறᾐ. அᾸதவைகயி᾿ கணினியி᾿ உ῀ளீᾌ ெசᾼயᾙᾊயாத அழிᾸᾐ 

ேபாᾁΆ நிைலையேய எதி᾽ேநாᾰகிᾜ῀ளன. அᾐம᾵ᾌம᾿லாம᾿ சாியான ᾙைறயி᾿ கணினிமயᾺ 

பᾊᾷதᾺபடாத ெமாழிக῀ அᾌᾷத சᾸததியினாிடΆ ேபாᾼᾲேசராத நிைலᾜΆ ஏιப᾵ᾌ῀ளᾐ, 

உᾶைம மιᾠΆ யதா᾽ᾷத நிைலைம இᾺபᾊ இᾞᾰக எமᾐ தமி῁ ேபᾆΆ மᾰகளிைடேய கணினிᾺ 

பாவைன ᾁறிᾺபாக தமிழி᾿ கணினிᾺபாவைன எᾹபᾐ ெதாட᾽பாகேவ இᾸதᾰ க᾵ᾌைர ஆராய 
இᾞᾰகிறᾐ. 

தமி῁ மᾰக῀ என ᾁறிᾺபிᾌΆ ெபாᾨᾐ நாΆ இரᾶᾌ பிாிவினைரᾰ கᾞதேவᾶᾌΆ. ᾙதலாΆ 
வைகயின᾽ ᾗலᾷதி᾿ உ῀ள மᾰக῀. அதாவᾐ பிரதானமாக இலᾱைகமιᾠΆ இᾸதியாவி᾿ உ῀ள 
தமிழ᾽க῀. இரᾶடாவᾐ ᾗலΆெபய᾽Ᾰᾐ உலெகᾱᾁΆ பரᾸᾐவாᾨΆ மᾰக῀ - ᾗலΆெபய᾽ தமிழ᾽க῀. 

இᾸத இᾞ பிாிவினᾞᾰᾁமான ேதைவக῀, பாவைனᾙைற மιᾠΆ அவ᾽களᾐ கணினி அறிᾫ எᾹபன 

ேவᾠப᾵ᾊᾞᾰᾁΆ. அதிᾤΆ ᾙᾰகியமாக ᾗலᾷதி᾿ உ῀ள தமிழ᾽களிடᾷதி᾿ கணினிᾺபாவைன 

ᾁைறவாகᾫΆ தமி῁Ὰபாவைன அதிகமாகᾫΆ காணᾺபᾌகிறᾐ. ᾗலΆெபய᾽ தமிழ᾽கைள எᾌᾷதா᾿ 

கணினிᾺபாவைன அதிகமாகᾫΆ தமி῁Ὰபாவைன ᾁைறவாகᾫΆ என தைலகீழாக உ῀ளᾐ. எனேவ 

இᾸத இᾞ பிாிவின᾽ ெதாட᾽பாகᾫΆ ஆராயேவᾶᾊய ேதைவ உ῀ளᾐ. 
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அᾸத வைகயிேல எனᾐ க᾵ᾌைரயானᾐ கீ῁வᾞΆ பிரதானமான விடயᾱக῀ ெதாட᾽பாக ஆராய 
இᾞᾰகிறᾐ. 

1. மᾰகளிιᾁ தமிழிலான ெமᾹெபாᾞ᾵களிᾹ ேதைவ 

2. தιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ 

3. தιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ மᾰகளிைன ெசᾹறைடᾸத ᾪதΆ. 

4. அவιறிைன ேதைவᾜ῀ள மᾰகளிιᾁ ெகாᾶᾌேச᾽ᾰᾁΆ ெபாறிᾙைற. 

5. ᾗதிய ெமᾹெபாᾞ᾵களிᾹ உᾞவாᾰகΆ. 

மᾰகளிιᾁ தமிழிலான ெமᾹெபாᾞ᾵கமᾰகளிιᾁ தமிழிலான ெமᾹெபாᾞ᾵கமᾰகளிιᾁ தமிழிலான ெமᾹெபாᾞ᾵கமᾰகளிιᾁ தமிழிலான ெமᾹெபாᾞ᾵களிᾹ ேதைவளிᾹ ேதைவளிᾹ ேதைவளிᾹ ேதைவ    

தமி῁ ெமᾹெபாᾞ῀கைள ெபாᾠᾷதவைரயி᾿ மᾰகளிᾹ உᾶைமயான ேதைவக῀ எᾹᾠ பா᾽ᾰᾁΆ 

ெபாᾨᾐ பிரதானமாக அவ᾽க῀ சா᾽Ᾰᾐ῀ள பிரேதசᾷைதᾺெபாᾠᾷᾐ இரᾶᾌ வைகᾺபᾌΆ. ᾗலᾷதி᾿ 

உ῀ள மᾰக῀, அதாவᾐ இலᾱைக மιᾠΆ இᾸதியாவி᾿ உ῀ள மᾰகைளᾺ ெபாᾠᾷதளவி᾿ தமிழி᾿ 

பாவிᾰᾁΆ ெமᾹெபாᾞ῀களிᾹ ேதைவேய அதிகமாᾁΆ. அதாவᾐ தமிழி᾿ கணினி. ஏெனனி᾿ 

ஆᾱகிலᾷதி᾿ உ῀ள ஏைனய ெமᾹெபாᾞ῀கைள பாவிᾺபதி᾿ அவ᾽களிᾹ ெமாழி அறிᾫ தιெபாᾨᾐ 

ெபᾞΆ தைடயாக இᾞᾰகிறᾐ.  ஆனா᾿ ᾗலΆெபய᾽ மᾰகைள ெபாᾠᾷதளவி᾿ தமிழிைனᾺபாவிᾰᾁΆ 

ெமᾹெபாᾞ῀கேள பிரதான ேதைவயாக இᾞᾰகிᾹறᾐ. அதாவᾐ கணினியி᾿ தமி῁. ஏெனனி᾿, 

அவ᾽க῀ ᾗலΆெபய᾽Ᾰᾐ வாᾨΆ ெபᾞΆபாலான நாᾌகளி᾿ அᾸதᾸத நா᾵ᾌ ெமாழிகளிேலேய 

(ஆᾱகிலΆ உ᾵பட) ெமᾹெபாᾞ῀க῀ கிைடᾺபதா᾿ அவ᾽களிιᾁ ெமாழி ஒᾞ பிரᾲசிைன இ᾿ைல. 

ஆனா᾿ தமி῁ எᾹᾠ வᾞΆேபாᾐ அதைன உ῀ளீᾌ ெசᾼத᾿ மιᾠΆ அமிழிைன கιற᾿ᾗலΆெபய᾽Ᾰᾐ 

வாᾨΆ எமᾐ அᾌᾷத சᾸததிᾰᾁ தமிழிைன எᾌᾷᾐᾲெச᾿ல᾿ ேபாᾹறவιறிιᾁᾷ ேதைவᾺபᾌகிறᾐ. 

தιெபாᾨᾐதιெபாᾨᾐதιெபாᾨᾐதιெபாᾨᾐ உ῀ளஉ῀ளஉ῀ளஉ῀ள தமி῁தமி῁தமி῁தமி῁ ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ 

தιெபாᾨᾐ பாவைனயி᾿ பல தமி῁ ெமᾹெபாᾞ῀க῀ உ῀ளன. இவιறி᾿ தமிழிைன பாவிιபதιகான 

ஒᾞெதாᾁதி ெமᾹெபாᾞ῀கᾦΆ தமிழி᾿ பாவிᾺபதιகான ஒᾞ ெதாᾁதி ெமᾹெபாᾞ῀கᾦΆ அடᾱᾁΆ. 

தமிழிைன பாவிᾰᾁΆ ெமᾹெபாᾞ῀களி᾿ தமிழி᾿ த᾵டᾲᾆ ெசᾼவᾐ, மிᾹனᾴச᾿ அᾔᾺᾗவᾐ, 

இைணய அர᾵ைடயிᾹேபாᾐ தமி῁ எனᾫΆ தமி῁ ெசா᾿திᾞᾷதி, ைகெயᾨᾷᾐ உணாி, தமி῁ 

அᾲெசᾨᾷᾐ உணாி எனᾫΆ பலவைகயானைவ உ῀ளன. அᾌᾷᾐ, ஏைனய அைனᾷᾐ 

ெமᾹெபாᾞ῀கᾦΆ தமி῁ இைடᾙகᾺᾗடᾹ வᾞΆெபாᾨᾐ அைவ தமிழி᾿ அைமᾸத ெமᾹெபாᾞ῀க῀ 

என கᾞதᾺபᾌΆ.  

அேதேவைள தιேபாᾐ பாவைனயி᾿ உ῀ள இῂவாறான தமி῁ ெமᾹெபாᾞ῀க῀ மᾰகளிᾹ 

தιேபாைதய ேதைவைய ᾘ᾽ᾷதிெசᾼகிறதா எᾹறா᾿, இ᾿ைல எᾹபேத அதιகான பதிலாக கிைடᾰᾁΆ. 

இᾺெபாᾨᾐ உ῀ள ெமᾹெபாᾞ῀களி᾿ பல பாிேசாதைன நிைலயிᾤΆ, மᾰகளிᾹ உᾶைமயான 

ேதைவைய ᾘ᾽ᾷதிெசᾼவதாக  இ᾿லாமᾤேம காணᾺபᾌகிᾹறன. 

தιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ மᾰகளிைன ெசᾹறைடᾸத ᾪதΆதιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ மᾰகளிைன ெசᾹறைடᾸத ᾪதΆதιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ மᾰகளிைன ெசᾹறைடᾸத ᾪதΆதιேபாᾐ உ῀ள ெமᾹெபாᾞ᾵க῀ மᾰகளிைன ெசᾹறைடᾸத ᾪதΆ....    

தιெபாᾨᾐ பல விதமான சாதாரண மιᾠΆ உய᾽ பாவைனᾷதிறᾹ ெகாᾶட தமி῁ ெமᾹெபாᾞ῀க῀ 

உ῀ளேபாதிᾤΆ அைவ ெபᾞΆபாலான மᾰகளிடᾹ ெசᾹறைடயவி᾿ைல எᾹபேத உᾶைம. இதιᾁ 

உதாரணமாக, சாதாரணமான தமி῁ த᾵டᾲᾆᾰᾁ உதᾫΆ ெமᾹெபாᾞ῀ᾂட ெபᾞΆபாலான தமி῁ 

கணினி மιᾠΆ இைணயᾺ பாவைனயாள᾽கᾦᾰᾁ ெதாிᾸதிᾞᾰகவி᾿ைல எᾹபைதேய ᾁறிᾺபிடலாΆ. 
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இῂவாறானஇῂவாறானஇῂவாறானஇῂவாறான ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ெமᾹெபாᾞ῀க῀ சாியானசாியானசாியானசாியான ᾙைறயி᾿ᾙைறயி᾿ᾙைறயி᾿ᾙைறயி᾿ பாவைனயாள᾽களிடΆபாவைனயாள᾽களிடΆபாவைனயாள᾽களிடΆபாவைனயாள᾽களிடΆ ெசᾹறைடயாைமᾰகானெசᾹறைடயாைமᾰகானெசᾹறைடயாைமᾰகானெசᾹறைடயாைமᾰகான 

காரணᾱகளாககாரணᾱகளாககாரணᾱகளாககாரணᾱகளாக, எமᾐ தமி῁ ெமாழியானᾐ பல ெபᾞைமகᾦᾰᾁ உாிய ெமாழி. தமிழிைன ஒᾞ 

ெமாழியாக ம᾵ᾌΆ கᾞᾐவேதாᾌ நிιகாம᾿ எமᾐ கᾫரவமாகᾫΆ அைத பா᾽ᾰகிேறாΆ. எனேவ தமி῁ 

ெமாழியி᾿ நாΆ உᾞவாᾰᾁΆ ெமᾹெபாᾞ῀களிைன வ᾽ᾷதகாீதியாக பா᾽ᾰகாம᾿ ெமாழிᾰᾁ ஆιᾠΆ 

ஒᾞ ேசைவயாகேவ கᾞதᾺபᾌகிறᾐ. இதனா᾿ அᾸத ெமᾹெபாᾞ῀களிைன உᾞவாᾰᾁவᾐடᾹ தமᾐ 

கடைம ᾙᾊᾸᾐவிᾌவதாக பல᾽ கᾞᾐகிᾹறன᾽. மᾰகᾦᾹ இῂவாறான ெமᾹெபாᾞ῀களிைன 

கா᾵சிᾺெபாᾞ῀களாக பா᾽ᾰகிறா᾽கேளயᾹறி பாவைனᾰகானதாக உணரவி᾿ைல. 

அவιறிைன ேதைவᾜ῀ள மᾰகளிιᾁ ெகாᾶᾌேச᾽ᾰᾁΆ ெபாறிᾙைறஅவιறிைன ேதைவᾜ῀ள மᾰகளிιᾁ ெகாᾶᾌேச᾽ᾰᾁΆ ெபாறிᾙைறஅவιறிைன ேதைவᾜ῀ள மᾰகளிιᾁ ெகாᾶᾌேச᾽ᾰᾁΆ ெபாறிᾙைறஅவιறிைன ேதைவᾜ῀ள மᾰகளிιᾁ ெகாᾶᾌேச᾽ᾰᾁΆ ெபாறிᾙைற 

இᾸத தமி῁ ெமᾹெபாᾞ῀கைள மᾰகளிடΆ ெகாᾶᾌேச᾽ᾰக ேவᾶᾌமானா᾿ ᾙதலாவதாக 

அவιறிைன சாியானᾙைறயி᾿ வாிைசᾺபᾌᾷதி அைனவᾞΆ ெதாிᾸᾐெகா῀ᾦΆவைகயி᾿ ைவᾰக 

ேவᾶᾌΆ. ேமᾤΆ மᾰகளிᾹ ேதைவக῀ அறிᾸᾐ அவιறிைன ᾘ᾽ᾷதிெசᾼயᾰᾂᾊயான ெமᾹ 

ெபாᾞ῀களிைன உᾞவாᾰகேவᾶᾌΆ. அᾐம᾵ᾌம᾿லாம᾿, கணினிᾺபாவைன மιᾠΆ தமி῁ 

ெமᾹெபாᾞ῀க῀ ெதாட᾽பாக மᾰக῀ விழிᾺᾗண᾽விைன ஏιபᾌᾷதேவᾶᾌΆ. இைவ எ᾿லாவιறிιᾁΆ 

ேமலாக, தιெபாᾨᾐ῀ள ெமᾹெபாᾞ῀களிᾹ பாவைனயாள᾽களிடΆ அைவெதாட᾽பான சாியான 

பிᾹᾕ᾵டᾱகைள ெபιᾠ பாவைனயிᾤ῀ள ெமᾹெபாᾞ῀களிைன உாிய ᾙைறயி᾿ ேமΆபᾌᾷᾐவᾐΆ 

ஒᾞ பயᾔ῀ள ெசயιபாᾌ. 

ᾗதிய ெமᾹெபாᾞ᾵களிᾹ உᾞவாᾰகΆᾗதிய ெமᾹெபாᾞ᾵களிᾹ உᾞவாᾰகΆᾗதிய ெமᾹெபாᾞ᾵களிᾹ உᾞவாᾰகΆᾗதிய ெமᾹெபாᾞ᾵களிᾹ உᾞவாᾰகΆ 

ᾗலᾷதி᾿ உ῀ள தமிழ᾽ (இலᾱைக, இᾸதியா), ᾗலΆெபய᾽ தமிழ᾽ என இரᾶᾌ பிாிᾫகளாக தமி῁ 

ெமᾹெபாᾞ῀ பாவைனயாள᾽கைள  பா᾽ᾰᾁΆேபாᾐ தமி῁ ெமᾹெபாᾞ῀ ெதாட᾽பி᾿ இᾸத இரᾶᾌ 

பிாிவினᾞᾰᾁமான ேதைவக῀, பாவைனᾙைற எᾹபன மிகᾫΆ மாᾠப᾵டைவ. அதைன கᾞᾷதி᾿ 

ெகாᾶᾌ எῂவாறான ᾗதிய ெமᾹெபாᾞ῀களிைன உᾞவாᾰக ேவᾶᾌΆ எᾹபதைன ஆராயேவᾶᾌΆ. 

அᾌᾷததாக, கடᾸத காலᾱகளி᾿ எமᾐ தமி῁ இைணய மாநாᾌகளி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ 

உᾞவாᾰகΆ ெதாட᾽பாக பல க᾵ᾌைரக῀ பᾊᾰகᾺப᾵ᾊᾞᾰகிᾹறன. அைவ அைனᾷᾐேம மᾰகளிιᾁ 

ஏேதா ஒᾞ வைகயி᾿ ேதைவயானைவேய. ஆனாᾤΆ அவιறி᾿ ெபᾞΆபாலானைவ ஆராᾼᾲசி 
வᾊᾫடேனயா நிᾹᾠேபாகிᾹறன. அῂவாᾠ நிᾹᾠேபாகாம᾿ அவιறிιᾁ ᾙᾨ வᾊவΆ ெகாᾌᾷᾐ 

மᾰக῀ பயᾹபா᾵ᾊιᾁ உகᾸததாக மாιறினா᾿ எΆ மᾰக῀ மᾷதியி᾿ ெபᾞΆ அதிசயᾱகைள நிக῁ᾷᾐΆ 

எᾹபதி᾿ சᾸேதகΆ இ᾿ைல. 

ெமாᾷதᾷதி᾿, கணினி மιᾠΆ இைணயᾺ பாவைனயி᾿ தமி῁ ெமᾹெபாᾞ῀களிᾹ இᾞᾺᾗΆ 

பாவைனᾜΆ எᾹபᾐ ெதாட᾽பாக ஆராᾼவதᾹᾚலΆ தιேபாᾐ உ῀ள தமி῁ ெமᾹெபாᾞ῀கைள 

சாியான மᾰக῀ பாவைனᾰᾁ ெகாᾶᾌெச᾿வᾐடᾹ மᾰகᾦᾰᾁ ேதைவயான சாியான ᾗதிய தமி῁ 

ெமᾹெபாᾞ῀கைள உᾞவாᾰᾁவதிᾤΆ கவனᾷைத ெசᾤᾷதᾙᾊᾜΆ. 
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Electronic Commerce 
 

Dr. B. Neelavathy 
 

Electronic commerce, commonly known as e-comm, e-commerce or eCommerce, consists of the 

buying and selling of products or services over electronic systems such as the Internet and 

other computer networks. The amount of trade conducted electronically has grown extraordinarily 

with widespread Internet usage. The use of commerce is conducted in this way, spurring and drawing 

on innovations in electronic funds transfer, supply chain management, Internet marketing, online 

transaction processing, electronic data interchange (EDI), inventory management systems, and 

automated data collection systems. Modern electronic commerce typically uses the World Wide 

Web at least at some point in the transaction's lifecycle, although it can encompass a wider range of 

technologies such as e-mail, mobile devices and telephones as well. 

A large percentage of electronic commerce is conducted entirely electronically for virtual items such as 

access to premium content on a website, but most electronic commerce involves the transportation of 

physical items in some way. Online retailers are sometimes known as e-tailers and online retail is 

sometimes known as e-tail. Almost all big retailers have electronic commerce presence on the World 

Wide Web. 

Electronic commerce that is conducted between businesses is referred to as business-to-business or 

B2B. B2B can be open to all interested parties (e.g. commodity exchange) or limited to specific, pre-

qualified participants (private electronic market). Electronic commerce that is conducted between 

businesses and consumers, on the other hand, is referred to as business-to-consumer or B2C. This is 

the type of electronic commerce conducted by companies such as Amazon.com. Online shopping is a 

form of electronic commerce where the buyer is directly online to the seller's computer usually via the 

internet. There is no intermediary service. The sale and purchase transaction is completed 

electronically and interactively in real-time such as Amazon.com for new books. If an intermediary is 

present, then the sale and purchase transaction is called electronic commerce such as eBay.com. 

Electronic commerce is generally considered to be the sales aspect of e-business. It also consists of the 

exchange of data to facilitate the financing and payment aspects of the business transactions. 

History 

Originally, electronic commerce was identified as the facilitation of commercial transactions 

electronically, using technology such as Electronic Data Interchange (EDI) and Electronic Funds 

Transfer (EFT). These were both introduced in the late 1970s, allowing businesses to send commercial 

documents like purchase orders or invoices electronically. The growth and acceptance of credit cards, 

automated teller machines (ATM) and telephone banking in the 1980s were also forms of electronic 

commerce. Another form of e-commerce was the airline reservation system typified by Sabre in the 

USA and Travicom in the UK. 

From the 1990s onwards, electronic commerce would additionally include enterprise resource 

planning systems (ERP), data mining and data warehousing. 
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In 1990, Tim Berners-Lee invented the WorldWideWeb web browser and transformed an academic 

telecommunication network into a worldwide everyman everyday communication system called 

internet/www. Commercial enterprise on the Internet was strictly prohibited until 1991. Although the 

Internet became popular worldwide around 1994 when the first internet online shopping started, it 

took about five years to introduce security protocols and DSL allowing continual connection to the 

Internet. By the end of 2000, many European and American business companies offered their services 

through the World Wide Web. Since then people began to associate a word "ecommerce" with the 

ability of purchasing various goods through the Internet using secure protocols and electronic 

payment services. 

DOT-COMS 

Internet use gave a large jump toward the turn of the century, from being common in 26 percent of 

households in 1998 to 55 percent in 2003. Usage rates continue to climb in the United States and 

worldwide. This widespread use caused the rise—later followed by the collapse—of many Internet-

based businesses, called “dot-coms” for their adoption of the suffix “.com” at the end of their names, 

referring to their Web site addresses. They used the three Cs method of business—commerce, content, 

and connection—offering one of the three to possible customers. Although the dot-coms formed the 

basis for today's e-commerce, inflated expectations and inexperience in online business transactions 

lead to the dot-com bubble of 2000 and 2001, when many purely online businesses imploded, costing 

investors millions. Some of the more famous dotcom busts include Flooz.com, 360Hiphop, 

Pets.com, Kibu.com, and GovWorks.com, which was featured in the documentary Startup.com. 

After the dot-com bubble, the surviving companies dropped the coms from the end of their names and 

went on, some becoming successful businesses. For most companies, however, a combination of 

physical-based customer service and products with online components offering similar services has 

proven to be a more trustful method of incorporating e-commerce. In response to the dot-com bust 

and the continued growing interest in online trade, the Federal Trade Commission, or FTC, began to 

elaborate on their previous online business regulations. 

Chief among the FTCs regulations is the policy that all online advertisement must tell the truth and 

not mislead customers. As in physical markets, all online claims must be substantiated. Disclaimers 

can be particularly complex on Web sites, and the FTC requires that all disclaimer information must 

be easily accessible and readable. In response to worries of online security issues such as account and 

identity theft, the FTC has also made it clear that online companies should notify customers when 

collecting personal data, and several Privacy Protection Acts created during the dot-com era were 

made to enforce that policy. 

Strategies 

One of the first challenges involved in moving to online commerce is how to compete with other e-

commerce sites. A common problem in addressing this challenge is that e-commerce is often analyzed 

from a technical standpoint, not a strategic or marketing perspective. E-commerce provides several 

technical advantages over off-line commerce. It is much more convenient for the buyer and the seller, 

as there is no need for face-to-face interaction and Web-based stores are open 24 hours a day. Also, e-

commerce purchasing decisions can be made relatively quickly, because a vendor can present all 
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relevant information immediately to the buyer. These factors lend themselves to a transactional 

approach, where e-commerce is seen as a way to reduce the costs of acquiring a customer and 

completing a sale. 

In contrast, most successful e-commerce Web sites take a relational view of e-commerce. This 

perspective views an e-commerce transaction as one step among many in building a lasting 

relationship with the buyer. This approach requires a long-term, holistic view of the e-commerce 

purchasing experience, so that buyers are attracted by some unique aspect of an e-commerce Web site, 

and not by convenience. Since consumers can easily switch to a competing Web site, customer loyalty 

is the most precious asset for an e-commerce site. 

While the primary focus of most Internet activity is on the business-to-business and business-to-

consumer facets of e-commerce, other transaction methods are included. The success of eBay and its 

consumer-to-consumer portal for auction-based transactions has dramatically changed how people 

and companies conduct business. In addition to having a significant effect on business-to-business 

transactions, retailers are beginning to tap into this new and dynamic approach to commerce. 

Widgets and e-Commerce 

A widget is a transferrable piece of code that can move itself in and out of Web site data, collecting 

information or executing a particular function for a metadata program. Some of the most visible 

widgets are the advertisements seen on most Web sites. These are in fact pieces of code from a third-

party business that are being used to communicate marketing messages. 

Widgets are one of the most important tools for e-commerce, used most often for distribution of 

information and online promotional activities. A 2008 article by Ori Soen with TechNewWorld explores 

the new possibilities widgets offer companies interested in e-commerce. Not only are widget-

advertisements inexpensive and relatively 

easy to employ, they can be combined with present marketing efforts and visual productions with the 

added effect of animation, if desired. 

The problem most cited with present-day widget use by e-commerce companies is that online users no 

longer pay attention to widget advertisement. Most business Web sites accessible today have a 

multitude of widgets, and the advertisements are often diluted. Like emerging problems with TV 

commercials, users have learned to simply stop paying attention. Soen, however, sees this as an 

opportunity for companies to develop more innovative marketing techniques, better online 

animations, and more effective branding strategies aimed at online users. 

Still, e-commerce Web sites are often crowded, and Soen suggests a different focus for widget 

advertisement: social networks. Social applications, such as MySpace and Facebook, are another field 

open to creative widget use, but they also offer a more open demographic, namely, people who are 

more likely to be attracted to creative widgets and—more importantly—have the ability to spread the 

word to their friends about advertisements that have caught their eye, giving companies two ways to 

promote instead of one. 

Widgets serve a third purpose for e-commerce companies: the ability to collect important data 

concerning what advertisements are most effective to customers. When widgets are combined with 



260 

analysis tools, they can be very useful gatherers of marketing information. They can judge how long a 

potential customer spends with the widget, and to what extent they interact with the animation. 

Promotional activities and marketing analysis can be effectively combined. 

Personalization 

One of the key practices to a successful e-commerce company is personalization. Rachelle Crum's 2008 

article, “Personalization: Telling E-tail Customers What They Really Want,” lists several ways 

businesses can personalize their customers' online experiences. 

When customers buy products online, they often receive a short list of other items they may be 

interested in. This is known as recommendation, and because of the ease and access in online business, 

it is relatively easy for businesses to include in their e-commerce activity. Customers are much more 

likely to order from the company when they receive a personalized list of products. 

Tailored Web pages are another important part of personalization. Many companies have designed 

their e-commerce businesses to use the data from returning customers to create specific Web pages 

advertising new products the customer may be interested in, deals that may appeal particularly to the 

customer, and other information tailored especially for them. 

Mobile Web 

Certain devices, such as the iPhone, are becoming popular for their ability to access the Internet 

remotely. New technology has allowed remote Web access through phone and other handheld devices 

to become faster and easier to use. Some e-commerce companies have begun developing Web 

applications specifically for mobile Web users. This entails creating streamlined Web pages that 

condense information and allow customers to find what they looking for quickly and without hassle. 

Since these streamlined applications can be easier to navigate than normal Web pages, and can be 

accessed from nearly any location, some predictions say the mobile Web will become a powerful tool 

in the e-commerce field. 

There are several different ways companies can make e-commerce more available to mobile Web 

users. Web designers can simply remove graphics from the Web site for mobile applications, giving 

users a simplified, text-only site to navigate. Style sheets can also be used, to create other versions of 

online stores, tailored to specific devices. Or, if a company wanted to devote more time to the project, 

a second Web site could be created solely for mobile Web users. 

Web Site Creation Tips 

Beyond technology tools such as widgets and mobile Web devices, there are simple ways to improve 

Web pages and how they read and look. Slight changes in the way a Web page integrates marketing, 

product information, and visuals can create an enormous difference in the perceptions of customers. 

Most Web surfers spend a very short time inspecting online stores before moving on, and the right 

words or the right information, displayed correctly, can make a great difference. 

As David Needle says in his 2008 article for Smallbusinesscomputing.com, there are three different kinds 

of written cues or signposts that companies can place in their Web sites. The first type of signpost is 

navigation-oriented. This involves the way the online store is constructed—where the links to 
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products are and where they go, how far down the Web site pages scroll, and links to related 

sites. “Bread crumbs,” or easy ways for customers to return to the sites they have previously seen, are 

an excellent tool to give online stores structure and usability. 

The second type of signpost is microcontent-related. This refers to Web site headings, URLs, and titles 

that organize online information. All information in the company's online store should be clear and 

easy to read and understand. 

The third type of signpost is metadata, which is data concerning the information of the Web site itself, 

such as how many users have accessed it and the keywords within the site that would come up in a 

search engine or analytical program. 

Barriers to Success 

Despite the growing number of e-commerce success stories, plenty of e-commerce Web sites do not 

live up to their potential. There were two primary causes of e-commerce failures during the early 

2000s. 

First, most Web sites offer a truncated e-commerce model, meaning that they do not give Web users 

the capability to complete an entire sales cycle from initial inquiry to purchase. As analyzed by 

Forrester Research, the consumer sales cycle has four stages. First, consumers ask questions about 

what they want to buy. Second, they collect and compare answers. Third, the user makes a decision 

about the purchase. If the purchase is made, the fourth phase is order payment and fulfillment 

(delivery of the goods or services). The problem is that many Web sites do not provide enough 

information or options for all four phases. For example, a site may provide answers about a product, 

but not answers to the questions that the consumer has in mind. In other cases, the consumer gets to 

the point where he or she wants to make a purchase, but is not given an adequate variety of payment 

options to place the actual order. 

The second problem occurs when e-commerce efforts are not integrated properly into the corporate 

organization. A survey by Inter@ctiveWeek magazine found that in most companies e-commerce is 

treated as part of the information system (IS) staff's responsibility, and not as a business function. 

While sales and marketing staff generally assist in the development of e-commerce Web sites, final 

profit and loss responsibility rests with the IS staff. This is a major source of breakdowns in e-

commerce strategy because the units that actually make products and services do not have direct 

responsibility for selling them on the Web. One promising trend is that more companies are beginning 

to decentralize the authority to create e-commerce sites to individual business units, in the same way 

that each unit is responsible for its part of a corporate intranet. 

Success Factors 

After studying many aspects of electronic commerce, several consulting and analytic firms created 

guidelines on how to implement and leverage it successfully. In particular, two organizations have 

developed lists of critical success factors that seem to capture the state of thinking on this topic. First is 

the Patricia Seybold Group, which publishes trade newsletters and provides consulting services 

related to using information technology in corporations. This firm identified five critical e-commerce 

success factors: 
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Support customer self-service. If they so desire, Web users should be enabled to complete 

transactions without assistance. 

Nurture customer relationships. Up-front efforts should focus on increasing customer loyalty, not 

necessarily on maximizing sales. 

1. Streamline customer-driven processes. Firms should use Web technology to reengineer back-

office processes as they are integrated with e-commerce systems. 

2. Target a market of one. Each customer should be treated as an individual market, and 

personalization technology should be employed to tailor all services and content to the unique 

needs of each customer. 

3. Build communities of interest. A company should make its e-commerce Web site a destination 

that customers look forward to visiting, not simply a resource people use because they have to 

conduct a transaction. 

A quick review of two successful e-commerce sites, the Amazon.com bookstore site and Dell 

Computer's Web site, illustrate how many of these principles combine to help develop a strategic e-

commerce capability. 

Amazon.com, which has one of the highest sales volumes of any Web-based business, has optimized 

its site for the nature of its products and the preferences of its customers. The site is highly 

personalized; each visitor to the site, once registered, is greeted by name. The site content also is 

customized. Using software based on pattern recognition, Amazon.com compares a particular 

customer's purchase history to its overall record of transactions and generates a list of recommended 

books that seem to fit his or her interests and tastes. The company has a very integrated customer 

service support system, so that any customer service representative can access all data on the 

transactions, purchasing information, and security measures of each customer. The system also 

supports communications using e-mail, fax, and telephone. 

Finally, Amazon.com helps to build a community of users through its Associates Program. Under this 

program, a Web site can host a hyperlink directly to the Amazon. com site. Any time that a visitor to 

that site buys books through Amazon.com, the Web site owner receives a share of the transaction 

revenues. This is a very inexpensive way for Amazon.com to extend its marketing and advertising 

reach across the Web. Dell Computer also uses personalization and customization tools. For every 

major corporate customer, Dell creates a special Premier Page, which shows all products covered 

under purchasing contracts with that firm, as well as the special pricing under those contracts. This 

ensures that employees of that firm always get the right price for each purchase. Ford Motor 

Company reports that by encouraging employees to buy PCs from its Premier Page, the company 

saved $2 million in one year. 

Dell also has integrated its e-commerce Web site with all back-office systems, so that when a customer 

orders a custom-configured PC, that information is automatically transferred to the production system 

to ensure that the unit is built according to specifications. This also improves customer service; Dell 

will proactively notify any customer if a production problem or inventory shortage will delay 

delivery. 
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Electronic commerce, as used by U.S. firms, has already undergone several generations of evolution. 

Early experiences helped to stabilize e-commerce technology and set the development path for more 

sophisticated and useful technologies. Later experiences provided guidelines on strategic approaches 

and operational models that will help to improve e-commerce success. 

Three key issues will determine the long-term viability of electronic commerce. These are: 

1. Technological feasibility, or the extent to which technology—bandwidth availability and 

information reliability, tractability, and security—will be able to sustain exponentially 

increasing demands worldwide. 

2. Socio-cultural acceptability, or the extent to which different global cultures and ways of doing 

business will accommodate this new mode of transacting, in terms of its nature (not face-to-

face), speed, asynchronicity, and unidimensionality. 

3. Business profitability, or the extent to which this way of doing business will allow for profit 

margins to exist at all (e.g., no intermediaries, instant access to sellers, global reach of buyers). 

As technology continues to develop and mature, the ability to assess the impact of electronic 

commerce will become more cogent. Moreover, the significance of privacy, security, and intellectual 

property rights protection as prerequisites for the successful worldwide diffusion, adoption, and 

commercial success of Internet-related technologies—especially in places with less democratic 

political institutions and highly regulated economies—is continually increasing. The differentiation 

between the Internet (the global network of public computer networks) and intranets (corporate-based 

computer networks that involve well-defined communities and potentially more promising 

technology platforms for fostering Internet-related commerce) became significant in the late 1990s and 

early 2000s. Intranet development has surpassed the Internet in terms of revenue—by 2005 more than 

half of the world's Web sites were commercial in nature. 

Adverse Possibilities of e-Commerce 

Ned Kock, in his book Encyclopedia of E-collaboration (2008), gives several possible negative effects of e-

commerce, if the trend continues at the same rate it is currently growing. 

Global companies with highly developed online stores may already possess the extra edge to attract 

potential customers. This may leave beginning companies, eager to enter the online market, without 

much chance to make an impact. International competition may become skewed and lead to an 

unhealthy type of oligopoly in the e-commerce world. 

Some also fear that e-commerce will allow companies to evade certain tax laws, especially when it 

comes to international trade. New regulations might need to be set for customs concerning online 

exchanges. 

Others wonder how e-commerce will change the job market. While online business offers jobs to those 

with newer IT skills, it can also displace many traditional jobs. 

Advantages of Electronic Commerce 

The greatest and the most important advantage of e-commerce, is that it enables a business concern or 

individual to reach the global market. It caters to the demands of both the national and the 
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international market, as your business activities are no longer restricted by geographical boundaries. 

With the help of electronic commerce, even small enterprises can access the global market for selling 

and purchasing products and services. Even time restrictions are nonexistent while conducting 

businesses, as e-commerce empowers one to execute business transactions 24 hours a day and even on 

holidays and weekends. This in turn significantly increases sales and profit. 

Electronic commerce gives the customers the opportunity to look for cheaper and quality products. 

With the help of e-commerce, consumers can easily research on a specific product and sometimes even 

find out the original manufacturer to purchase a product at a much cheaper price than that charged by 

the wholesaler. Shopping online is usually more convenient and time saving than conventional 

shopping. Besides these, people also come across reviews posted by other customers, about the 

products purchased from a particular e-commerce site, which can help make purchasing decisions. 

For business concerns, e-commerce significantly cuts down the cost associated with marketing, 

customer care, processing, information storage and inventory management. It reduces the time period 

involved with business process re-engineering, customization of products to meet the demand of 

particular customers, increasing productivity and customer care services. Electronic commerce 

reduces the burden of infrastructure to conduct businesses and thereby raises the amount of funds 

available for profitable investment. It also enables efficient customer care services. On the other hand, 

It collects and manages information related to customer behavior, which in turn helps develop and 

adopt an efficient marketing and promotional strategy. 

Disadvantages of Electronic Commerce  

Electronic commerce is also characterized by some technological and inherent limitations which has 

restricted the number of people using this revolutionary system. One important disadvantage of e-

commerce is that the Internet has still not touched the lives of a great number of people, either due to 

the lack of knowledge or trust. A large number of people do not use the Internet for any kind of 

financial transaction. Some people simply refuse to trust the authenticity of completely impersonal 

business transactions, as in the case of e-commerce. Many people have reservations regarding the 

requirement to disclose personal and private information for security concerns. Many times, the 

legitimacy and authenticity of different e-commercesites have also been questioned. 

Another limitation of e-commerce is that it is not suitable for perishable commodities like food items. 

People prefer to shop in the conventional way than to use e-commerce for purchasing food products. 

So e-commerce is not suitable for such business sectors. The time period required for delivering 

physical products can also be quite significant in case of e-commerce. A lot of phone calls and e-mails 

may be required till you get your desired products. However, returning the product and getting a 

refund can be even more troublesome and time consuming than purchasing, in case if you are not 

satisfied with a particular product. 

Conclusion  

Thus, on evaluating the various pros and cons of electronic commerce, we can say that the advantages 

of e-commerce have the potential to outweigh the disadvantages. A proper strategy to address the 

technical issues and to build up customers trust in the system, can change the present scenario and 

help e-commerce adapt to the changing needs of the world. 
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Abstract 

Tamil is slowly becoming the online language and mobile text messaging languages for many Tamils 

around the world. Social networks and mobile platforms now extensively support Unicode and 

applications for keying Tamil text. The number of characters in a text message is limited in some social 

nets and mobile text messages. The need for compacting the text becomes essential as it translates to 

saving online storage space, cost and many more factors. The paper proposes a text compaction 

system for Tamil, a first of its kind in Tamil. The system proposed in this paper handles common 

Tamil words, acronyms/abbreviations and numbers.  Morphological analyzer [1] and Morphological 

generator are used to stem inflexion words and replace them to compact using a mapping repository. 

The proposed work is tested with over 10,000 words and it is found that the final result is reduced to 

40% of the original text. The paper concludes by discussing possible extensions to this system. 

1. Introduction: 

In all languages, using compact or short form of words in text messages, emails, and blogs is rapidly 

increasing. It is particularly popularly amongst young urbanities as it allows for voiceless 

communication, useful in noisy environment that would defeat a voice conversation and also buffered 

communication since the message the sender wants to convey can be accessed by the receiver at any 

time. Compacting text is thus necessary because of limited message length in blog sites and tiny user 

interface of mobile phone. Getting the shortest word has no rule and it is mainly aimed at 

understanding. That is, those words should be understood by everyone. We can obtain the compact 

words by omitting letters, replacing prefix and suffix of through suitable symbols and numbers. This 

causes the compacted system to be credited with creating a language. The paper proposes a Text 

Compaction system for Tamil, the primogenital in Tamil..  

2. Background: 

 Tamil is perhaps the only classical language, whose glorious literatures date back to the pre-Christian 

era, has remained in continuous use for more than many millennia now. Due to the untiring efforts of 

scholars, researches and enthusiasts, it has also evolved creatively over the years to the extent that it is 

also used today profusely in computers, internet, mobile phone etc. Diverse creative efforts have been 

taking place that would pave the way for a quantum jump in the usage of Tamil in Information 

Technology. “Tamil Virtual University”, “Centre for Research and Applications of Tamil in Internet”, 
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“Tamil Software Development Fund” is to quote a few. These efforts paved the way for the motivation 

of proposing Tamil compaction system in Tamil. 

Many compaction systems have been developed for English and other languages. Lee Ming Fung in 

[2] proposed a Short form Identification and Categorization model based on maximum entropy to 

identify short forms from actual words and acronyms/abbreviations and categorize the short forms 

into the short forms formed from letter omission and those formed through phonetic substitution of 

parts of words. In the proposed system the compact words are formed in a diverse variety of ways 

such as omission, truncation and phonetic substitution. Acronym Identification and detection has 

been much researched. Acrophile in [3] automatically searches acronyms from acronym-expansion 

pairs from domain specific databases. By acronyms expansion pairs, we refer to a pairs each 

containing acronyms and their full expanded form or meaning. The paper makes use of acronym 

expansion pairs to replace the full expanded form with the acronyms. 

3. Text Compaction Framework: 

         The figure below presents the various components of the framework. 

    

 
 

3.1 Input Processing  

The input text is tokenized based on a delimiter and is passed on to the Morphological Analyzer. The 

analyzer removes the suffix (if present) added to the word and delivers the root word (RW). For 

example if the input to the analyzer is கணிᾺெபாறியி᾿ the output is given as கணிᾺெபாறி. 

3.2 Identification of the type 

The proposed paper handles three categories of words; common Tamil words, Abbreviations 

/acronyms, numbers. Now, the category to which the RW belongs is to be identified. The RW is 

checked to decide the category of abbreviations /acronyms. This is done by comparing the root word 

with the keys of the hash map (2.3). If the comparison results are true then the RW is considered as the 

abnormal word (AW) i.e. it belongs to the category of acronyms/abbreviations, else, it is treated as the 

normal word (NW) i.e. it belongs to either the first or third category. 
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3.3 Extraction of the compact word 

If the word is identified as a normal word, it is passed to a tree which is built dynamically from the set 

of words that has already been stored in the dictionary. The NW is then searched in the binary search 

tree. On finding the NW in the binary search tree, the compact word is retrieved with an efficient 

mapping algorithm that maps each of the normal word with its compact word. 

Say suppose the word is an abnormal word, its compact word is retrieved in the following manner. A 

linked hash map is built for all the abbreviated words. The hash map uses the first word the 

abbreviated word as its key. Again with the help of an efficient mapping algorithm, the compact word 

is retrieved. In case the NW is a number name it is replaced with the numerals based on the place 

value system. 

3.4 Output Processing 

The compact word that is being extracted is passed on the Tamil tool Morphological Generator to add 

the suitable suffix to cater to the rules of the language. 

4. Results and Analysis: 

The paper proposes the following layout for displaying the results to the user. It has two text areas: 

the one on the left is for entering the input text and the other on the right for displaying the output. 

The user can also view the no of characters that have been reduced in the output text. 
 

 

Efficiency of the system can be calculated as (no of characters in the input text / no of characters in the 

output text) X 100%. The proposed work is tested with over 10,000 words and it is found that the final 

result is reduced to 40% of the original text. 
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5. Conclusion and Future work: 

The paper describes the Tamil Compaction System, a framework for shrinking the text such that its 

meaning remains the same. Different subsystems and components of the framework are described in 

detail. Results from the  implementation of this Tamil compaction system framework is provided and 

is compared against the compacting third party applications of social networking sites that are 

implemented for English language. Improving the mapping for words which are frequently used, 

conceptual reducing, integrating numerical analyser will take this system to its next level. 
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Abstract 

Cricket is one of the most followed sports in the Indian subcontinent. There is a wide requirement for 

natural language descriptions, which summarize a cricket match effectively. The process of generating 

match summaries from statistical data is a manual process. The objective of this paper is to propose a 

framework for automatic analysis and summary generation for a cricket match in Tamil, with the 

scorecard of the match as the input. Data analytics is performed on the statistical match data, to mine 

all frequently occurring patterns. The paper proposes a parameter called Interestingness, which 

quantifies the interestingness of the match.  The paper also proposes a customization model for the 

summary. We propose an evaluation parameter called humanness, which quantifies the similarity 

between the output and a manually written summary. Discussing the results and analyzing the 

summaries generated for matches based on scorecards, this paper concludes with proposing some 

extensions for future developments. 

1. Introduction   

The number of websites which facilitate people to follow and analyze sports has increased manyfold. 

Among them, there are an exceptionally large number of sites devoted to Cricket. Mostly these 

involve participation of experts, who present their views and summaries in English about cricket 

matches. There are no such sites which provide similar services in Tamil. In this case it is also 

desirable if there is an alternative for human creativity. As a solution the paper proposes an 

automated Tamil summary generation framework which is capable of analyzing and generating a 

Tamil summary about a cricket match, provided the score card as the input. This paper discusses the 

overall architecture and implementation details of such a framework.   

The large amount of data in this domain makes it possible to apply data mining and data analytics 

techniques. The input scorecard is analyzed to construct feature vectors, which are then subjected to 

data mining. Based on the various parameters identified, the interestingness of the match is 

quantified.  

The summary generation part involves extraction of key players and events from a match. 

Appropriate sentences are then synthesized to express these selected events. The sentence constructs 

and the vocabulary used are chosen based on the linguistic ability specified by the user. Then the 

sentences are combined in to a meaningful summary. 

The results of the system, i.e. the summaries, are evaluated based on the Humanness parameter. This 

parameter gives the degree of similarity between the generated summary and the manually written 

summary, with which it is compared. This value helps us decide, the level of creativity achieved by 
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the system. In section 2 we provide an overview of the literature survey conducted.  In section 3 we 

discuss the design of the various modules of the framework. In section 4 we discuss the 

implementation of the proposed framework and the results obtained from the analysis. Finally we 

conclude in section 5 with extensions to the current framework and directions for further studies in 

the field of Tamil Summary Generation Systems. 

2. Background 

In the literature there are existing works on summary generation from statistical data. Alice Oh et al. 

generated multiple stories about a single baseball game based on different perspectives using a 

reordering algorithm [1]. Ehud Reiter et al. in their book building natural language generation systems 

explain the difference between natural language generation and natural language processing and also 

describe the various steps involved in the natural language generation process with examples 

[2].Jacques Robin et al. presented a system (called STREAK) for summarizing data in natural 

language. It focuses on basketball game to design and evaluate the system [3]. L. Bourbeau et al. came 

up with the FoG (Forecast Generator) using the streamlined version of the Meaning-Text linguistic 

model. This system was capable of generating weather forecasts in both English and French [4].  

3. Summary Generation Framework 

The Tamil Cricket Summary Generator consists of the following major components: 

• Data Gathering and Modeling module 

• Data Mining and Data Analytics module 

• Summary Generator 

• Evaluator 

Figure (1) given below depicts the Summary Generation framework. 

 

 
 Figure 1: Tamil Cricket Summary Generator Framework 
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3.1 Data Gathering and Modeling Module 

Data gathering is the first step of the system. The data to be gathered is present in internet. This 

module has a custom designed parser, for the tag structure of the site. The user must provide the URL 

from where the particular match’s data can be obtained. The module checks whether the match has 

already been processed. If not the parser parses the page and retrieves the statistical data. The 

statistical data is then modeled in the form of the predefined feature vectors.  

3.2 Data Mining and Analytics Module 

Modified version of Apriori algorithm is used to find the association rules from the feature vectors. 

After performing mathematical analysis using correlation of variance (CoV), CoV is plotted against 

average to give an idea about how consistent the player is. The interestingness of the match is 

calculated based on the weighted average of the scores assigned to the factors identified, they include 

the Winning margin, Team history, Individual records made, High run rate, Series state, Relative 

position in international ranking, Reaction in social networks etc.   

3.3 Summary Generator 

The summary generator part of the framework consists of the following sub modules Content 

Determiner, Aggregator, Tamil Morphological Generator and Layout Determiner. The events to be 

included in the summary are not predefined and are not the same for every match. Based on the 

interestingness of the total match, the interestingness of the individual events and the expert level 

chosen by the user, particular events are chosen to be included in the summary. The content 

determiner is responsible for identifying those facts which are worth mentioning in the summary.  

Aggregation of relevant events from other matches in the summary will make it more readable and 

interesting. The aggregator performs this function. It chooses events based on their similarity and 

coherence and aggregates them with the key events selected in the content determiner module. 

As a next step, the sentences used to describe the events are synthesized. The sentence which is the 

most apt to the current event under consideration is selected. The vocabulary used in the sentence and 

the depth to which an event is discussed is also varied based on the expert level of the user. The nouns 

in the key events are passed to the morphological generator along with the desired case endings and 

the generated variants are added to the sentences.  

The layout determiner module chooses the layout of the summary to be generated. The layout is 

varied based on the interestingness of the match. The sentences are aggregated in the fashion of the 

layout selected and the final output summary is passed to Evaluator. 

3.4 Evaluator 

The summary generated by the system is evaluated based on its degree of similarity with human 

written summaries. The summaries are compared based on two parameters, the Nouns Mentioned 

and the Events Mentioned. 

The nouns and the events in the summaries are extracted along with their absolute positions. The 

events in the summary are modeled as a set consisting of, one or more Performers (the persons who 

takes part in the event), Numeral (the numeric part involved in the event e.g. 4 wickets) and a 
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Descriptor (the action connecting the Performer and the Numeral). Their absolute positions refer to 

the sentence number in which they are mentioned. Then these absolute positions are normalized 

based on the total number of sentences present in the summary. Three different scores are calculated 

they are, 

◦ Similarity Score: The ratio of the number of nouns and events mentioned in both the summaries 

to the total number of nouns and events mentioned at least in one summary. 

◦ Count Score: The ratio of the number of nouns and events mentioned in the system generated 

summary to the number of nouns and events mentioned in the human written summary 

◦ Closeness Score: The degree of closeness, in terms of the normalized positions of the nouns and 

events mentioned in both the summaries. 

A weighted average of these three scores yields the final humanness score.  

4. Implementation  

To implement the proposed framework, espncricinfo a reliable and prominent site for Cricket data is 

chosen as the source of input. The frame work was implemented in java. The URL of the match for 

which the summary is to be generated is obtained from the user. The feature vectors designed for 

modeling a match are stored as rows with unique identities, in the back end oracle database.  The 

patterns which are generated as a result of data mining are validated based on the support and 

confidence parameters. As a design decision all nouns are stored in English and are translated on the 

fly using a constantly updated look up database. This decision was taken to allow interoperability and 

easy extension of the system to other languages in future.  The sentence pattern files are stored 

external to the system, so as to allow modifications without changes in the system. The summary 

generated for the match is stored in the back end, indexed with the unique identity assigned already. 

The user interface is designed to be simple and robust. It allows the users to search matches based on 

various parameters and also to save their preferences.  

4.1 Results 

Score cards of 90 One Day International matches where retrieved and their summaries were 

generated. These include matches between 9 countries. Both individual matches and series were 

considered. A large number of hidden patterns in cricket domain have been retrieved based on the 

algorithm used. The patterns have been validated and the ones which are interesting have been 

reported. The factors contributing to the interestingness of the match have been identified and the 

weights associated with them have been found. The consistency of a player has been modelled and 

consistency analysis of a player is done to analyse his performance. 

The difference in the language used and the events mentioned in the summary is pronounced when 

the user opts for an expert level.  Similar facts occurring in the past have been identified and added to 

the summary. Each summary was compared with two human written summaries, one an expert 

summary and other an average summary, their cumulative scores were considered.  The humanness 

score of the summaries tend to be in the range of 70% to 85%. The recurrence of layouts is also 

minimal, which reflects the fact that the summaries generated are not monotonous. 
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5. Conclusion and future work 

In this paper we have proposed the framework for an Automated Tamil Cricket Summary Generator. 

The current implementation of the system can be enhanced by adding machine learning capabilities to 

make the summaries more human and interesting. The system can be extended to produce summaries 

in multiple languages apart from Tamil.  The system can be enhanced to generate summaries about 

the match in real time. As a next level the system can be modified for summary generation in other 

sports too. 
 

 
 

Figure 2: Screenshot of the Tamil Cricket Summary Generation System 

 

The frame work can be used as a guideline to develop summary generation systems, which can be 

applied for any domain where frequent numerical reports are used. (Weather Prediction, Industrial 

Quality Testing etc) 
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ABSTRACT  

Computational creativity is one area of NLP which requires extensive analysis of large datasets. 

Laalalaa [1] framework for Lyric analysis and generation proposed a lyric analysis subsystem that 

required statistical analysis of Tamil lyrics. In this paper, we propose a data analysis model for words, 

rhymes and their usage in Tamil lyrics. The proposed analysis model extracts the root words from 

lyrics using a morphological analyzer [2] to compute the word frequency across the lyric dataset. The 

words in their unanalyzed form are used for computing the frequent rhyme, alliteration and end-

rhyme pairs using adapted apriori algorithm. Frequent co-occurring concepts in lyrics are also 

computed using Agaraadhi, an on-line Tamil dictionary. Presenting the results, this paper concludes 

by discussing the need of such an analysis to compute freshness, pleasantness of a lyric and using 

these statistics for Lyric Generation.  

Keywords : Tamil Lyrics, Morphological Analyser, Apriori algorithm. 

I. INTRODUCTION 

Tamil is one of the world's oldest languages and has a Classical status. Numerous forms of literature 

exist in Tamil language of which, lyrics play a vital role in taking the language to every house hold in 

form of original film soundtracks, jingles, private albums, and commercials. With over thousands of 

lyrics being created every year, we do not have proper tools to model and analyse lyrics. Such an 

analysis framework would enable one to see various patterns of words, combinations and thoughts 

used over time. The analysis framework will also make it possible to generate fresh lyrics where the 

freshness can be associated with the concepts and thoughts associated with the lyric.  

In this paper, we discuss about Tamil lyric Analysis on the basis of word usage, rhyme usage and the 

co-occurrence of word. The frequency of word usage is identified by considering a morphological root 

of the word using morphological analyser, instead of considering terms. For analysing the frequent 

rhyme, alliteration and end-rhyme pairs, we adapted Apriori algorithm [4]. To identify the co-

occurring concepts in lyrics, we used “Agaraadhi”, an on-line Tamil dictionary Framework [3] and a 

new algorithm has been proposed to compute the frequent usage of co-occurring concepts in lyrics. 

The rest of this paper has been organized as follows. In Section 2, we explain about the algorithm and 

tools. In Section 3, we explain the methodology and in Section 4, we discuss our results. Conclusions 

and future extensions to this work are presented in section 5. 
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2. MORPHOLOGICAL ANALYSIS AND APRIORI ALGORITHM 

Morphological analysis is the process of segmenting words into morphemes and identifying its 

grammatical categories. For a given word, morphological analyser (MA) generates its root word and 

its grammatical information. The role of morphological analyser in the proposed work is to identify 

the noun and verb morphology of a given word, examples are as follows   

Example 1, for noun morphology: 

இராமைன (Ramanai) 

           இராம� (Raman)    +  ஐ (ai) 

             Entity                              +  Accusative Case 

 

 Example 2, for verb morphology: 

ெச�றா� (Senraan) 

ெச, (sel) + � (R) + ஆ� (Aan) 

Verb + Past Tense Marker + Third Person Masculine Singular Suffix  

 

In the proposed work, the frequency of a word is identified by considering the variations of a noun in 

terms of its morphology. For instance, the variations of Ramanai such as Ramanaal, Ramanukku, 

Ramanin, Ramanadhu are also counted for the word Raman.  

The Apriori Algorithm is an influential algorithm for mining frequent item sets for Boolean 

association rules [4].  Apriori uses a "bottom up" approach, where frequent subsets are extended one 

item at a time (a step known as candidate generation), and groups of candidates are tested against the 

data. The algorithm terminates when no further successful extensions are found. It has objective 

measures: support and confidence. The support of an association pattern is the percentage of task-

relevant data transactions for the apparent pattern. Confidence can be defined as the measure of 

certainty or trustworthiness associated with each discovered pattern. 

3. LYRIC ANALYSIS 

(i) Word Analysis 

The frequency of words is used to associate a popularity score for each word. This score is proposed to 

be used for lyric generation part of the frame work proposed in [1]. In this work, the popularity score 

of a word has been identified from lyrics. In lyrics, the words are mainly attached with the suffix. So, 

the root words are taken into consideration for determining its frequency count. The root words are 

identified using morphological analyser. The algorithm to find the word usage is illustrated below: 

Algorithm 

Let LD is the set of lyric dataset and LS denotes the set of sentences of lyric dataset and LW denotes the 

set of words in the lyric dataset. WC denotes the word count across all lyric dataset. Let m be the total 

number of sentences in lyrics and n be the total number of words in lyrics.  
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a) Given a Lyric dataset LD 

b) For each LSi ← 1 to m 

 Split the sentence LS into words LW 

c) For each LWj  ← 1 to n 

 RW  ← ProcessMorphAnalyser(LWj ) 

d) Let RW be the root word  

 if RW  exist, then add into the word count list ( WC) 

 else add into the word count list ( WC) 

e)ReturnWC. 

Here ProcessMorphAnalyser(LWj ) returns the root of the given word. 

(ii) Rhyme Analysis 

Alliteration (Monai) is the repetition of the same letter at the beginning of words. The rhyme 

(Edhugai) is defined as the repetition of the same letter at the second position of words.  The end 

rhyme (iyaibu) is defined as the repetition of the same letter at the last position of words. The example 

of alliteration, rhyme and end rhyme is given below: 

Examples:  

உயி
 and உ� rhyme in alliteration (monai) as they start with the same letter. 

இதய( and காத� rhyme in rhyme (edhugai) as they share the same second letter. 

யா!ைக and வா=!ைக rhyme in end – rhyme (iyaibu) as they share the same last letter. 

We have adapted apriori algorithm to find the frequency count of rhyme, alliteration and end rhyme 

pairs of Tamil lyrics which has been illustrated below: 

Algorithm: 

Let LD be the set of lyric dataset and LS denote the set of sentences of Lyric dataset. Let m be the total 

number of sentences in lyrics. Let PC1 denote the count of alliteration and PC2 denote the count of 

rhyme and PC3   denote the count of end – rhyme. 

a) Given lyric dataset LD . 

b) For each LS ← 1 to m 

 Join the pair of sentences (LP) 

c) For each  LP 

 Consider the first (LP1) and last words (LP2) 

d) Rhyme (LP1, LP2) 

e) return PC 



279 

Algorithm  : Rhyme (LP1, LP2) 

a) Let k denote the ith character. Let ML denote the alliteration (monai) list and RL denote the rhyme 

(edhugai) list and EL denote the end – rhyme (iyaibu) list. 

b) For ∀ i,  

 if k = 1,      if LP1(k)   =  LP2(k), then add into ML list and increment PC1  

 if k = 2,      if LP1(k)   =  LP2(k),  then add into RL list and increment PC2 

 if k = i - 1,  if LP1(k)   =  LP2(k), then add into EL  list and increment PC3  

(iii) Co-occurrence concept Analysis 

Co-occurrence is defining the frequent occurrence of two terms from a text corpus on the either side in 

a certain order. This word information in NLP system is extremely high. It is very important for 

cancelling the ambiguous and the polysemy of words to improve the accuracy of the entire system [5].  

In this method, to improve the efficiency of co-occurrence, we have been considering the concept of 

each word. The concept for each word has been identified using the Agaraadhi, an on-line Tamil 

dictionary. The example for concept word which has been in lyric is given below: 

Example: The word "நிலF ” which has the concept ெவGணிலா, மதி, மாத�, 

:ைண�ேகா*, ெவGணிலF, அ��லி, அ��லிமா�. 

By considering these concepts, we have been determining the co-occurring words using our own 

algorithm is described below: 

Algorithm : 

Let LD  denote the set of Lyric dataset and W denote each word in lyric. Let CW denote the set of 

concepts for each word. Let  WC denote the word count. 

a) If the word CW identify, then consider the next word. 

 Increment the count  WC  

b) Else the word W and consider the next word. 

 Increment the count  WC 

c) return WC 

4. RESULTS 

The lyric corpus of more than two thousand songs were analysed for the word usage, rhyme usage 

and Co-occurence concepts usage. The analysed results are given below: 
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Table 1 shows the list of top 10 usage words in lyrics. 

 

 

 

Table 2 shows the list of top 10 rhyme words in lyrics. 

 

EDHUGAI USAGE MONAI USAGE IYAIBU USAGE 

எ�,உ� 107975 எ�,எ�ைன 33492 எ�,உ� 111552 

நா�,எ� 80125 உ�ைன,உ� 26289 நா�,எ� 83435 

நா�,உ� 61204 எ"த�,எ� 16478 நா�,உ� 63543 

எ�,உ�ைன 33731 எ�,எ�ன 15405 எ�,உ"த� 18411 

எ�,எ�ைன 32570 உ"த�,உ� 14001 எ"த�,எ� 16478 

உ�ைன,உ� 25747 உயி�,உ� 11640 உ"த�,உ� 14001 

எ�ைன,உ� 24867 இ"த,இ: 10993 எ"த�,உ� 12524 

நா�,உ�ைன 19297 என:,எ� 9985 நா�,உ"த� 10524 

நா�,எ�ைன 18935 எ"த,எ� 9976 எ"த�,நா� 9367 

எ�,எ�ன 14486 நI,நI9� 9962 இ"த,அ"த  4818 

Table 3 shows the list of top 10 co-occurring concept words in lyrics. 

 

CO-OCCURING WORDS USAGE 

அ�ேப,அ�ேப 638 

சி�ன,சி�ன 530 

வா,வா 506 

எ�,காத, 478 

ஒேர,ஒ0 469 

நI9�,நாJ� 434 

உ�ைன,நா� 419 

தமிK,எLக* 367 
ஒ0,நா* 302 

நI,எ�ைன 287 

WORDS USAGE WORDS USAGE 

நI 2009 வா 1062 

எ� 1941 ஒ0 987 

நா� 1645 கG 965 

உ� 1556 M 857 

காத, 1153 இ,ைல 793 
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By analysing those data, this shows that the most of lyrics which predicts the emotion of happiness 

and love. In the adapted apriori algorithm, the support which represents the total number of pair 

words with the total number of combination of sentences and the confidence which described the total 

number of pair words with the total number of pair of sentences. The results may vary if the number 

of lyrics used for the analysis is increased.  

5. CONCLUSIONS AND FUTURE WORK 

In this paper, we discussed the usage of words and rhymes in the lyrics dataset. The adapted apriori 

algorithm has been used to detect the frequency count for rhyme, alliteration and end word pairs. This 

analysis has been mainly used in the lyric generation and computing freshness scoring for lyrics. 

Frequent co-occurring concept is also been identified for the development of lyric extraction, semantic 

relationship, word sense identification and sentence similarity. Possible extensions of this work could 

be the detection of emotions in lyrics by genre classification and identify genre specific rhymes and 

concept co-occurrence.  
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Abstract 

Summarization of large text documents becomes an essential task in many Natural Language 

processing (NLP) applications. Certain NLP applications deal with domain specific text documents 

and demand for a domain specific summary. When the essential facts are  extracted specific to the 

domain, the summary proves to be more efficient.  The proposed system builds a bilingual summary 

for an Information Retrieval (IR) system named CoRee, which tackles Tamil Language and English 

Language text documents [1].  As the input documents are tourism domain specific documents, the 

summary is extracted based on specially designed seven tourism specific templates 7 both for Tamil 

and English.  The templates are filled in with the required information extracted from the UNL 

representation and a bilingual summary is generated for each text document irrespective  of the 

language of input  text document. The efficiency of the summary has been tested manually and it has 

achieved 90% efficiency. This efficiency depends on factors other than summary generation such as 

enconversion accuracy and dictionary entry coverage. The proposed system can be extended for many 

languages in future. 

1. Introduction 

Automatic summary generation has been a research problem for over 40 years [2]. Summarizing the 

texts helps in avoiding information overload  and also saves time. Multi lingual Natural Language 

applications have emerged in great number in recent years. This makes the need for a multi lingual 

summary generation a quintessential task. Alkesh patel et al have come up with a multi lingual 

summary generation by using structural and statistical factors [2]. David Kirk Evans has generated 

multi lingual summary using text similarities existing in the sentences [3]. Dragomir Radev et al have 

developed a multi lingual summary generation tool named MEAD using  centroid and query based 

methods. They have also used many learning techniques such as decision trees, Support Vector 

Machines  (SVM) and Maximum Entropy [4].  

All the  above works on multi lingual summarization have not used  a interlingua document 

representation . We propose that a multi lingual summary can be generated with much more ease by 

using a interlingua document representation language called, “Universal Networking  Language” 

(UNL) [5]. UNL converts every term present in a natural language text document into a language 

independent concept, thereby making the applications built using it a language independent one. The 

proposed work extracts a domain specific summary, as the UNL documents used are tourism domain 

specific. Tourism specific templates are framed and the sentences fitting the templates are  chosen and 

formed as a summary. 
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The rest of the paper is organized as follows. Section 2 gives a brief introduction about UNL. Section 3 

describes the proposed summarization technique. Section 4 discusses the evaluation of the proposed 

work.  Section 5 reveals the enhancements needed to the proposed work and Section 6 gives the 

conclusion of the paper. 

2. Universal Networking Language 

UNL is an intermediate language  that processes knowledge across language barriers. UNL captures 

the semantics of the natural language  text by converting the terms present in the document to 

concepts. These concepts are connected to the other concept through UNL relations . There are 46 

UNL relations like plf(Place From), plt(Place To), tmf(Time from), tmt(Time to) etc [1].  This process of 

converting a natural language text to UNL document is known as Enconversion and the reverse 

process is known as  Deconversion. The UNL document is normally represented as a graph where the 

nodes are concepts and edges are UNL relations.  An example UNL graph is shown for the example 1. 

Example 1: John was playing in the garden . 
 

 
 
 
 
 
 
    
 
 

Figure 1: UNL graph for Example 1 

 

The nodes of graph namely, “John(iof>person)”, “Play(icl>action)” and garden(icl>place) represent 

the terms John, playing and garden present in the example 1. The semantic constraints in the concepts, 

“iof>person”, “icl>action” and “icl>place” denotes the context in which the concepts occur. The  edges 

namely, “agt” and  “plc” indicates that, the concepts involved are agents and place. From the above 

discussion, it is shown that the UNL inherits many semantic information from the natural language 

text and portrays in a language independent fashion.  

The proposed work uses Tamil language text documents and English  language documents  

enconverted to UNL  for summary extraction which is described in the next section. 

3. Template based Information Extraction 

As discussed earlier, the summary is generated using the tourism specific templates. Figure 2 shows 

the over view of the proposed summary generation framework. The Framework consists of both 

language dependent and independent parts. The functionalities involving UNL are language 

independent and the inputs supplied to the framework to generate bi lingual summary are the 

language dependent parts. The bilingual summary generation is explained in the coming sections. 

 

john(iof>person) 

garden(icl>place) 

play(icl>action) 

plc 

agt 
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The seven templates describe about the tourism specific information of a place   such as,god, food, 

flaura and fauna, boarding facility, transport facility, place and distance. The correct information for 

these templates are extracted as discussed below. The usage of semantics helps greatly in  eliminating 

the  ambiguities that may arise while picking up a concept to fill the slot. For instance, the word, “bat” 

may denote a cricket bat or the mammal bat.  
 
 
 
 
 
  

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 

Figure 2: Overview of the Summary Generation Framework 

 

This type of ambiguity is resolved by the semantic constraint, as the cricket bat will get the semantic 

constraint, “obj<thing (object thing)”, whereas the mammal gets the semantic constraint, 

“icl>mammal”. Table 1 displays few semantics used for the respective templates.  

The extracted tourism specific concepts are converted to the target language terms  for building a 

summary  using the sentence patterns  which is explained in the next section.  

4  Multi Lingual Summary generation 

The information (concepts) extracted from the UNL graph using the templates are converted to the 

target language term using the respective UNL dictionary. For instance, to generate the English 

summary, the concepts comprising the semantic constraints are converted to English terms using the 

English UNL dictionary which consists of mapping between English terms and UNL concepts. These 

terms which when filled into the appropriate English sentence patterns, gives a English summary . 

The same procedure is done for building a Tamil summary. For each UNL graph irrespective of its 

source language,  a summary in Tamil and English are generated. 
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Template  Semantics  

God iof>god, iof>goddess, icl>god 

Food  icl>food, icl>fruit 

Flaura and Fauna  icl>animal, icl>reptile, icl>mammal, icl> plant  

Boarding facility  icl>facility 

Transport facility  icl>transport 

Place icl>place, iof>place, iof>city, iof>country 

Distance  icl>unit , icl>number  

Table 1 :Semantics used for each templates 

The terms obtained from the UNL dictionary will be a root word. For instance, the term, “eating” will 

be entered as eat (icl >action) in the UNL dictionary. So the terms obtained from the UNL dictionary 

needs to be generated to its original form using Morphological generator. The summary generation 

requires only tourism specific concepts, so the generation is almost not required . But we  have used a 

morphological generator for Tamil, as the place information and distance information  in Tamil with 

the case suffixes இ᾿ (il), இᾢᾞᾸᾐ(ilirunthu), உᾰᾁ  (ukku) etc  needs to be generated. For the 

example UNL graph  shown in figure 3,  the generated transport template in Tamil which is part of 

the summary is given in example 2. 
 
 
 
  
 
 
 
 
     
 
 

Figure 3:UNL graph given as input for example 2 

 
Example 2: ெசᾹைனᾰᾁ ேபᾞᾸதி᾿ ெச᾿லலாΆ  

The concept chennai(iof>city) in the above graph, is generated as "ெசᾹைனᾰᾁ" by adding the case 

suffix “உᾰᾁ ” and the concept bus(icl>vehicle) is generated as  

 "ேபᾞᾸதி᾿"  by adding the case suffix, “இ᾿”.  

 

 

Chennai(iof>city) 

bus(icl>vehicle) 

reach(icl>action) 
ins 

plc 
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5. Performance Evaluation 

       The proposed work has been tested with 33,000 Tamil and English text documents enconverted to 

UNL graphs. The performance of the methodology proposed has been evaluated using human 

judgement. The accuracy of the  summary generated has achieved 90% . Apart from the summary 

generation factors such as tourism specific concept extraction , the accuracy  also depends on the 

quality of enconversion and dictionary entry.  By  improving these factors,  the accuracy  can further 

be improved. 

6.  Conclusion and Future work 

The proposed work generates a tourism specific bilingual summary using the intermediate document 

representation, UNL and tourism specific templates. The bilingual summary is generated in a simple 

and efficient manner compared to the earlier work done for multi lingual summary generation. The 

only over head involved is developing a enconverter framework. 

 As  future enhancements, sentence patterns  can be replaced by selecting the sentences having high 

sentence score based on its sentence position and the frequency of concepts. Query specific  summary 

can also be generated on line, as the summary discussed here is a tourism specific  generated off line 

using the templates. The evaluation of the generated summary can also  be done by comparing it with  

the human generated summary. By doing this, many factors to make the machine generated summary 

compatible with human generated summary may evolve.  
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Abstract 

With the advent of computational tools for creativity, it becomes inevitable to design data structures 

which cater to the specific needs of the creative form considered.  A lyric generator has to retrieve 

words fast based on Part of Speech and rhyme. This paper aims at building special indices for the 

LaaLaLaa Lyric Generator framework based on POS and rhyme to facilitate faster retrieval. The 

retrieval times of the proposed model and the conservative word indexed model are compared. The 

indexing is based on the KNM(Kuril, Nedil, Mei) pattern and the letters that occur in the rhyming 

spots of the words.  The data structure is organized as hash tables to ensure best retrieval complexity. 

Separate hash tables for each POS and rhyming scheme are created and populated. Here, the key 

would be the meter pattern with the letters occurring at the rhyming spots and the value would be the 

list of all those words which fall under the key’s constraint. When the word indexed and meter rhyme 

indexed retrievals were compared, the latter reduced the average retrieval time drastically. There 

were not steep variations in the retrieval times as was in the former approach. This remarkable 

efficiency was traded-off with space.                                             

1.  Introduction 

Tamil, one of the oldest languages, has a very rich literary history dating back to two thousand years. 

We have more than two thousand lyrics being written in this language in the form of film songs, 

advertisements, jingles, private albums etc. With the advent of computational tools for creativity, it 

becomes inevitable to design data structures which cater to the specific needs of the creative form 

considered.  Tools for poem generation, story generation and lyric generation have been proposed.  

A poem has to have three qualities – meaningfulness, poeticness and grammaticality [1]. A lyric is a 

poem which has constraints of having to satisfy a tune and a theme. This paper talks about building 

special indices for the LaaLaLaa lyric generator framework[2]  to aid faster retrieval of words based on 

POS and rhyme.  

A lyric generator would require the retrieval of words of a particular meter and particular letters at 

rhyming spots. This would maximize the poeticness of the lyric generated with the increase in 

rhymes. This retrieval process, when carried out on an un-indexed word database,  is too expensive  

as it would take separate processing for meter, and each of the three rhymes in Tamil. To facilitate 

faster retrieval of words satisfying these constraints, the word database has to be indexed based on 
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meter-pattern and rhyme. This makes indexing of the word database based on the abovesaid 

constraints necessary.  

This paper is organized as eight sections. The second section discusses about a few existing works in 

this area. The third section gives an overview of the Rhyme schemes in Tamil. An overall view of the 

system is given by the fourth section while the fifth section talks about the approach proposed for 

indexing. This work concludes with the results obtained and scope for future work in this area. 

2. Background 

Though significant number of works has been done in the arena of poetry generation in other 

languages, there is only less number in Tamil. 

The “Automatic Generation of Tamil Lyrics for Melodies” [3] identifies the required syllable pattern 

for the lyric and passes this to a sentence generation module which generates meaningful phrases that 

match the pattern. This system generates rhyme based on maximum substring match and fails to 

make use of the three rhyming schemes that are specific to Tamil language. “LaaLaLaa - A Tamil Lyric 

Analysis and Generation Framework” [2] generates Tamil lyrics for POS tagged pattern with words 

from a rhyme finder according to rhyming schemes in Tamil. Nichols et al[5] investigate the 

assumption that songwriters tend to align low-level features of a song’s text with musical features. K. 

Narayana Murthy[4] suggests having a non-dense TRIE index in main memory and a dense index file 

stored in secondary memory.  

Anna Babarczy et al[6] suggested a hypothesis that a metaphoric sentence should include both source-

domain and target-domain expressions. This assumption was tested relying on three different 

methods of selecting target-domain and source-domain expressions: a psycholinguistic word 

association method, a dictionary method and a corpus-based method.  Hu, Downie and Ehmann[7] 

examine the role lyric text can play in improving audio music mood classification. Mahedero et al[8] 

argue that a textual analysis of a song can generate ground truth data that  can be used to validate 

results from purely acoustic methods. Mayer et  al[9] present a novel set of features developed for 

textual analysis of song lyrics, and combine them with and compare them to classical bag-of-words 

indexing approaches and  results for musical genre classification on a test collection in order to 

demonstrate our analysis. “Semantic analysis of song lyrics” studies the use of song lyrics for 

automatic indexing of music. Netzer et  al explore the usage of Word Association Norms (WANs) as 

an alternative lexical knowledge source to analyze linguistic computational creativity. Logan et al. use 

song lyrics for tracks by 399 artists to determine artist similarity[12]. 

3. Rhyme Schemes and Rhyme Patterns 

Rhyme Schemes: English has number of rhyme effects like assonance, consonance, perfect, imperfect, 

masculine, feminine etc. This arises from the variation in stress patterns of words, lack of clear cut 

description about the spots where rhymes can occur.  

In Tamil, the grapheme and phoneme are bound stronger than in English. There are 3 characteristic 

rhyme schemes in Tamil – Monai (ேமாைன), Edhugai (எᾐைக) and Iyaibu (இையᾗ).  

Two words are said to rhyme in monai if their first letters are the same, in edhugai if their second 

letters are the same and in iyaibu if their last letters are the same.  
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Examples: பறைவ and பᾲைச rhyme in monai as they start with the same letter. 

அ0வி and வி0	� rhyme in edhugai as they share the same second letter. 

யா�ைக and  வாK�ைக rhyme in iyaibu as they share the same last letter. 

As one may infer, two words can rhyme in more than one pattern also. 

 

Examples: அ0வி and  �0வி rhyme in edhugai and iyaibu. 

கவிைதக* and கவிஞ�க* rhyme in all the three schemes. 

Meter Pattern: One way of classifying alphabets of the Tamil language is based on the time interval 

(மா�திைர - maathirai) for which they are pronounced. One maathirai corresponds to the time taken 

to wink the eyelid. The types of letters in this classification are  

Nedil (N) (ெநN,) - Those alphabets which are pronounced for the time interval of 2 maathirai.  

Kuril (K) (�றி,) - Alphabets which take 1 maathirai to be pronounced. 

Mei (M) (ெம)) - Alphabets which are pronounced for 0.5 maathirai. 

Meter pattern of a word refers to its Kuril Nedil Mei pattern.  

For example, the meter pattern of the word பாட, is NKM as  பா is a Nedil(N), ட is a Kuril(K) and 

, is a Mei(M). 

The indexing methodology proposed needs to take care of both meter pattern and rhyme to facilitate 

faster retrieval of words for the LaaLaLaa Lyric Generation and Analysis framework[2]. 

4. Overview of the System  
 

 
 
 
 
 
 
 

 
 

 

Figure 1. Overview of the system. 

Each word from the word database is converted to an object. Meter pattern and the alphabets at the 

Rhyming positions of each word are found out by Meter Pattern Extractor and Rhyme Extractor 

respectively. Using the data obtained, the Index builder builds the Rhyme Meter Index aiding faster 

retrieval than the normal un-indexed retrieval.  
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5. Indexing Algorithm 
 

Part of Speech 
Letter1 Words 

MeterPattern1 
Letter2 Words 
Letter1 Words 

ேமாைன 

MeterPattern2 
Letter2 Words 
Letter1 Words 

MeterPattern1 
Letter2 Words 
Letter1 Words 

எ:ைக 

MeterPattern2 
Letter2 Words 
Letter1 Words 

MeterPattern1 
Letter2 Words 
Letter1 Words 

இைய� 

MeterPattern2 
Letter2 Words 

Figure 2. Indexing Logic 

This indexing has been designed to facilitate fast retrieval of words specifically for lyric generation. 

For instance, the system would need a word of a particular meter pattern with a particular letter 

rhyming in monai scheme.  

The data structure is organized as hash tables with separate tables for each Part Of Speech and 

Rhyming Scheme. For example, there is a separate table for Nouns’ monai, Nouns’ edhugai, Nouns’ 

iyaibu and so on. Here, the keys are the Meter Pattern and the Letter at the particular Rhyming spot. 

The values are the words corresponding to the particular Meter pattern and letter. 

The algorithm : The word database is scanned word by word and is indexed based on meter pattern 

and rhyme. Here,  

;databasewordtheinwordsofnumber←α  

wi  ;databasewordtheinwordith←  

ofpatternmeter←β  wi ; 

;monaitoingcorrespondwiofkeymonaiKey ←  

;edhugaitoingcorrespondwiofkeyedhugaiKey ←  

 ;iyaybutoingcorrespondwioflkeyiyaybuKey ←  

begin 

i = 1, 2, 3 …α do 

     ofrnMeterPatte←β wi; 

     rfirstLettemonaiKey ← ( wi) + β ; 

     ←edhugaiKey secondLetter (wi) + β; 

     lastLetteriyaybuKey ← (wi) + β ; 

Add the word to the list of words with the      respective keys in the respective Hashtables. 

end; 
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For each word in the word database, meter pattern is extracted first followed by letters at the rhyming 

spots namely, first, second and last positions (for monai, edhugai and iyaibu respectively). Keys for 

monai, edhugai and iyaybu are found out using the abovesaid equations. The word is added to the 

monai, edhugai and iyaibu hashtables with keys monaiKey, edhugaiKey and iyaybuKey respectively 

if those keys don’t appear previously in the tables. Else, the word is added to the list of words with 

that key. 

Hash-tables are chosen for the implementation as they have the retrieval complexity of O(1).  
 

6. Results 
 

 
 

 

Indexing has brought about a drastic increase in the speed of retrieval of the words rhyming with a 

given word. Using the Word Indexed approach, the time complexity was O(α) where α was the total 

number of words. But after Meter Rhyme indexing, the complexity has become O(1) due to the use of 

hash table which is a very efficient data structure for retrieval. Rhyming words for a sample of 500 

words were retrieved using both the approaches and the above mentioned graph was obtained.  The 

Word indexed system tooK 875.47millisecond in an average while the Meter Indexed system tooK 

1.90millisecond only.From the graph it can also be inferred that there are steep variations in the Word-

Indexed approach while the Meter-Rhyme Indexed approach does not show such steep variations and 

is consistent. In terms of time efficiency, Meter-Rhyme indexed approach is evidently superior 

compared to Word-Indexed approach. In terms of space, it is not so efficient as each word will occur 

not once, but nine times in various Hash tables. 
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Abstract 

This paper proposes a summarization system for summarizing multiple tamil documents. This system 

utilizes a combination of statistical, semantic and heuristic methods to extract key sentences from 

multiple documents thereby eliminating redundancies, and maintaining the coherency of the selected 

sentences to generate the summary. In this paper, Latent Dirichlet Allocation (LDA) is used for topic 

modeling, which works on the idea of breaking down the collection of documents (i.e) clusters into 

topics; each cluster represented as a mixture of topics, has a probability distribution representing the 

importance of the topic for that cluster. The topics in turn are represented as a mixture of words, with 

a probability distribution representing the importance of the word for that topic. After redundancy 

elimination and sentence ordering, summary is generated in different perspectives based on the 

query.  

Keywords- Latent Dirichlet Allocation, Topic modeling 

I. Introduction 

As more and more information is available on the web, the retrieval of too many documents, 

especially news articles, becomes a big problem for users. Multi-document summarization system not 

only shortens the source texts, but presents information organized around the key aspects. In multi-

document summarization system, the objective is to generate a summary from multiple documents for 

a given query. In this paper, summary is generated from the multi-documents for a given query in 

different perspectives. In order to generate a meaningful summary, sentences analysis, and relevance 

analysis are included. Sentence analysis includes tagging of each document with keywords, named-

entity and date. Relevance analysis calculates the similarity between the query and the sentences in 

the document set. In this paper, topic modeling is done for the query topics by modifying the Latent 

Dirichlet Allocation and finally generating the summary in different perspectives 

The rest of the paper is organized as follows. Section 2 discusses with the literature survey and the 

related work in multi-document summarization. Section 3 presents the overview of system design. 

Section 4 lists out the modules along with the algorithm. Section 5 shows the performance evaluation. 

Section 6 is about the conclusion and future work. 
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II. Literature Survey 

Summarization approaches can be broadly divided into extractive and abstractive. A commonly used 

approach namely extractive approach was statistics-based sentence extraction. Statistical and 

linguistic features used in sentence extraction include frequent keywords, title keywords, cue phrases, 

sentence position, sentence length, and so on [3]. Cohesive links such as lexical chain, co-reference and 

word co-occurrence are also used to extract internally linked sentences and thus increase the cohesion 

of the summaries [2, 3]. Though extractive approaches are easy to implement, the drawback is that the 

resulting summaries often contain redundancy and lack cohesion and coherence. Maximal Marginal 

Relevance (MMR) metric [4] was used to minimize the redundancy and maximize the diversity among 

the extracted text passages (i.e. phrases, sentences, segments, or paragraphs).  

There are several approaches used for summarizing multiple news articles. The main approaches 

include sentence extraction, template-based information extraction, and identification of similarities 

and differences among documents. Fisher et al [6] have used a range of word distribution statistics as 

features for supervised approach. In [5], qLDA model is used to simultaneously model the documents 

and the query. And based on the modeling results, they proposed an affinity propagation to 

automatically identify the key sentences from documents. 

III. System Design 

The overall system architecture is shown in the Fig. 1. The inputs to the multi-document 

summarization system are multi-documents which are crawled based on the urls given and the output 

given by the system is a summary of multiple documents. 

 
 

Fig. 1 System Overview 

System Description 

The description of each of the step is discussed in the following sections. The architecture of our 

system is as shown in Fig. 1. 



295 

1. Pre-processing 

Pre-processing of documents involves removal of stop words and calculation of Term Frequency-

Inverse Document Frequency. Each document is represented as feature vector, (ie.,) terms followed by 

the frequency. As shown in Fig. 1, the multi-documents are given as input for pre-processing, the 

documents are tokenized and the stop words are removed by having stop-word lists in a file. The 

relative importance of the word in the document is given by 

Tfidf(w)= tf*(log(N)/df(w)) -(1) 

where, tf(w) – Term frequency (no. of word occurrences in a document) 

df(w) – Document frequency (no. of documents containing the word) 

N – No. of all documents 

2. Document clustering 

The pre-processed documents are given as input for clustering. By applying the k-means algorithm, 

the documents are clustered for the given k-value, and the output is the cluster of documents 

containing the clusters like cricket, football, tennis, etc.., if the documents are taken from the sports 

domain.  

3. Topic modeling 

Topic models provide a simple way to analyze large volumes of unlabeled text. A "topic" consists of a 

cluster of words that frequently occur together. In this paper, Latent Dirichlet Allocation is used for 

discovering topics that occur in the document set. Basic Idea- Documents are represented as random 

mixtures over latent topics, where each topic is characterized by a distribution over words. 

Sentence analysis  

Multi-documents are split into sentences for analysis. It involves tagging of documents by extracting 

the keywords, named-entities and the date for each document. Summary generation in different 

perspectives can be done from the tagged document. 

Query and Relevance analysis 

The semantics of the query is found using Tamil Word Net. The relevant documents for the given 

query are retrieved. The relevance between the sentences and the query is calculated by measuring 

their similarity.  

Query-oriented Topic modeling 

In this paper, both topic modeling and entity modeling is combined [3]. Based on the query, the topic 

modeling is done by using Latent Dirichlet Allocation (LDA) algorithm. Query is given as prior to the 

LDA and hence topic modeling is done along with the query terms. Query may be topic or named-

entity along with date i.e. certain period of time. 
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4. Sentence scoring 

The relevant sentences are scored based on the topic modeling. For each cluster, the sum of the word’s 

score on each topic is calculated, the sentence with the word/topic of high probability are scored 

higher. This is done by using the cluster-topic distribution and the topic-word distribution which is 

the result of the Latent Dirichlet Allocation. 

5. Summary generation 

Summary generation involves the following two steps 

5.1 Redundancy elimination 

The sentences which are redundant are eliminated by using Maximal Marginal Relevance (MMR) 

technique. The use of MMR model is to have high relevance of the summary to the document topic, 

while keeping redundancy in the summary low.  

5.2 Sentence ranking and ordering 

Sentence ranking is done based on the score from the results of topic modeling. Coherence of the 

summary is obtained by ordering the information in different documents. Ordering is done based on 

the temporal data i.e. by the document id and the order in which the sentences occur in the document 

set.  

IV. Results  

Table 1 shows the topic distribution with number of topics as 5, the distribution includes the word, 

count, probability and z value. The topic distribution is for each cluster. 

Table 1 Topic model with number of topics as 5 

TOPIC 0 (total count=1061) 

 

WORD ID WORD COUNT PROB Z 

645 அேயா�தி 42 0.038 5.7 

2806 தI�	� 38 0.035 5.4 

2134 இ": 36 0.033 5.2 

589 அைம	� 32 0.029 4.8 

1417 அரO 27 0.025 2.9 

2371 ல�ேனா 27 0.025 4.5 

…     

V. Conclusion and Future Work 

In this paper, a system is proposed to generate summary for a query from the multi-documents using 

Latent Dirichlet Allocation. The multi-documents are pre-processed, clustered using k-means 
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algorithm. Topic modeling is done by using Latent Dirichlet Allocation. The relevant sentences are 

retrieved according to the query, by finding the similarity between the sentences and the query. 

Sentences are scored based on the topic modeling. Redundancy removal is done using MMR 

approach.  

Topic modeling can be extended to find the relationship between the entities, i.e. the topics associated 

with the entity as a future work.  
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Introduction 

In this paper, I would like to illustrate how ‘corpus analysis’ can help us mapping the process of 

language change and language use. The vast Tamil language corpora, dating more than two millennia, 

make it very envious to any outsider. One of the most challenging debates that we all have been 

witnessing in the last fifty years or so in the Tamil milieu have to do with Tamil LANGUAGE. 

However, so many questions arise related to, the language of Tamil Sangam anthologies, language of 

inscriptions, language of bhakti literature and then the emergence of modern Tamil. What is   the 

relationship between these different varieties of Tamil? How they distinguish from each other? How 

to analyse and understand the grammatical structure of each of the genre of Tamil varieties- are some 

of the issues that deserve a definitive answer. The problem is that most of the studies that have been 

done so far give a vague idea mostly based on what may be called a ‘native speakers’ intuition. Yet, a 

corpus based empirical picture is due to be made.  

1. Corpus analysis and Computational methodology in Tamil:  

Mapping language change has been a major concern of corpus linguists. Historical corpora provide 

evidences for language change in many ways. Such a corpus-based study would not only enrich the 

history of Tamil language but also would contribute to the theoretical models for language change. I 

will illustrate the importance of the corpora based empirical studies in mapping language change and 

use in Tamil primarily based on few citations (Murugaiyan 1993, 2004 and 2011). 

The field of corpus linguistics has proved beyond doubt that the corpus is a fundamental tool for any 

type of research on language and particularly if we want to find answers to some relevant issues on 

the language use and language change. At the outset, it is important to make a distinction between 

computational methodology for linguistic analysis and computational linguistics (CL). CL is 

concerned by fields like Artificial Intelligence and aims at developing formal models based on aspects 

of human cognition and implement them as computer programmes.  Our concern here is how 

computer can be used in linguistic analysis on a specific Tamil corpus through a series of research 

questions. Computer-based methodology allows us 1) to work on vast corpora, which would 

otherwise be impossible and 2) to seek answers to many questions on different diachronic and 

synchronic aspects of Tamil linguistics. In many instances, CL relies on the results of corpus linguistic 

analysis using computer methodologies.   

The paper is structured as follows: §2 introduces four / three questions from Tamil linguistics, §3 

surveys the currently existing and or used POS Tag for (Indian languages) Tamil and raises in §4 the 
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question of structure of the database and the type of corpus and §5 concludes on a Tamil inscription 

database. 

2. Few issues in Tamil linguistics: 

I will illustrate the importance of the corpora based empirical studies in mapping language change 

and use in Tamil primarily based on few citations (Murugaiyan 1994, 2004 and 2011). Of which the 

first two have to do with the historical linguistics of Tamil and the last two with the modern Tamil 

linguistics. 

2.1. Word order variation in inscriptional Tamil 

Languages vary widely in many ways, including their canonical word order. It is known that some 

word orders are much more common than others are. Change or variation in word order type is one 

of the most important areas in the study of historical linguistics and language change. 

We can roughly identify two different views on the word order in Old Tamil: (1) SOV is considered as 

the basic order and 2) view suggests a free word order. However, scholars have overtly recognized 

variation in the SOV order but have not made a detailed attempt to discuss this variation (Zvelebil 

1967.71, 1997.43), except Herring (Herring 2001). Nevertheless, a corpus based empirical analysis of 

inscriptional Tamil, conducted by me, shows a third possibility: the constituent order is neither free 

nor strictly of SOV type and the variation in constituent order is motivated by pragmatic factors 

(Murugaiyan A 2011). In other words, the position of different constituents in a sentence is 

conditioned by information structure and many other contextual factors. In such cases, the word order 

is not used to encode grammatical relations within a sentence (like -subject vs. object-). For this pilot 

survey, I analysed a total number of 35 Hero stone inscriptions dating from 450 to 650 CE.  

2.2. Experiencer (or Dative subject) constructions in Sangam corpus 

In most of the Modern South Asian languages, the verbs of physical, psychological and cognitive 

processes, known also as affective verbs, mark the principal actant (experiencer) in dative, accusative 

or genitive cases. This type of constructions known as dative subject constructions (or oblique-

experiencer) since 1960’s is considered as a major feature of the Indian linguistic area (Masica C. 1976). 

During the last three decades, there have been numerous studies on this major areal feature, which is 

shared by Indo Aryan, Dravidian, Munda and Tibeto-Burman family of languages (Verma and 

Mohanan 1990, Shibatani and Pardeshi 2001, Bhaskararao Peri, 2001). 

Despite the great attention paid to experiencer constructions, we are yet to know about their origin 

and their diachronic developments in the different language families of South Asia. It is still 

commonly suggested that it has spread from the Dravidian family of languages. In order to bring in 

new data on the historical development of experiencer constructions in the South Asian typological 

and areal linguistics, I worked on a small corpus of Sangam literature. My survey showed that the 

dative experiencer construction is absent in classical Tamil (Murugaiyan, A. 2004) even though it is 

widely attested in modern Tamil (yāṉ viyarttaṉaṉ in Sangam, compared to eṉakku viyarkkiṉatu in 

modern Tamil).  
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2.3. Non-dative dative subjects 

We notice in Modern Tamil, and in some of the Dravidian languages, the experiencer or the dative 

subject is not always marked in dative case. Some notions like virumba ‘to desire’, porāmai ‘(be) jealous’ 

depict constructions that range from a typical nominative-accusative structure (N1Nom - N2Acc) to 

nominative-oblique (N1Nom - N2Obl) structure. This type of Nominative and Accusative case marking 

represents higher degree of transitivity and is characteristic of agent role but not that of experiencer.  

The major question here is how to define or identify a “(proto) typical experiencer” (for instance, 

absence of volition –control -contact with the second participant (effectiveness) and capable of 

receiving physical, psychological, cognitive experiences). Experiencer is a scalar notion like transitivity 

or agent. According to the syntactic structure of the construction, it seems possible to identify different 

kinds of experiencer like “agent-like”, “patient-like” and “typical experiencer”. The morphological 

case marking of the first and second participants (arguments) of these constructions correlates to some 

extant with the ‘variation’ in the semantic role of the experiencer.  

2.4. Differential Object Marking and the accusative case in Tamil 

Tamil is a morphologically rich language and many of the major grammatical functions are marked by 

case markers. For example, in Tamil the direct object is marked in accusative case. In general, it is held 

both by the traditional and modern Tamil grammars that the accusative marker "ai" is present 

obligatorily with animate nouns and is not obligatory with inanimate nouns. The case marking of 

direct objects is typologically one of the major concerns in the theoretical setting of Differential Object 

Marking (DOM) and goes beyond the animate / inanimate dichotomy. A number of studies on Indian 

languages have shown that several parameters like humanness, definiteness, individuation and 

affectedness of the noun on the one hand and the semantics of the verb on the other, contribute to the 

marking or non-marking of the direct objects (A. Murugaiyan 1993). 

The four cases mentioned above raise few interesting questions. How these morphosyntactic, syntactic 

and semantic features in Tamil can be successfully encoded in a computer-aided corpora analysis? 

What would be the adequate standard of data annotation for Tamil? The point to be remembered here 

is that our objective is to map language change and use but not machine learning.  

3. Parts-of-Speech Tags for Tamil and Indic languages 

Over the past decades, large number of electronic language data have been created and annotated in 

the area of NLP for Indian languages. The POS Tag set and the construction of database are closely 

related to the objectives fixed by the researcher.  

Several IL POS (Indian languages Parts of Speech) tagsets are often designed by a number of research 

groups working on Indian languages. The existing tagsets differ considerably from one another as 

they have been motivated by specific research agenda. They follow in general the PENN Tree Bank 

model and or the recommendations made by EAGLES. The number of tagsets varies from 34 up to 64 

and 123 (Evaluating SKT tagsets). They differ considerably in terms of the selection of 

morphosyntactic categories and the scale of granularity. These different works, in course of time, have 

led to the creation of standard POS Tag set for Indian languages based on the EAGLES model. The 

proposal made by Baskaran et al. (2008) aims at fixing standard coding frame for Indian languages in 
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general. This model is expected to “capturing the shared linguistic structures in a methodical way 

[…..] and ensure cross-linguistic compatibility”. This is no doubt part of computational linguistics 

focusing on machine learning.  

This being so, in computer aided linguistic analysis we face different challenges. In most cases, we 

need language specific, fine-grained multi level frame. The picture becomes still more complex while 

we study a specific aspect of language change and use (cf. §2) on a large corpus. We need to decide, 

among other things, setting up various types of corpora: synchronic and diachronic on the on hand 

and according to the type of literature under scrutiny (for example Sangam anthology, Bhakti 

literature, Tamil inscriptions, Modern Tamil and so on).  

4. Linguistic corpora and Database Making 

If we wish to answer empirically to questions raised in §2 above and similar others, the corpus based 

study is a fundamental requisite. The first phase of corpus creation is data entry, which involves 

rendering the text in electronic form. The Sangam corpus is electronically available in standard format. 

On the contrary, the inscriptional corpus is not available electronically and the printed versions cannot 

be digitized via OCR. We still need to standardize the complex orthographic rules and the different 

scripts used in the inscriptions. The whole corpus of Tamil inscriptions has to be captured manually.  

The corpus annotation as we have seen early is language oriented and should reflect the type of 

questions we are addressing in the corpora. Now turning back to the sample questions raised in §2, it 

is important to know precisely what information should we need to encode in a linguistic database? 

Should a coarse tag set be enough or should we need detailed set of information at morphosyntactic, 

syntactic, semantic and discourse levels. 

For instance, to account for the word order variation and its correlation with pragmatics or discourse 

structure, one should include pragmatic information in the corpus annotation and the type of word 

order for each ‘sentence’. 

As for experiencer (dative subject) constructions in Classical Tamil, a large variety of lexical and 

grammatical devices are used to express physical, biological, cognitive and mental perceptions in 

classical Tamil. In the following examples, we have a compound verb composed of a noun and 

support or light verb. 

pasi + paṉu (hunger+endure)  feel hungry [puṇ.260.6] 

pasi+kūra (hunger+grow)  hungry  grow [naṇ.29.3] 

pasi+teṉu (hunger+burn).    Hungry burn [aka.291.3] 

añar uṉa  (suffering+to have) to suffer [kuṇ.76.6] 

The database should on the one hand provide all lexical bases, both noun and verb, and on the other 

hand all light verbs and the syntactic and semantic rules of combination that licence the instantiation 

of the predication. A large historical corpus should be able to trace the evolution from ‘nominative’ to 

‘dative’ structure. 

The case marking variation noticed in dative subject constructions in modern Tamil is due to the 

lexical and semantic nature of the experiencer predicates: 
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1)  nāṉ Sandōśa-p paṉugiṉēṉ  ‘I am happy’ 

      I joy feel.pres.1s 

2) *nāṉ  magiṉcci  paṉugiṉēṉ ‘I am happy’ (not accepted) 

       I joy  feel.pres.1s 

3)  vīraṉ semmāttiyai virumbupikiṉāṉ 

pn.nom pn.acc like.pres.3m.s 

Viran likes Semmathi 

4)  vīraṉukku semmāttimīdu  viruppam 

pn.dat pn.loc      liking 

Viran like Semmathi 

In (1) & (2) the two lexical items with almost identical meaning do not fall under the word formation 

rule. In (1) the noun sandōśam is an Indo-Aryan loan word. In (3) and (4), the predicates are of two 

different grammatical categories. The finite verbal predicate in (3) marks the direct object in accusative 

case and shows agreement with experiencer. On the contrary, in (4) with a nominal predicate, the 

direct object is marked in locative and the experiencer is marked in dative case.  

These predicates, nominal and verbal, are divided into three groups: cognitive, psychological and 

physiological. There is a close correlation between the experiencer construction and, among other 

things, (1) the grammatical category of the predicate and (2) the semantic nature of the predicate. Even 

though we notice some generalisation between the semantic role and the morphological case marking, 

this relation is a language specific phenomenon. The point here is that at what level we incorporate 

the various lexico-semantic features in the corpus annotation. 

Finally, the differential object marking is noticed in Tamil and in many other languages.  In order to 

account for the marking or non-marking of the direct object in accusative case we have to distinguish 

several features: human / non-human, definite / indefinite, referential / non-referential, degree of 

affectedness of the direct object on the one hand and the semantics of the verb on the other. In 

examples (5) and (6) the mere presence or absence of the accusative case change completely the 

meaning. In (6), the object, ‘loan’ known as object of creation, exists prior to the utterance of the 

sentence. On the contrary, in (5), the speaker is trying to contract a loan, and it does not exist really in 

the discourse context. 

5) avariṉam kaṉaṉ kēṉṉēn saṉṉaikku vanduvittār 

 he.locative loan ask.past.1.s quarrel.dative come.adp.aux.past.3.s 

 I requested him to lend me some money, but he started to pick on me 

6) avariṉam kaṉaṉai kēṉṉēn saṉṉaikku vanduvittār 

 he.locative loan.acc ask.past.1.s quarrel.dative come.adp.aux.past.3.s 

 I asked him to repay my money back, but he started to pick on me 

5. Conclusion 

As mentioned earlier, nature of database and the inventory of tagsets depend on the type of research 

agenda. This type of multi-layered analysis on large corpora is possible only with computer-aided 

methodology. The four cases mentioned in §2 and the few examples given in §4 are a few among 
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hundreds of other questions that we have to account for in Tamil. Most of the existing POS tag sets do 

not provide us with a fine-grained annotation scheme. But in compute-aided corpora-based linguistic 

research, a fine-grained annotation paradigm is essential. In my experimental database on Tamil 

Inscriptions, I have about 120 tagsets. Three types of rule-based annotations- morphosyntactic, 

syntactic and semantic- are done manually. I have aimed at a fine-grained analysis and so I have 

opted for a high number of tags. I have also included information like word order types, verbal 

valency and other minute details that would help to map different changes at morphological, syntactic 

and semantic levels. I am using, for each sentence the interlinear glossed text (IGT) format, which 

includes source language text, a morpheme-by-morpheme gloss, and a translation into French or 

English. 

The ongoing research is to illustrate how linguistic corpora can be used as readily available evidence 

for mapping language development and language variation in time and space. A huge computerized 

historical corpus would certainly allow a comparative view of the Tamil language at different 

moments in the history. These data would help us not only to capture different stages of linguistic 

developments but will also help to test modern theories about variation and change. The construction 

of huge electronic corpora in Tamil presents many constraints related to linguistic theories. However, 

a close collaboration with computational specialists would certainly help to overcome many of the 

shortcomings and certainly would enhance computational methodology for corpus-based linguistic 

analysis in Tamil.  
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Technology, which is a device that increases the ratio of output to the input, works for the language 

also as it does for any human production. The first technology applied to language was writing 

invented around 3500 BCE in Mesopotamia (modern Iraq). It made possible to enormously increase 

the reach of the language –i.e. the content in the language- in space and time. It also provided relative 

stability to language, which reduced variation. These added characteristics of the written language 

were necessary for trade, which was the cultural context for the emergence of writing. The idea of the 

language changed from being a tool of cooperative communication to that of record keeping to 

eliminate mistrust. From this, the ideology emerged that the written word is more trust worthy than 

the spoken. 

The next major technology is the invention of woodblock printing in China developed to print 

language on paper around 650 CE. Its improvement into movable metal types around 1440 CE in 

Germany made copying of printed texts possible at a low cost and in less time, which in turn made 

their reach increase exponentially in space, physical and social. This ushered in the era of print 

capitalism (Anderson 1991), one aspect of which was production and dissemination of language 

materials as commodities of the market. The printed texts became the private property of printing 

establishments or individual authors. The content and the particular form of the language in which it 

is coded came to be owned by the producers of it while the abstract language remained the public 

domain. When the written language through print lent itself to be controlled by the institutions of the 

society such as school, media, courts, it was possible to shape the language according to their 

ideologies such as purism, precision (as in law or science).  

When the audio recording and replay technology was improved to use electrical and magnetic devices 

in the early decades of the 20th century, the added characteristics of the written and printed language 

could be transferred to the spoken language. This did not bring about any new ideology to the 

language except that the ideologies such as purism and precision were difficult to carry out in the 

spoken language, as it was not controlled by societal institutions through their system of rewarding 

the adherents of their language ideology. 

The latest in technology that bears on language is the digital technology, which equally applies to the 

spoken and the written language. While the earlier technologies moved from their use for non-

linguistic content such as pictures and music to language, the digital technology moved from numbers 

to language. While writing and printing technologies represent the language unit, viz. the letters, 

directly, the digital technology converts language units, viz. letters and phones, into digits for 

processing. Digital technology gives enormous scope for editing while composing. The implication of 

this is that the characteristic of finality and permanence, which the earlier technologies gave to texts, 

turns out to be fragile in this technology. Digital technology is useful not only for composing new 
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language content, but also for copying and storing the old.  It reduces drastically the time and cost for 

transmitting the materials globally. It takes away the control of language from social institutions and 

gives it back to individuals. 

What this new technology is doing and can do to Tamil? The writing technology gave new 

documentation register and literary code to Tamil, as seen in the emergence of Sangam literature and 

contemporaneous Tamil Brahmi inscriptions of record. The printing technology stabilized the Tamil 

alphabet both in their graphic form (which was evolving over 2000 years) and number (the five 

grantha letters were added and three contextually dependent letters (caarpezuttu) were dropped with 

the advent of this technology). The digital technology has brought, and is capable of bringing more, 

new effects on Tamil. Decontrolling of Tamil brings the written Tamil closer to the spoken Tamil with 

regard to the effects and gives legitimacy to this convergence. The societal institutions lose their 

commanding role in shaping Tamil. As anyone with a vocal cord could speak at will, any one with 

literacy skill and access to digital technology could write at will. Anyone can be a writer without 

vetting by a teacher or an editor. The spontaneous writing could be more effective on language than 

spontaneous speaking because the language as written at will by any and all individuals gets into the 

public domain accessible to any, unlike the language spoken.  

It follows that there will be more language ideologies at play is shaping Tamil, which are subscribed 

to by the individuals; they will not be just the ones promoted, and penalized for non-compliance, by 

the elite in control of the societal institutions. Purism ideology is also prevalent among the individual 

practitioners of the new technology. Purism of Tamil includes elimination of loan words and acquired 

letters, avoidance of spoken forms in vocabulary and grammar and, to a lesser extent, reclaim of 

historically antedated grammatical constructions. This ideology is also enforced using the same digital 

technology on the writings of others with a different ideology in communally created content such as 

Wikipedia. Nevertheless, the multiplicity of ideologies in shaping Tamil cannot be excommunicated 

from this technology.  

Any technology is not in itself and by itself  an aid to modernize a language. It depends on its user, 

who decides what it is used for. The print technology helped not only the use of prose as a language of 

literature, but also helped recoding of the oral literature in the visual medium on paper. The books of 

folk literature printed exceeded numerically the books of modern fiction and poetry (Blackburn 2005) 

when print technology came into being in Tamil Nadu. So is the religious literature compared to the 

secular literature. The digital technology used for astrological predictions is in demand as it is for 

weather predictions. While technology cannot be appropriated for what is valued as modern, its 

potential for this task should not be wasted away. 

An ideology that digital technology is capable of implementing on Tamil is parity of written and 

spoken Tamil and reduction of distance between them. I shall not go into discussing here the rationale 

for this ideology and its importance for the survival of Tamil as a modern language with vitality 

(Annamalai 2011a). There are many areas to implement this ideology.  I shall mention some of them, 

many of which relate to teaching Tamil to learners of different backgrounds as to their exposure to 

Tamil before, during and after learning. 
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Inclusion of spoken Tamil in Tamil pedagogy is on the increase. It is an important part in the Tamil 

teaching programs designed for non-native adults outside Tamil Nadu and Jaffna, especially in the 

Universities in the U.S., where the goal of Tamil learning is as much oral communication as it is 

philological and literary inquiry. This extends to children of Tamil ethnicity, who have lost their 

heritage language and want to revive it, as in Mauritius. Their interest is communicative within the 

community as well as cultural and political for reasons of identity. The traditional Tamil language 

curriculum in schools under the rubric of learning the mother tongue as a minority in countries like 

Singapore focuses on literacy skills and introduction to literature. This is being modified in Singapore 

to include speaking of Tamil within the curriculum in order to make Tamil more relevant for students 

in their lives (Seethalakshmi). Like these students, the second generation Tamils of post-colonial 

diaspora has limited listening comprehension in Tamil and they want to add spoken skill to their 

Tamil competence. Even in a curriculum that focuses on the reading skill, reading modern fiction and 

magazines will be hard without the knowledge of spoken Tamil, where conversations between 

characters, jokes etc are written in this variety. 

The basic need when spoken Tamil becomes part of the Tamil curriculum is identification of standard 

spoken Tamil, which is spoken in inter-dialect communicative situations by the schooled. To identify 

it empirically, we need a searchable database of spoken Tamil. Such a database could be built 

relatively easily using digital technology from dialogues in movies and television shows. This 

database is a necessary, if not sufficient, tool to compile the grammatical, lexical, semantic and 

phonetic parameters of the standard spoken Tamil. The data needs to be processed to sift out dialect 

and formal features, which are mixed up in the standard speech as well as the mixing of English in it;  

the phonetic data needs to be brushed up to upgrade the non-standard pronunciation found 

commonly in the public programs used to build the database. It should be possible to write algorithms 

to do these jobs mechanically. Pedagogy requires not speech as it, but as standardized. I shall not go 

here into discussing what the standardized spoken Tamil is (Annamalai 2011b). 

The standard spoken Tamil data needs to be transcribed in Tamil script. The publically available 

Google tool for speech recognition and instant transcription needs to be improved substantially for 

Tamil. When this is developed, it should be possible to go into making popular, inexpensive tools that 

instantly convert the utterance of a student into a written sentence, and conversely a written sentence 

of spoken Tamil into an utterance. This will help the student recognize speech visually and aurally, 

which facilitates the recall of the language in the learning situation. 

Converting speech into writing assumes a standard spelling system of the standard spoken Tamil. 

This is yet to be developed by linguists to be used in the pedagogical context to begin with. A 

fundamental principle of any spelling system is that it is not an exact phonetic transcription of speech, 

but a convention of writing from which speaking could be deduced with straightforward rules of 

correspondence. The spelling system of every language has such rules. In the case of Tamil, an 

additional requirement is that the spelling system of the spoken Tamil also serves as the base for the 

student to migrate to the conventional spelling of the written Tamil with straightforward rules. No 

such spelling system exists now. The way the spoken Tamil written is notoriously inconsistent 

between authors and in the same author at different places. The spelling system used by on Tamil 

teacher is consistent but it is not the same across teachers, though each is relatable. The spelling 
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system for spoken Tamil needs to be standardized urgently. I have developed a system as the starting 

point to initiate this process (Annamalai 2009). If the standardized spelling necessitates some 

additional letters in the Tamil alphabet, we need to get cultural acceptance of it. Then they will need to 

be provided in Unicode. 

The other need is to relate the spoken and written Tamil at the lexical level with regard to the spelling 

of words. This should be bidirectional from the spoken to the written and from the written to the 

spoken. This tool will reduce the distance between the two by facilitating migration between the two. 

There are now tables available to relate the written to the spoken with general rules of deletion and 

change. They need to be fine tuned to cover complex relations, variations and exceptions and then 

algorithms are to be written so that one can get the spoken form from the written on any device, hand 

held or desk top, just like checking the meaning of a word. The converse of relating the spoken with 

the written is more difficult primarily because of the fact that one form of the spoken will relate to two 

of the written. A solution to this problem has to be found such as using the absence of one of the two 

possible forms in a built-in dictionary to reject it.  

There is no dictionary of standard spoken Tamil available now. It is possible to compile one using its 

standardized spelling for the head entries followed by the written word in conventional spelling with 

gloss in English for learners who are not proficient in Tamil. The converse of it would be to have 

parallel head entries first in conventional spelling followed by spoken spelling. It is possible to 

produce mechanically one version of the dictionary from the other and rearrange the entries 

alphabetically. An alternative to this has the additional advantage of using the spoken input when 

referring to a dictionary. In this, a spoken word keyed in in its spelling will first identify its written 

equivalent, which will lead to its meaning in the digital dictionary. It should also be possible to speak 

the word a student, who is not competent in writing Tamil, hears an unknown word when watching a 

video or touring Tamil Nadu and wants to know its meaning . A digital dictionary should be able to 

point out the meaning either directly from the spoken cue or through the written word coded in the 

dictionary by automatically linking the spoken word to the written form.  

Technology is available to do the above things if the language ideology with regard to spoken Tamil 

mentioned above is a driving force. Using digital technology for the spoken Tamil is not just for doing 

research on it. It is also for teaching Tamil effectively and attractively. The hope is that it will attract 

more students to learn Tamil, who are now put off because of the perceived difficulty of learning 

separately the two varieties of Tamil. It is the desire of all of us to mitigate the difficulties of learning 

Tamil by the younger generation of Tamils and also the non-native speakers of Tamil 
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Tamil:  A Family of Languages 

Harold Schiffman 

South Asia Studies. University of Pennsylvania 

Abstract 

As is well-known, the Tamil language is one of the oldest languages on the Indian subcontinent, 

dating from the early centuries of the Common Era, if not before.  It is commonly divided into a 

number of ‘stages’, beginning with the earliest period (Sangam Tamil), followed by Medieval Tamil 

(or Middle Tamil), and then the Modern Literary Language, which dates from about the 13th century.  

I would also add a fourth stage, that represented by the spoken language of today, which differs 

sometimes quite radically from its written form.  This presents a formidable challenge to non-Tamils 

who wish to learn to both read and speak Tamil, since Tamil society offers little help to those wishing 

to speak, even though most authentic communication between live speakers goes on in Spoken Tamil, 

and learners who wish to learn something about Tamil culture will not get far without a knowledge of 

the spoken language.  Ignoring the modern spoken language also hides the tremendous diversity 

among dialects of Tamil, especially those that differ radically from what I call “Standard Spoken 

Tamil” or SST (Schiffman 1998).  Sri Lanka Tamil is one of those dialects that are not mutually 

intelligible to many other speakers.  For this reason, I propose that we should cease treating Tamil as 

one language, and begin to think of Tamil as a family of languages, related of course through history, 

from the oldest stages to the most modern.  In historical linguistics terms, we would treat the oldest 

stage as Proto-Tamil, and later stages as ‘daughter languages’ or even ‘granddaughters’.  

The Accessibility Problem 

Foreigners who wish to learn Tamil are confronted with enormous challenges. Tamil culture tends to 

value the study of Classical Tamil and its ‘daughter’ languages (Medieval Tamil, modern Literary 

Tamil) but not its ‘grand-daughters’ i.e. the spoken dialects used by all Tamils for most of their 

interpersonal communication.  Foreigners who attempt to learn spoken Tamil are discouraged from 

doing so in various ways:  

• scolding the learner for ‘corrupting’ the language 

• ‘correcting’ the spoken form by repeating the LT form 

• Ridiculing the learner by laughing at him/her for using spoken forms 

As an example of the first strategy, when I was doing research on spoken Tamil in my first visit to 

India in 1965-66, students who were influenced by DMK came to me and asked me to cease and desist 

from studying spoken Tamil, because it ‘contributed to the downgrading’ of the language.  An 

example of the third type, ridicule, happened to me while passing through customs from Singapore 

into Malaysia—I spoke Tamil to the customs agent, who had a Tamil name and looked to be of Indian 

descent.  Her response was “You talk just like my Granny!” 
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The Sociology of Language 
 

One of the things that Tamils are famous for is their ‘love of their language’ which, however it can be 

measured, has got to be more intense than any other expression of ‘language loyalty’ found on the 

Indian subcontinent. More Tamils have died for their language than any other language group, and 

this intense loyalty has of course attracted attention by scholars who study other parts of India.  I 

came to India to study Tamil syntax and write a dissertation on that subject, but I soon found myself 

being asked to comment on the Tamils’ language loyalty, which of course in 1965 had resulted in 

various forms of extreme (and sometimes violent) resistance to the imposition of Hindi as the national 

language. 

 

When asked to write something about this topic, I did so, but soon found myself inadequately 

prepared to approach this topic without preparation in a field that was far from what the discipline of 

Linguistics had prepared me for. Fortunately for me, I was drawn into what is known as the Sociology 

of Language by the appearance of a book on the German language in America (Kloss 1963), which 

drew me into the topic of my own linguistic heritage as an American of German descent, and with 

more reading, I decided to offer a course on the topic of ‘Language Policy.’  My experience with Tamil 

helped widen my approach to this topic, and I taught the course both at the University of Washington 

and the University of Pennsylvania for almost 35 years.  I soon discovered that there was an extensive 

body of literature on this subject, including but not limited to the work of Fishman, Ferguson, 

Haugen, Hymes, and many others, which helped me to understand topics such as ‘language loyalty’ 

and to present them to students. 

 

The study of language policy soon became my primary research interest, and because I had once 

concentrated in Slavic Linguistics and had visited the Soviet Union and gotten a taste of its linguistic 

diversity and its language policy, coupled with the fact that I had also lived in France for two years, 

which has its own kind of linguistic chauvinism, gave me a range of experience to deal with various 

kinds of language policy issues. 

What keeps a language alive? The point I want to make about this is based on research about what 

keeps a language vital and alive, and what leads to language shift, and language death. Much has 

been written about what the effective methods for language vitality and preventing language death, 

but one of the most important claims for effectiveness was made by Fishman (1991) who proposed 

that ‘intergenerational transfer’ is the most crucial factor in keeping a language alive.  That means that 

all other strategies, such as using the language in education, or recording the words of the last viable 

speaker, or any other strategy that may be proposed, are all ineffective and useless, unless 

intergenerational transfer takes place.  For the case of Tamil (and in fact for any ‘threatened’ 

language), this means that Tamil must be learned and spoken in the home.  If it is not spoken in the 

home, but only learned at school, it will not survive, and some other language, probably English, will 

replace it. 
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The Case of Singapore. One of the crucial cases that illustrates this problem most clearly is the case of 

Singapore.  In Singapore, as is well known, Tamil is one of the ‘official’ languages and receives 

support from the educational system along with other ‘mother tongues’ of the Singapore population.  

But Tamil is increasingly not the language spoken at home in many Singapore Tamil families, and 

many researchers now fault the educational system, which until recently insisted on teaching only 

Literary Tamil, but giving no support to the spoken language.  Without this, English takes over as the 

dominant language (or its Singapore variant, Singlish).  In research I conducted in Singapore in 1994, 

Tamil students in the system revealed to me that they did not feel that Tamil was their language; it 

belonged to someone else, they said, and they saw no use in learning it, especially since it had no 

economic value in Singapore.  They also voiced the complaint that no matter how hard they tried, they 

could never satisfy their teachers, who always faulted them on their poor knowledge of Tamil. This 

research is buttressed by research by others who have studied the Tamil system in Singapore, e.g. 

Gopinathan, Seethalakshmi, Saravanan, and others.  

One might argue that Singapore is different from Tamil, and that in Tamilnadu, where Tamil is the 

ambient language, this is not a problem.  But increasingly, I find that Indian Tamils who have been 

educated in English medium schools do not handle Literary Tamil well, and speak a kind of spoken 

Tamil that is heavily mixed with English.  

What I am saying is that we make an error if we assume that supporting the study of one kind of 

Tamil, such as Classical Tamil or modern Literary Tamil, will solve all our problems, and keep Tamil 

alive.  We need in fact to treat Tamil as a family of languages, and support all of the members of that 

family.  The branch of the family that gets the least support typically is that of spoken Tamil and all its 

variants.  This is the true ‘mother tongue’ of all Tamils, the one they learn first, the one in which their 

emotions are centered.  

This notion is often ridiculed by Tamil experts, but in the discipline of Linguistics, we know that by 

the age of six, about the time when children start school and start to acquire literacy, they have 

solidified their knowledge of their mother tongue, the one they learn at home at their mother’s knee. 

Our educational systems tend to assume that their only responsibility is to teach the literary language, 

but in fact the literary language will not be learned if the spoken language is not used as a resource, 

instead of treated as a liability.  Educational systems that try to ‘kill off’ the spoken language (whether 

English, Tamil, French or any other language) will also probably kill the language that they are 

attempting to teach. 

Spoken Tamil as Resource. Let me give an example from my own experience of teaching Tamil.  One 

of the hardest things for learners of Tamil who have no home background in Tamil is the syntax of 

relative clauses in Tamil.  In English, we can take the example of two sentences, that are combined 

using a relative pronoun such as ‘that’ or ‘which’ or ‘who’ and make one sentence: 

1. That boy came yesterday. 

2. I saw the boy.  

→I saw the boy WHO/THAT came yesterday.   
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In Tamil, of course, this is done differently.  There is no relative pronoun, but instead, the verb of one 

of the sentences is converted into an adjective, and placed before the co-referential noun: 

1. anda payyan neettu vandaan.  That boy came yesterday. 

2. naan payyane paatteen.    I saw that boy. 

→naan neettu vanda payyane paatteen I saw the boy who came yesterday. 

These are obviously two very different kinds of syntactic structures, and what I have found in my 

thirty years of teaching Tamil to both Americans with no background in Tamil, and some Tamils 

whose parents were born in India, is that Americans with no background have a very hard time with 

these structures—they have to be drilled over and over to master them, whereas students with a Tamil 

background at home have no problem with these sentences, either in spoken Tamil or in Literary 

Tamil. 

In other words, knowledge of the spoken language is not only not useless, it is an asset, and needs to 

be built-upon, rather than exterminated.  

So where shall we start? 

First of all, we need data in the form of a database of spoken Tamil materials, in order to be able to 

conduct some much-needed research on what is the most appropriate form of Tamil to teach.  I 

suggest that we organize to create this database using the following sources: 

• Tamil ‘social’ films.  There are hundreds if not thousands of Tamil films whose soundtracks 

could be digitized, transliterated, and made searchable for examples of all kinds of spoken 

Tamil, but mostly what I call ‘standard’ Tamil. (Schiffman 1998) 

• Tamil radio plays and television sitcoms also constitute a source for more spoken Tamil. 

• Linguistic Survey of India.  The LSI, compiled early in the last century, has transcription of 

spoken Tamil of various sorts, and recently gramophone records of some of these samples 

have been digitized and will soon be made available for study.  

• The English Dictionary of the Tamil Verb has sound files for more than 9,700 spoken Tamil 

example sentences.  These sentences could be easily adapted for use in a ‘matched-guise’ type 

study.  

• Field recordings.  Many researchers, myself included, have made tape recordings of Tamil 

speakers in various dialect areas, and could pool these resources to add to the data-base.  

The Matched Guise Test: One of the effective ways to study spoken Tamil and discover how mother-

tongue speakers conceive of various forms, including which examples of spoken Tamil constitute the 

most useful and ‘acceptable’ form to be used as models for students to imitate and learn, is the 

research methodology known as ‘Matched Guise’ testing.  Matched guise tests originated in Canada in 

the 1960’s as a way to determine Canadians’ attitudes towards the ‘other’ language, i.e. attitudes of 

Anglo-Canadians  towards French, and attitudes of Franco-Canadians towards the English of Anglo-

Canadians. Over 100 such studies have been done on languages around the world, comparing the 

language attitudes of bilinguals and bidialectal people, and recently some studies have also been 

carried out in Singapore as a way to study attitudes of Tamils towards various forms of Tamil 

(Seethalakshmi et al. 2005, 2006). More needs to be done on this among Tamils in Tamilnadu, since 

attitudes toward Tamil among Tamils in Singapore seem to be different from those found in 

Tamilnadu.   
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The effectiveness of matched-guise testing comes from the fact that subjects are asked to evaluate, not 

the language of other speakers, but the speaker him/herself. 

Matched-guise tests are constructed utilizing bidialectal or bilingual speakers, who are recorded 

speaking in each of their  two variants.  Then the recordings, typically of five bilinguals, are 

scrambled—they are mixed with those of other speakers, and played to subjects who are themselves 

bilingual/bidialectal.  Typically, the subjects fail to recognize that the same speaker has been recorded 

twice, so when they hear the samples, they think they are hearing ten different speakers.  Asked to 

judge the speakers on variables such as level of education, what kind of job they might have, what 

kind of earning power they might have, as well as other social variables, the subjects rate the ‘guise’ of 

one of the bilinguals more highly than the other guise. 

In Canada, English ‘guises’ are ranked higher than French guises, even by French speakers; subjects 

even rank English speaker-guises as taller, although French guises are usually ranked as ‘more 

friendly.’  In all the matched-guise studies I have looked at, there is always a differential in these 

areas—there is never ‘equality’ of rank, despite any attempts in various societies to create social 

equality.   

 

In case the notion that speakers can tell if someone is tall by listening to their voice, consider the 

following cartoon, which seems to assume that speakers can imagine all kinds of physical 

characteristics of other speakers by their voices! 
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Conclusion 

So who will volunteer to join me in this endeavor?  There are a number of problematical issues we will 
need to deal with:  

1. We will need to convince many people in the Tamil establishment that Spoken Tamil 

is something worth studying and collecting data for. 

2. We will need to seek funding to support the collection of data, its transcription, and a 

method for accessing forms on-line. This will involve ‘tagging’ of forms, since Spoken 

Tamil is (in some ways) morphologically   more complex and less transparent than 

Literary Tamil.  

3. We will need to get legal permissions to copy the sound tracks of Tamil films, and 

other material that already exists ‘out there.’ 
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Tamil Literature from Sangam to Modern Period:  
A Continuum with colorful changes:  What does a 

search of the Tamil Electronic data reveal us? 
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Introduction 

A systematic study of the Tamil language from Sangam to Modern period from a historical 

perspective may reveal that there does exist a continuum of changes that occurred from one stage to 

another in Tamil language.  Without such a study, any synchronic description of Tamil would only 

reflect its complexity in an overwhelming way.  In other words, The Tamil language, the way it is now 

with a museum of complex forms, expressions and grammatical constructions, both in written and 

spoken variety,  demonstrates a vast number of linguistic characteristics at phonological, 

morphological and syntactic levels, that require a comprehensive diachronic study to fully understand 

them in a coherence way. In this respect an extensive electronic  database of Tamil texts from all of the 

stages along with a powerful query tool to search texts from various dimensions is indispensable.  

This paper is an attempt to illustrate how such an electronic database for Tamil  

(http://www.thetamillanguage.com/sangam) can be used extensively to study some of the 

morphological and syntactic behaviors of Tamil from a historical point of view.  

Upon exploring the Tamil electronic database consisting of a variety of data ranging from the Sangam 

to Modern Tamil, especially by employing the principles of historical linguistics, one may 

immediately be able to notice that the changes that underwent throughout the history of Tamil 

language exhibit a systematic, regular and what one may attribute as a set of colorful changes in it.  

Phonological,  morphological and syntactic changes that took place to this language one after another 

in a sequential manner contributed to the dearth of complexity as we see now as modern Tamil (both 

spoken and written) – a language that many have attempted to study it using many grammars and 

dictionaries in many different points of views!   What may one illustrate it in a minuscule is that when 

words or combination of words and suffixes undergo all possible phonological rules on them, either 

successively at one point of time or periodically at different stages, what results is a set of the most 

complex forms that can be understood in terms of many dichotomies such as social versus regional 

dialect; spoken versus written variety; high versus low register; casual versus platform speech and so 

forth.  Thus, attempting to learn this language that contains such a complex set of shades of variations 

does indeed pose a greater level of difficulty than normal for any second language learner.  Not only 

does it become a big challenge to any second language learner in having to comprehend and use these 

multiple facets of this language,  but it also becomes an immense task for an instructor/evaluator as to 

how one can judge the competency of a learner who attempts to master it!  Thus, by not familiarizing 

oneself with the myriad of complexities within the Tamil language, either from a historical or purely 

from a synchronic point of view,  one may tend to attribute each of these varieties as belonging to a 

separate language; and subsequently consider the variations therein as haphazard and random.  Upon 



320 

studying the Tamil language variations from a historical point of view, one may easily note that such 

variations are vibrant and quite regular, and notably they conform to a logical sequence of changes. In 

this respect, no form of Tamil, either it is spoken or written, is neither random nor spontaneous in 

nature.  Not to mention the fact that any study of diaspora Tamil of any region, without such a 

systematic account from a historical point of view, would only result to provide an unscientific 

description of the language of the respective region. 

Language change occurs as a result of both internal as well as external causes.  Internal causes are a) 

application of more than one phonological rule on agglutinative words; b) undergoing many naturally 

occurring linguistic processes such as, grammaticalization, reanalysis, metaphorization  etc., in the  

language (See Renganathan 2010). The external causes, on the other hand, can be attributed to such 

factors like ‘foreign language contact’, ‘bilingualism’,  ‘language dominance’,  and so on to name a 

few.  Not to mention the fact that over the period of a long history,  Tamil language did undergo  

many changes both due to internal as well as external causes.   Prakrit, Sanskrit, Persian, Portuguese, 

and more recently the English language contributed enormously to the development/distortion  of 

Tamil language in a number of different ways.  Interestingly, many Tamil language movements, both 

conscious as well as unconscious, such as ‘language purism’, ‘official language planning’, ‘language 

standardization’, ‘Tamilization’, ‘coining new vocabularies’ and so on contributed to the retention of 

many of these variations within it without having to undergo any extinction in any subtlest manner 

possible.  Many of the so called indigenous and historically relevant Tamil words and morphological 

and syntactic forms - although not all of them -  from the Sangam era are still extant in modern Tamil 

in one way or another: in one dialect or another, in one speech form or another, or in one register or 

another.   This particular behavior of the Tamil language poses as a big threat not only for its 

continued consideration as an individual language, but also for its continued use of indigenous and 

historically significant forms under various labels as ‘pure Tamil’, ‘Sangam Tamil’, ‘Chastised Tamil’ 

and so on.  Ironically, the major threat comes mostly from the judgments of second language learners 

for whom these historically relevant changes and existence of complex variations pose as a major 

hurdle in learning the language in a casual manner.    

Delving into the complexity – A case in point is the use of the verb en ‘to say’: 

Almost all of the grammatical categories in Tamil have a systematic history behind them, and 

accounting all of them may require enormous amount of time and energy. An attempt is made in this 

section to trace the various use of the Tamil quotative marker enṉu ‘that’ and its historical 

development, especially by making use of the electronic data extensively. Use of the verb en  ‘to say’ 

can be taken as one of the instances for the contribution of complex forms in Tamil.  This verb has 

underwent a wide range of alterations throughout the history of the Tamil language, but yet, it is still 

in use in the modern language the way it was during the Sangam period -  perhaps with more number 

of characteristics which were not prevalent at its earlier stages.  Unlike any other verb, this verb 

exhibits many structural gaps in modern written variety, but, significantly, not in spoken Tamil.  

Learning to master all of the uses of this verb, especially in spoken Tamil, is definitely one of the major 

challenges to any second language learner for the main reason that it not only underwent the process 

of grammaticalization, but also shows an agglutinative structure that is very difficult to comprehend 

and use by any non-native speaker of the language.   This verb was used both as a regular lexical form 
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as well as a grammatical form representing the ‘complementizer’ in the Tamil language.    Both the 

forms of enṉu ‘that’ and enpatu/enṉal  ‘the fact that’ had their equivalents both in old and modern 

Tamil.     

A search of the database using  a number of combinations, including எ�, எ��, எ�றி�, 

எ��ெகா* and so on would reveal that  besides the many of the finite forms of this verb, what 

underwent a significant change at a later period are the forms of negative adverbial (ennātu ‘without 

telling’) and nominal derivative (ennāmai ‘not saying’), which do not show any equivalent in modern 

literary Tamil. 

  அᾞΆ பட᾽ அவல ேநாᾼ ஆιᾠவ῀ எᾹனாᾐஎᾹனாᾐஎᾹனாᾐஎᾹனாᾐ (Kali. 28) 

  arum paṇar  avala nōy       āṇṇuvaṇ   ennātu 

  ‘Without revealing the fact that she would experience the contagious love disease…’ 

அாிய ஆᾁΆ எஎஎஎᾹᾹᾹᾹனாைம… (Aham. 191) 

 ariya       ākum ennāmai .. 

 ‘Not saying that s.t. would be intricate to accomplish…’  

Notably , the Modern Tamil equivalents of the suffixes –ātu and -āmai  such as  –āmal (eg. collāmal 

‘without saying’ *ennāmal) and -ātatu (collātatu ‘that which was not said’ *ennātatu) respectively tend to 

occur with the verb en only in spoken Tamil but not in the corresponding literary variety.  What turns 

out to be the crux of the issue here is the obscure nature of the spoken Tamil equivalents of the verb en 

‘say’ in present, past and future forms, which normally occur as a single or clustered consonant:  L 

‘ṇ’ (பா�ேறLேற� pākṇēṇṇēn ‘I say that I see’, ெசா,றாLறா� colṇāṇṇān ‘he says that he 

tells’); GG ‘ṇṇ’ (பா�ேறGேண� pākṇēṇṇēn ‘I said that I see’); and �	 ‘mp’ 

(ெகா4	ேப�ேப� koṇuppēmpēn ‘I will say that I would give’) respectively (Cf. Search: ngr, 

எ�கிற) .  The obscure form of this suffix, its complex clause construction in an agglutinative form, 

along with the non-existence of some of the conjugations of this verb in written Tamil contribute 

enormously to the complexity of spoken Tamil. 

      வ0வாLகாெம varu-vān-ṇ-āme      

                     ‘without saying that he would arrive..’ 

                     வரமா�ேடLகாெம vara-māṇṇ-ēn-ṇ-āmṇ 

                     ‘without saying that I won’t come…’ 

  ஆ�Lகாத: āku(m)-ṇ-āta-tu 

                     ‘saying that s.t. wouldn’t happen’ 

                      ேக	பாLகாத: kē(ṇ)-pp-āṇ-āt-atu 

                      ‘saying that he wouldn’t ask’       

Notably, these, supposedly,  commonly occurring forms in spoken Tamil do not have any parallel  in 

written Tamil, as a result it generates a structural gap in the corresponding written variety of Tamil.  

What one can attribute to this phenomenon is that the spoken Tamil exhibits a perfect continuum from 

Sangam to the present time as it continues to retain the structure that one can attest from old Tamil, 

but this is not the case with the corresponding written variety of Tamil, which exhibits a structural gap 

in terms of not exhibiting the equivalents of  āmal and āmai with the verb ‘en’.    
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  *varuvēn enkāmal (*வ0ேவ� எ�காம,) 

  *varamāṇṇēn enkāmal (*வரமா�ேட� எ�காம,) 

  *ākum enkātatu (*ஆ�� எ�காத:) 

  *kēṇpān enkātatu (*ேக�பா� எ�காத:) 

If the form எ�காம, ‘enkāmal’ is nonexistent in modern written Tamil, but only found in spoken 

Tamil as in -ṇkāma,  a question arises as to when and how the form enka as an infinitive form of this 

verb lost its use in the history of Tamil language?   The other alternative point of view would be to 

consider this form as an innovation in spoken Tamil but not in modern Tamil.   Note that the Sangam 

Tamil form எ�க enka occurs as an ‘optative form’ to mean ‘let it be said’,  but not as infinitive form 

of the verb ‘en’. 

நாடᾹ எᾹேகாஎᾹேகாஎᾹேகாஎᾹேகா? ஊரᾹ எᾹேகாஎᾹேகாஎᾹேகாஎᾹேகா?  (Puram 49). 

              nāṇan enkō? ūran enkō? 

              ‘Would I call him a country person or a town person?’ 

பிᾹனாளி᾿ தᾹ மைனவிையᾰ காᾎΆ மகி῁ᾲசியாι பாசைறயி᾿ இனிய  ᾐயி᾿ 
ெகா῀கிᾹறாᾹ எᾹகஎᾹகஎᾹகஎᾹக. (Mullaip paattu 11). 

‘pinnāṇil tan manaiviyaik kāṇum makir�cciyāṇ pācaṇaiyil iniya tuyil koṇkinṇān enka’ 

‘Assume that he takes a comfortable nap at the jail with the prevailing thought that he would 

see his wife in the future!’ 

However, neither the Sangam Tamil forms such as ennāmai or ennātu, nor the relatively more recent 

forms such as enāmal or enātu do not seem to have any parallels in written Tamil, but as we noticed 

above, they do occur in spoken Tamil with their root forms of the verb L ‘ṇ’, GG ‘ṇṇ’ and �	 

‘mp’ in a relatively large number of conjugations.    

This is particularly true for the fact that one can observe from the search results of the electronic 

database using the forms  such as எ�றி� and எ��ெகா*, which especially use of the aspectual 

auxiliaries such as இ4 iṇu (definitive auxiliary) and ெகா* koṇ (reflexive auxiliary).   Along with 

the progressive auxiliary form ெகாGN0 koṇṇiru,  these forms  seemed to have been attested only 

starting from the medieval bhakti literature, especially from Tirumular’s Tirumantiram, as sited 

below.   

அறிேவ அறிைவ அறிகிᾹறᾐ எᾹறி᾵எᾹறி᾵எᾹறி᾵எᾹறி᾵ᾌ (Tirum. 2033) 

aṇivē   aṇivai    aṇikinṇatu enṇiṇṇu 

‘having said that Knowledge knows the knowledge…’ 

ஈவ ெபᾞΆபிைழ எᾹᾠெகா῀எᾹᾠெகா῀எᾹᾠெகா῀எᾹᾠெகா῀ ளீேர  (Tirum. 506) 

īva      perumpiṇai            enṇukoṇṇīrē  

‘Assume that s.t. would result to a great fault’ 

Surprisingly, like in the earlier cases of negative verbal participle and verbal derivative form, these 

constructions also do not exhibit in parallel  in modern written variety, but only found widely in 

spoken Tamil.   
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எ,லா0� வ0ேவா�P�டாLக!  (எ,லா0� வ0ேவா� *எ��வி�டா�க*)

   

ellārum varu-v-ōm-ṇu-ṇṇ-āṇka! ‘Eveyone proclaimed affirmatively that they would come) 

எ�ன நI எ�ென மா4கீ4GPகி�N0�ெக? (cf. 

http://www.thetamillangauge.com/spokentamil search: எ��) 

(*எ�ன மா4 கீ4 எ��ெகாGN0�கிறா)?) 

ennṇ māṇu kīṇu-ṇṇu-kiṇṇiru-kk-ṇ?  ‘Why do you keep calling me a water buffalo?’ 

 

நIேய எ4�:��ேவGP�ேகா! 

nīyē   eṇu-tt-u-kku-v-ēṇ-ṇu-kkō 

‘Proclaim that you would take everything for yourself’ 

What do these exceptional forms imply is that ‘spoken Tamil’ and ‘written Tamil’ seem to have 

followed two different historical paths from Sangam to modern Tamil and in this respect the spoken 

Tamil seems to show a richer structure than the written Tamil, especially in terms of retaining more 

number of archaic forms than the corresponding written version.  This is in opposition to those 

instances of modern Tamil where new structures evolved and no traces of which can be found either 

in Sangam or in medieval Tamil.  An example may the case of experience subject construction, which 

is new to modern Tamil, but not in Sangam Tamil, as in yāṉ viyarttaṉaṉ ‘I was sweat’ as opposed to 

eṉakku viyarkkiṉatu  (cf. Murugaiyan 2004).   Yet another feature from a historical point of view is loss 

of medieval and Sangam forms which do not have any trace in modern Tamil.  A case in point is the 

use of imperative suffixes –min (kēlmin ‘listen’) and –anmin  (kūṉanmin ‘do not utter’) etc., which do not 

have any occurrence in any identical forms in modern Tamil (cf. Renganathan 2010).  Identifying the 

point of time in which these changes occurred is an endeavor that requires analyses of text of different 

genre in a thorough manner.   

Yet another advantage of studying word forms that underwent many changes historically using 

electronic data is that it is possible for one to trace the trajectories of the cause of certain changes over 

the period of time in a systematic manner.  One of such phenomena is authors’ handling of a 

particular style causing the development of new categories.  One of them that may be sited here is the 

formation of  the modern Tamil modal auxiliary lām.   It may be stated that various use of the 

combination of the infinitive suffix –al with the neuter future form of verb āku ‘become’ in ancient 

Tamil later caused the formation of lām.  An extensive search using the keys such as லாᾁேம, லாேம, 

ᾤΆ ஆேம, ᾤΆ ஆᾁΆ etc., one may notice that the modal auxiliary lām came into existence in modern 

Tamil by the linguistic process of reanalysis due to various use of this structures by poet saints.  

Consider for example the expression kēṇu uṇṇu enṇal tuṇintu colal ākum  – Manimekalai and its 

modern Tamil equivalent kēṇu irukkum enkiṇ-atu tuṇintu collalām (Modern Tamil) ‘One may say 

for sure that there would be a devastation’, where the syntactic construction colal ākum ‘saying is 

possible’ is found to be occurring with many different combinations synonymously, as in colal ām - 

after phonological reduction of ākum to ām; colla lām with a reanalysis of verb forms and so on (see 

Renganathan 2010: pp. 171-73 for a detailed study of this change).  By toggling between the selections 

of the bhakti, Sangam and modern literatures using the above search keys, one can notice the various 

use of this combinations more in bhakti texts than in Sangam texts. 
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Search techniques and need for a tagged Corpora: 

Perhaps an advance search technique with many combinatory possibilities is needed to successfully 

derive all of the intended and unattested forms from all of the genres of Tamil language.  Ideally, one 

may want to search text in many complex ways, like ‘words that end in particular suffix (-viṇu; kiṇ; 

koṇ etc.)’, sentences with a particular combination of words (dative subject and psychological verbs; 

subject with the suffix āl and modal verbs like -oṇṇ, -iyal etc.) and so on.   Even though such 

sophisticated search possibilities is yet to be made available for Tamil using any conceivable tagged 

corpus as discussed in detail in Renganathan(2001), Baskaran et al (2008) etc., with the current 

database, however, storing text in Unicode does offer some work around.  For example, if one intends 

to retrieve all of the word forms with the suffix -iṉu, āl, -ukku and so on, one can use the Unicode 

glyphs of the initial vowles, as in ◌ிᾌ , ◌ா᾿, ◌ுᾰᾁ respectively to accomplish this task.  This method 

can be considered as a substitute for any equivalent method of information retrieval using tagged 

corpus, which would normally contain all of the affixes parsed and stored separately in a more 

systematic manner.  Absence of any such tagged corpus and an intelligent parser for all of the genres 

of Tamil texts from Sangam to Modern Tamil, one requires to use this kind of alternative search 

methods to accomplish the task.   Among many others, the other significant advantages of using 

electronic data may be making dialect geographies from a historical point of view, attempting to find 

the chronology of authors and texts and so on.  
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Abstract 

For many of us English is the natural choice for commodity Computing such as Internet Web 

browsing, email, Instant Messaging, Word Processing etc. As computer proliferates in every aspects of 

our daily life, it is a need to have some kind of Multilingual Computing. For example an individual 

would like to send an email to his friend in a local langauge (like sending a greeting email in Tamil), 

an e-Governance application needs to be benifited for persons who are not familiar with English, or a 

product brochure to be made available on Web in a local langauge. More importantly the multi-

lingual data should be interoperable and to be long lived across computer systems. The fundamental 

requirements for the Language Computing are 

1. Coding system for Local Language Script Set, 

2. Input Methods, Output Methods, 

3. Software Libraries, APIs, Fonts 

4. Applications 

The aim of this article/paper is to summarize the various aspects of Multilingual Computing in 

OpenSource Plaform with emphasis on Linux and Tamil. 

Contemporary Linux systems comes withMultilingual features and in most cases they can be enabled 

very easily. 

1. Unicode 

Internally, coding of character system to be done to make meaningful processing of characters. A 

decade ago Standard ASCII (7bit) is a very popular encoding system for English characters. Later 

extended ASCII (8 bit/1 byte) is used for representing English characters and several Latin characters, 

Indic characters etc. But a true multilingual system needs to represent all possible script set (including 

Math Symbols, braille characters etc.) independently so that any electronic text shall contain all sorts 

of characters. 

In late 1980s, Joe Becker (Xerox), Lee Collins and Mark Davis of Apple conceptualized multilingual 

character set encoding. Joe Becker published a draft for International/Multilingual Character 

Encoding System and tentatively called Unicode. This proposed 16 bit character model (each character 

is to be represented by 16 bits). This proposal is popularly called as Unicode88. Later when Unicode 

2.0 was proposed, the character width is no longer restricted to fixed 16 bits and hence its posible to 

represent many ancient character sets like Egyptian Hieroglyphs. As of 2011 Unicode 6.0 standard 

prevaills. 
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Unicode defines codespace containing code points in the range 0x0 to 0x10FFFF (represented in 

Hexadecimmal) which means there are 1,114,112 code points in the Unicode Codespace. Each 

character is assigned a code-point. Unicode codespace is divided in to 17 planes and numbered from 0 

to 16. The Plane 0 is called ”Basic Multilingual Plane” which contains codepoints numbered from 0x0 

to 0xFFFF. Code Points for Tamil Character Set, other Indic Character Set, Cyrillic, Geometrics Shapes, 

Math Symbols, Arabic etc are allocated in this plane (hence this Plane-0 is called Basic Multilingual 

Plane). Other planes are 

1. Plane 1 - Supplimentary Multilingual Plane 

2. Plane 2 - Supplementary Ideographic Plane 

3. Plane 14- Supplementary Special Purpose Plane 

4. Plane 15,16- Private Area Use 

The Tamil Language is allocated codepoints from 0x0B80 to 0x0BFF (128 codepoints) in BMP Plane. 

Please remember, that the codepoints has nothing to do with physical representation of characters in 

computer binary bits (or qbits in Quantum Computing). The physical representation also called as 

Unicode Character Encoding is done through a methodology called Unicode Transformation Format 

and it is defined by the Unicode Constortium. In Posix Systems and in Internet, UTF-8 Encoding 

Scheme is popular. In this article/paper, by default we frequently refer UTF-8 encoding scheme. 

The UTF-8 was initially proposed for Plan9 Operating System. It is a multibyte character encoding 

system which uses one byte to 4 bytes depending upon the codepoint. The encoding for the code point 

from 0 to 127 is same as ASCII encoding for ASCII space 0 to 127 and hence it is already compatible 

with ASCII for the code points 0-127. The main advantage for the UTF-8 is its self syncronising and 

does not depends on endianness of the computer system. No special marking in the data stream is 

required for UTF-8. The main disadvantage is that it needs more bytes and it requires extra 

processing. 

One of the basic question that arises is this. We have only 128 codepoints alloted for Tamil in the 

Unicode and we have 247 number of characters in Tamil Character Set. Is this a right way ?. How do 

we manage to represent all characters in Tamil Character Set?. This is very debatable. The brief 

explanation for the question how to accomodate 247 characters in 128 code point is as follows. 

The most of the characters in Tamil are conjunct characters and share the same set of glyphs (or visual 

repersentation) in most of the characters and they are highly structured. Hence, it is possible to 

represent the Tamil Characters with very little compromise within 128 code point. But conjunct 

characters takes more bytes space than vowels or consonants (consonant equivalents). 

2. Input System 

It is quite obvious that keyboard is the de-facto input device for humans (Yes.. we have voice and 

other input systems for Humans!).In PC based architecture, keyboard is a raw device, and has no 

language centric mechanisms expect that in most of the keyboards we have ”English” letters inscribed 

on keys. One of the questions beginners of Tamil Computing asks, is there any keyboard where I can 

find all 247 characters ?. The answer is similar to that of in the previous section that we indeed do not 

require individual keys for all the 247 characters (infact one can make that eiether physical or virtual 
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onscreen keyboards, but it would be expensive and bulky ) as many are conjunct characters and many 

share common glyphs (diacritics) and hence the normal general purpose contemporary keyboard is 

suffice. This methodology requires some kind of software popularly called Input Methods to assemble 

the characters when multiple keystrokes are required to form conjucnt characters. 

Pioneering works has been done by the creators of m17n libraries which is quite popular in Posix 

systems. The m17n library is a multilingual text processing library for C language. In Linux the 

popular Input Methods avilable are Smart Common Imput Method (SCIM) and iBUS (Intelligent 

Input Bus). Most of the current Linux uses iBUS by default. 

3. Output Methods 

The whole fanfare in Multilingual Computing is on the output. Unless one sees the output in 

appropriate script, the multilingual computing is not fullfiled. Its the most obvious part of 

Multilingual computing. Normally, we talk about fonts whenever we discuss about Multilingual 

Computing. Fonts contains information about how to draw the shapes on the screen. The renderer 

engine which part of the output system takes the font and renders the shapes. The fonts are usually 

distributed in a file (often called as a font file). There are 3 types of fonts. They are Bitmap fonts, 

Outline fonts and Stroke based fonts. The bitmap fonts or raster fonts contains pixel images of the 

glyphs. The Outline fonts or vector fonts contains the vector images and mathematical formula can be 

applied to get the different sizes of a glyph. The popular fonts types such as TrueType, OpenType, 

Adobe fonts are Outline fonts. 

One of the functions of m17n library is displaying and rendering multi-lingual texts. It requires 

complex processing to render scripts such as Tamil, Devanagiri etc. A character may have a single 

glyph or few glyphs spaced at one another. A re-ordering may also be required. The technology for 

such rendering is known as ”Complex Text Layout” or CTL. The m17n library database contains what 

is called Font Layout Tables (FLT) which bridges the fonts and the rendering engine. 

The present day Linux distribition such as Debian, RedHat are available with TrueType and 

OpenType Font rendering engine. The Lohit fonts are quite popular in Linux Community. Lohit Fonts 

Project is sponsored by RedHat and its a Fedora Hosted. CDAC distributes OpenType Fonts for Indic 

Languages. By default most of the Linux distros has Tamil fonts by default or can be added very 

easily. 

4. Software Libraries/APIs 

The GNU C Library (glibc) supports UTF8 encoding and contains functions for multilingual 

computing. The utilities such as sort, grep which are based on glibc can be used on multilingual texts. 

The holy grail M17N C library is the flag ship for multilingual computing. The link 

http://unicode.org/resources/libraries.html 

contains links for various multilingual libraries. 

5. Applications 

The end user experience on multilingual computing based on the Applications. The simple 

commodity applications like Internet surfing, Word Processing and e-mail etc. can be done using 
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exisiting applications like Mozilla Firefox, ThunderBird, OpenOffice, Libre office etc. The user has to 

only choose the appropriate Input Method (so that he can type in Tamil). Applications like Yahoo 

Messenger is multilingual and once can chat in clear Tamil (instead of transliteration) Empathy which 

is an GNOME application can be used for Instant Messaging and its multilingual. Simple editior like 

gedit can be used to create multilingual files. 

Web Static Pages can be created by including a http header Content Type. This can be done by adding 

a meta tag between <head> and </head> as follows. 

<head> 

<meta http-equiv="Content-Type" content="text/html; charset=UTF-8"/> 

</head> 

In the body section, the content can be multilingual. The multilingual content can be created even with 

simple editior like gedit. Of course the browser and the system in which it runs must have UTF-8 

support with appropriate language fonts installed . Enterprise and backend applications use Database 

Management Systems and in Open Source Community one of the most popular DBMS is Postgres. 

The current version of Postgres supports UTF-8 encoding by default on Posix systems. This facilates 

the storage of data in multilingual form. 

6. Requirements and Suggestions 

Although it is possible to carry out most of the multilingual computing, the following are the 

suggestion by the authors for further enhanced functionality.  

1.  The simpler keyboards can be made to meet the various requirements of the end user. For 

example to use TamilNet99 keyboard requires practice and considerable understanding of the 

scripts, the people who just knows only to read or write the scripts could not easily use these 

keyboard layouts or definitely not as trivial as someone who only knows English and use 

English keyboard. A much simpler keyboard may be prototyped after doing sufficient study on 

the above aspects. As the input methods are implemented in a software, these initiatives can be 

done without changes in underlying software. 

2.  As of now Input Methods are implemented in software and they run in main system/CPU. It is 

possible to design and implement an Intelligent keyboard, which directly sends the UTF-8 

sequences instead of raw keyboard scan codes. As Unicode integrates across language/scripts, 

culture etc, the Universal Intelligent Keyboard is appropriate. The keyboard can be made 

programmable such that the end user can configure the keyboards to function eiether as raw 

scancode mode, or direct UTF-8 mode. If the same kind of keyboard is mechanically designed 

foldable/wrappable, it can be used in mobile devices such as smart phones, tablets universally 

(which can bring down the costs). 

3.  The authors could see that more works to be done on Optical Character Recognition, Speech to 

text conversion, Accessibility in the context of Multilingual computing. 

4.  Better Tanil outline fonts needs to be forged for High Resolution equipments. 
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7.  Conclusion 

Multilingual computing in Open Source Systems like Linux is matured. Works like M17N C libraries, 

UTF-8 encodings really makes Multilingualization possible in Linux like systems which carefully 

eliminates need for any special magic numbers. Due to glibc and m17n libraries, large number of 

applications are already multilingual enabled. 
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