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Fax - +91-512-259 0260

Prof. M. Anandakrishnan
Chairman

MESSAGE

Contrary to several negative predictions about the viability and longevity of
the INFITT since its inception, it is gratifying that the organization has continued to
serve the cause of Tamil Computing and Tamil Internet developments in unique and
distinct manner. This has been possible on account of the dedicated involvement and
participation of a large number of highly competent professionals in the spirit of
community responsibility. In recent years, the involvement and contribution of a
substantial number of new generations of professionals offers a renewed hope towards
innovative vistas of development in Tamil internet applications. This has also
enabled seamless adoption of new and emerging areas of information technology.

The pioneers who devoted a great deal of time and effort in the early stages of
Tamil Computing, when the technology was in a nascent stage, deserve our
wholehearted gratitude. Despite the usual organizational constraints and internal
differences the INFITT has continued to show positive growth and has come to be
recognized both by several National Governments as well as International
Organizations as representing the voice of Tamil Computing. It is my fervent hope
that this Tenth Tamil Internet Conference being held at the University of
Pennsylvania will provide new directions for the future of INFITT in the context of
emerging challenges.

It may be recalled that in the initial stages, the INFITT tended to rely on close
collaborations with the Governments of predominantly Tamil speaking countries. This
has advantages as well as constraints. The future may call for a new strategy that
would provide for an arms length relationship between the INFITT and the concerned
Governments, mainly to insulate the organization from the vagaries of shifting policy
stances of Governments whenever there is a changes in political structure. Ideally, the
INFITT should be seen as a truly professional and technical organizations engaged in
monitoring the development trends in Tamil computing and offer advice to the
Governments in enabling the practical applications of these developments.

[ offer my sincere compliments and gratitude to the University of
Pennsylvania for having taken the initiative to continue with the tasks ahead by
organizing this Tenth Tamil Internet Conference.

C-J’P-MA:AM

(M.Anandakrishnan)
Chennai
30 April 2011

Address for Communication :
Science City Building, Planetarium Campus, Gandhi Mandapam Road,
Chennai - 600 025, Phone & Fax : 044-24422415 (0O)
24916291 (R) 94440 51133 (M) E-mail : anandal1928@gmail.com
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South Asia Studies Ummgufﬂammm

On behalf of the South Asia Studies Department here at the University of Pennsylvania, I would like
to extend our warm welcome to the esteemed delegates of this conference. Our department is not only
the oldest South Asia Studies Department in the US, with Tamil being part of its curriculum from the
1940s, it has also produced in the past some of the most important works on the subject of Tamil
language and literature in the United States. We are honored to have members of INFITT and wish
them great luck in years to come.

Dr. Daud Ali

Associate Professor and Chair
South Asia Studies
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south asia center

UNIVERSITY 0f PENNSYLVANIA

On behalf of the South Asia Center, I welcome the members of INFITT to the University of
Pennsylvania for the 10t Annual Tamil Internet Conference. We are delighted and honored to be able
to host this important conference here at Penn. I want to take this opportunity to thank Dr. Vasu
Renganathan and Dr. Harold Schiffman for organizing the conference and for their significant
contributions over the years to the field of Tamil language study. The South Asia Center together
with the South Asia Studies Department has long been committed to supporting excellence and
innovation in South Asian Language scholarship and pedagogy. Dr. Renganathan and Dr. Schiffman
have provided critical leadership in these efforts, at Penn as well as nationally and internationally.
We are pleased now to have the opportunity to lend our support to this conference and to the
important work of INFITT. We hope that your visit to the University of Pennsylvania will be

extremely productive and that you will also have time to enjoy our wonderful city of Philadelphia.

R el

Kathleen D. Hall
Associate Professor of Education & Anthropology
Director, South Asia Center

University of Pennsylvania

Xiii



Professor Harold F. Schiffman

Honorary Conference Chair, Tenth Tamil Internet Conference
Emeritus Professor of Dravidian Linguistics and Culture
Department of South Asia Studies

University of Pennsylvania

I would like to extend a hearty welcome to the members of INFITT who are gathering in Philadelphia
for the 10th annual Tamil Internet Conference (TI2011). My colleagues in the Department of South
Asia Studies join me in welcoming you here. Our department is the oldest department in the US
devoted to the study of South Asian languages, and Tamil is one of the languages that has been
taught here since its inception in the 1948's. We can also claim to have been in the forefront of
innovation in the use of information technology for the teaching and learning of Tamil and other
South Asian languages, as can be seen from our Tamil Resources website at
http:/ /ccat.sas.upenn.edu/ plc/tamilweb/tamil html and we have also participated in the conferences
sponsored by INFITT since its inception. We look forward to a successful conference and even more

progress in the development of IT for Tamil in the years to come!
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Dr. K. Kalyanasundaram
Chair, Conf. Program Committee (CPC)

Tamil Internet 2011 Conference

Message

Growth in wide usage of Tamil in personal computers started about 25 years ago, almost with the
growth of Internet and discussions in the virtual world through Email and mailing lists. The required
tools (fonts and text editors) were developed largely by few software professionals and free lancers.
Creativity of Tamils led to a wide variety of fonts being used for information exchange through the
Net . Soon there was the realization that networking worldwide and development of standards are

essential to nurture a healthy growth of Tamil content on the net.

INFITT (international forum for information technology) was one of the initiatives launched to serve
this need, with active participation of key software developers of all important Tamil speaking
regions. Tamil Internet Conferences of INFITT continues to be the only annual forum that brings
together all those interested in the development of softwares for computing, Tamil information and
communication Technology ICT in general. I am happy that I could be part of the INFITT
Management, in the team of organizers for several earlier conferences and also contribute to the

present TIC 2011 to be held at the University of Pennsylvania.

A notable and very important development for Tamil Computing and INFITT is ever increasing
number of academic researchers participating in the Tamil Internet Conferences and presenting their
research work. Major research efforts are now in Universities. Following co-hosting of TiC2002 and
TIC 2009 by the Tamil Departments of the University of California at Berkeley and University of
Koeln, Germany, another Institution well known for its lead in computer-aided teaching of Tamil,
University of Pennsylvania, is hosting this conference. Possibly for the first time, TIC2012 will set
records as one where majority of paper presenters are from academic institutions across the world.
Teachers and young students taking active interest in Tamil Computing is a very good sign for Tamil
Computing. So I take this opportunity to thank sincerely the hosts INFITT and University of

Pennsylvania for continuing this conference series.

Dr. K. Kalyanasundaram
Lausanne, Switzerland
Former Vice-Chair (2004-2006)
& Chair (2007-2009) INFITT
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TI 2011 - Chair's Message

INFITT had its own share of organizational Tsunami, and I am very pleased to come united to
celebrate the peaceful TI2011 that came after the Tsunami. In spite of varied difference of opinions, I
am glad to see the revived INFITT continuing its journey to conduct the yearly conferences, popularly
known to the Tamil IT world as TI. I sincerely thank all of you who have come together and offered a
helping hand to make this a success. Dark clouds hiding the sun is a natural phenomenon. The Sun
will raise again. I sincerely thank all friends of INFITT, Members, Executive committee members,
Tamil Internet Conference committee members, Working group members and Minmanjari editorial

team members who devote their personal time and money to make this happen.

Let us continue our journey like yesterday and today for yet another Tamil Internet Conference in
2012. Let us keep our differences aside and vow to meet again as friends in another conference in

another peaceful part of the Tamil world for the betterment of Tamil and Tamil IT.

International Forum for Information Technology in Tamil
Registered as a Non-Profit Organization in U.S.A
www.infitt.org
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@bs Blapeme pswDOWTSE BL G (peiTeubdlHh@Gn CumTdiflwiser anrsVl sToolt aflliwedr, (LpsesTeui
UTH THRISBTHET, pewesteui Ck. HLWTeTHFHSTD CUTTECDT(HHE 6TeorTghl BeTPlssr 2 MbgHral (HILb.

9151CLTeVGeu ListTaTTL (B SjewLoliL]d @ pallest semsvsui &(h sur.wp.CF.sallwyFsnid @b 6TaTgl HedTN% 6T

@bs uBLTHST Blapey wrEUmD GeupplwenL_w $HissT Lasllsener SpbuL Snr b HdbaEn
VDT EHG  HOTOTTIUNTHEHEHGL 2 H6ay OlFii [FediL HIBIGEHSGL 2 GHwHsler  ClFwm @y
2 miileTiaer FTiLle) 6163 LSOTLOT T HS BHESTMISH6T. LibSTeug (@)enenTit LOTHTL Ly 6wt HL_dhduil(hds &L
(LPEOESTOUT 6UTd ThIGHTHIS G ClLeTHLOCoueTLT LIS VEBSHPHSSI6T LD HewwTLITHEHd @& 6T
FApliumrer uryTl_(HEEBHLD LOETTTHE HOTHISEHLD 2 MdhHTaL (HILb.

I'm truly delighted to see the 10th annual conference to be held in University of Pennsylvania .The

annual INFITT conference has always functioned as an occasion

for Tamil software professionals, Internet experts and enthusiaststo renew their expertise and
knowledge on Tamil Computing. It has served as a platform to discuss common issues and share

research and developments.

I am sure the meeting to be held at the University of Pennsylvania, Philadelphia, USA during June 17-

19, 2011 would offer a constructive forum to engage issues in Tamil computing.

XViil



I would like to thank Prof. Harold F. Schiffman, Dr. Vasu Renganathan and Dr. K. Kalyanasundaram
who have kindly agreed to assist in the organization of the conference as Chairs of the Local
Organizing Committee (LOC) and Conference Program Committee (CPC). Va.Mu.Se. Kaviarasan,

Chair of International Organizing Committee (I10C).

On behalf of fellow Executive Members of INFITT we would like to thank all supporters and
volunteers who rendered their services towards the success of this annual event. I want to offer our
congratulations and best wishes to Dr Vasu Renganathan and his University of Pennsylvania team for

organising the 10th Tamil Internet Conference.

D.S.M A m

S.Maniam

Singapore
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sn& & ewflesfluilenr@L GClFGITL]
Mobile Tamil Keypads

G. Devarajan
E-mail: devarajan @gmail.com

1) &m&s peTeIens:
sewtlevlaer  FHBIS  mssaflsy allswerwT@d  pafer GsTHlvpIl L HTVSEH, Bafer GHTLlsL
BIL LIBISEHSE sTHU Gorifluller LweTurT® WwHMID LIWeTUTL 1gHETET LOTMIHVHM6T 6THT0ls TeiToug)

SL_L_TWIDTS 2 _6TeTg).

1995-s65%@ L@ speubleurm @)reanr®h oyenrgH@d senflellsemer @)widh@ GoeT6lLm(herser wrmlw
oueTenTLOTH Gy 2 eiTemedr.  @)elsusnsEwmer  TIHMSEe0, SHewflesfllsaflsd pog CFDEIWTHeDW
vweTu(BSgIuCs sl CQuiflw Assevrasl @)Hbg umIME, liLg @) BHHSHID SWID S ieueOTHsT
uevfleit gw WwmhFHseflerTsd, g mislevwnHm, 2 s wHHID @bslw Curflsemer alll Fllp Gwmf,
sewsflest] LHMID @)ewewrit LiwsTuTL 19 Cov AMbHgy allerii@aslng!

@ wriilenin, @iy Wsitesrsd CousgBlev Hewtlevtlasr o Ty, @erm swsCuAseTs Bd WigulGsv
SaUPHE OEHTERTyHBGHL @eTewmpw  &TV  SLLGHIDEG ehuU bogl Owrflevw  LweTL(hiG gD
UHT(LpsODBeW6T 2_NM| CbTdh @ eug| WheyD SeuF DT 2 6rergi.

SeueuenSHWTeT sp(h 2 MM Chrdasedler gl @ bs "swas seanflalluwllepTCL GlFbelwmLf" &1 (Henr

2) gpsiremieny

2000 wpsev 2010 suswy, S LG5 L LiGF UL BIGTTS, LVGeum) swas Gudl Hwrfldb@d BlmeueTnids 6T
allg allgwrer susnssaflsy swas CuAsemer swTfldgg CaTav(h subglsTarer @suHDPley 2 0% arailsd
s Lresd) Gupmeswsu Nokia, Sony, Ericsson, Apple wpmitb Samsung slmieussrsissir.

2004 gy emrigH @ LIp@, Quflw werd UL G5 Flev FeTaTTiaueITH6T HLOD FTihs ews CLFHgIdHTewT
giaysemer CunblarenwrLesrt, @ mlilenin 2010 suswyr @lsususwswrer sws Cudlseaflev, sillewip
vwetu(hsgieug WEayh HfsTesGeu B)mbssl, 2010-H@ Un@ 6sTflevmil L sustidduilesr &ryswroms
QFLELTPlenw LTeusTs ena Cusaflsy FLOID 6TGSHISHMET LITTHS LIy HBFI.

3) 12 Keys/@Qurggreraseflesr @)wesorenio

@\wbaid sl Glurgieurest wHmid Guryrl L wrer yFsemarwrs @) hhghl eu(hausl, s erais)
vweTuhSSLLBD ema Cudlsafley @)wmE@L Geumd 12 QurggTeiraGer!. oy miEled WHMID <y Bigle
S litenLulley Friphs Gwrflsemer sallr LHM TeVVT 2 Vs ClwrflEErsEEGh @)hs 12 GlLrdsTerser
s Quifl sewLwTsGeu 2 sitengl. @)g Fowhbswrer LGauM eueDSWTET LM HEIeDTdssT
uflbgiewrsasiiu’ B Gwrflssmear ewas Cudseallsd L@gdgieuglev/LwearLBhSgiuslsy  HArworsGeu

o _6iTarg).

peTTEID, 2 08 Lslp Gupm Nokia wpmib Motorola swas Cudl swrifliy Blnisushisst serdsCs
961, LHM @)hFlw Gwriflsenear Frihs g LliLienL_uled SLOP 6TWHHISH6T HFAL L' L slp ellens
LeVsn s L_gyitd, ppPlairer Sl Menu-e L st ensGLFsemer, Hjenentdgl allDLIN6T Blemev i nbidseflsd

3



@eumyd  epumis 1500 o alpasiu@eug wWseyd wEHpFAwrer wWHMID LTFTL L &Hdnigl
BleweVewLW T () (hbBMSBI.

4) nweriflesr @ wevTenio

s Cudlenw LweTUBSSHICouri @ewL_Cui L Cwrfleww LiweTLBHGS CousHdTHID 6TETMH Y TouLd LS
GewmaursGer 2 sireng), @leunmln@ Lsv srrestmissT @) wLiLlenib s weEwwrs @) mriug,.

Lack of Nationalized standardization of Regional Mobile keypads by Linguistic organizations.
Availability of Mobile Phones with Tamil Characters Printed Keypad

No Strict Orders from State Governments to implement Tamil character printed keypads as
mandatory before sale within state.

Negligence of Telecom service providers in promoting historical and classical languages.

@bs @GlpBlemevsnw wrHm Gwrf Fribs re gewmast Should issue a G.O. to Sell Mobile Phones
within Tamilnadu with Tamil characters printed keypad as mandatory) wpmidb geflwri giewmassir
s Bwrs (ews Cud swrfliurerisst wHMID CBTeWCLF CFemer BIMIcUTHISET LIWGTTSewer SLOILD

LweTUBSS 2ud@GallE G allgwrear FQImaEsmer P WPSLILDSSIuS!)

5) @eTemD I WF FTHETHISHET 616MTE 61T

geCumdiydl
Gfgena elloe /e

253700 20/04/11 16:37:07

gy RT DDI‘SSQ

a) Hand Held Bus Ticket Prnters, & TNEB Bill Generators

i
b) Hand Held PDA & POS Terminals ol

Gy 1 40 = 0 |

(Tamil yet to get space in these kind of devices) st 03 4025500 0077531
c) Mobile Phones (Number pad based Mobiles, Button based QWERTY keypads & Touch based

Qwerty Keypads)
d) Book Readers (Mostly Touch based QWERTY Keypads)

6) wxCudlsafler Qudss Gt CUTHeTHeNT euemasHeT WHMID LIWeTLHSSH Ceumi
eravsrenflsena (OS & Device market Based on admob Web Requests 2010)

Tamil . % of % of
wer
OS Type OS Owner Fully Quwerty Eun};ﬁziflal Market | Market
Rendered | Keyboard Yy World India
iOS(iPhone,
iPad, iPod Apple Inc YES Touch 40% 3%
Touch)
Android Google Inc NO ;Z;gh/ Touch/Buttons | 25%
BlackBerry RIM NO Touch/Keys 6%
Windows . o
Mobile 7 Microsoft NO Touch/Keys 4%
Symbian Symbian YES/Partly | Touch/Keys | Buttons 20% 93%
Unknown | Shinese/Korean | NO Touch/Buttons | 5% 4%
Models

Note : Source metrics.admob.com. % report is based on admob requests, May 2010.
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India Mobile Devices Share

Nokia (Symbian) 42 %
LG & Samsung(Java OS) 21%
Micromax, Gfive, Lava & Karbonn(Java OS) 14%
Others Models(iPhone, Android, Windows) 23%

Note : Source based on Survey article year 2010(Approximate)

7) efleng Lven s uileir auensseiT & eusFdlser
(Number Dial pad, QWERTY Pad, Virtual Key Pad)

12-6v susglassir

Keypad Type Number/Alphabet Keys System/Function Keys
Number Dial Pad 9 2~3
Qwerty Keypad 26 6~8
Touch Keypad 26 6
9 %, G 7, 2, 6T, 67, 82,5, 9,967 3
T o1 oar 2
&% ml & @ 4 L 6wl % b D Lwuwb6
T 6V 6u 7 Lp 6 M evr 8 0 a3 o an Fag Lef 9
T9Options & 0 # T9 On/OFF & Switch
InsertSymbols Space & Line Tamil/English
Break Nokia 1661-2 Tamil Keypad,
Rs1500

2010-0 gyemrigMH & Lm@ ewas Cudseaflsy sulp LwsTLBSSGIug pretalsy Flafsa aumang!, &)bs
LTMISVIS G L& (PpHEWLDTET STrenTors @)HriLg 615TH suenas end GLFS6T.

@eupplev s WahSwwrs GPLUILSsba5 Apple Blmisusstggler iOS-s0 g liLienL_ulled swirifldbgsl
u@dearm Fmeww suriihs ws CuAser/senilesfllser.  oHElwwrs slpiser HSsD auflés@G BTEH
serresr Amsliyd, wCefwr, @bSwr wHmid HyEwAEsET. @Hv HFles eraillsy Hullip Gloesr
Qurmmstssmer ugallpdsas GFiiyd prihser, suflwguilsy 1) Amstiyr, 2) 9QwAssT, 3) @)hswr
4) wGsvdwir.

26-60 eu&FIlas6ir
cpeTml uemsWTeT alleng Lssnsulled 6sT(h aillswes Lvswsemw Sally wHm @) rewrgspib 2 uili wHmIbD

Cliil eTpSSSBemer CFidhas @)TewnT(h VeV CLPSTM (LPewMEE GCsV e OCILITHSTENT 9(LpHB6vTT6V
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w HICw TS gISHHemear Lgley GlaFinu (1pigujd, Y erTsd Ceuswrs Lrall eu@E GsT@H susws wHmib Text
Animation Qgmiflev Bl LIBIGET 6Thg (5 CTPGGD Freswmrs LweT UbSE Curlenw s sTafllsTs
vweTu®SFs6ETsrareomd. gL Text Animation wpmib Text Display Graphics-sv hlss
pHBwwreT @)rent® aflewFliLievsnd GG TLeVBIL LIkIs6T &1peuHLOTD).

&) Continuous Tap gives optional keys (iOS)

2@ Qurssrenst QT idfwrs CQsTHeuglarmed bs srsslesr Unicode Dependent Sign #rips

wHm sTdgisser text display animation o geailujL et LwsTLRGS sTafllGTESLILIb sTaTssT!

EEEEIEI
Amluamm

i0S Keypad Android Keypad

Dictionary based Word formation (Android)

@bs CBTVBIL LD QBT euridengser wHmib Dictionary oy liuenullevrer afleng Luvens, @)Hs
@srfleopi b  Google Transliterate ougliuenuilsd ewas Cud Qubs QueT@uUTHsiTsaflsr
LiwssTUTL 1460 Gl&TedT(® sur @)uigpib.

@by @Quent(®h) Fobd eumips Casrfleoml uniseT @efloumpd Sl allwFusVmssemar @m Lslw
Caremrsslsy 2_Hmi CHrdhs sweudssng).

8) Present English/Tamil Phonetic Keyboard :

English Keyboard

&
1]
[CAPS CLEAR

¥5
ALL
CAPS

yalw senrGemrri_L_gglsv 18lp CsT@H allens Lvans.

2@ Qurssrenert GgmL L ey et Unicode Dependent Sign-g Liwetu®$d) s sTpdews Frihs LoHMD
TIPS SIS HmET L& sTallHTa @uidhds Ligley CFIwIeVTLD.



@bs seaTCentTL L GFl6v 0lg pdhalwwmet wrHm B)hs S (RewruilsT cpsvd (LpesT swmeudsLliniBleugi,
Re-Assign the Keys away from traditional English QWERTY type writer concept. @)bs
ufbgIenTds @ (LpdEBIWILDTEST &TT6esTLD.

@bs wewpullsit  epevd  sTSHIGsaflett  GFTL TFAewwwid, eTWSGIHeNOT FBlewevsemear, bs
Qrisfluller cpsvid erafllFled Blewesrey LIBGS 2 BHaylb 6TTLIGZID, S FHIQLD HeiTadllFend eumiilihd HLOLD
Curflenw ymiEle sTSGIbsafler suflens wempulled @) whg Ufdg Ws staflgrest wenpmulley euigeuid
QFiw ufBGI®TSEBLILGHEDSI.

uflbgiewrssiiL@Bib CsT®H S aillewFliLivens HLp eumHLTY) -

9) Touch Tamil Keypad - A Glance
(Away from QWERTY & Typewriter key position thoughts)

Small Keys Caps Lock  Unicode Dependagt Signs

Tamil Keyboa

B e m E E TR

hﬁ ke NS EACE

CLEAR

Hints : -

- Caps characters can be formed logically typing by repeating the characters specially, vowels.
Ex : 919 = oy, referred to Unicode 6.0 Tamil Chart or with caps lock.

- Dependent Signs may be called when a key is pressed for more than a second, which gives
options to select Dependent signs.

10) uflBgienT
1) Setup Workgroup consisting experts from device manufacturers and volunteers.

2) Define a Common and Open Standard which can be unique keypad concept on all major
platforms, specially the platforms which positioned as top 4 Device Manufacturers & OS
Developers



3) A Keypad concept which can be Continuous in Tamil Characters Positions (Vowels,
Consonant & Unicode Dependant sign Order) and easy to remember with positions, an
unique model for Tamil)

4) Tamil keypad which can use Dynamic Display Systems & Word dictionary.

11) Download my Tamil apps for iPhone/iPad

Aathichoodi : http:/ /itunes.apple.com/in/app/aathichodi/id360404480?mt=8
(Free)
Thamizhil Thirukkural  :  http://itunes.apple.com/in/app/tamizhil-

thirukkural /id339147635?mt=8 (Free)

Tamizh Quotes ¢ http://itunes.apple.com/in/app/tamizh-
quotes/id407218410?mt=8 (Free)

Tamizh Game ¢ http://itunes.apple.com/in/app/tamizh-
game/id414426616?mt=8 (Paid)

iTunes Store keyword : Tamil, Devarajan



uTrgluilest LITL_ 6V Ehd%E, LlesTemTan] 6L
uTHFIL&ESmall 2 _(Heurdssid
— 63(1h Seavtleut] Gl LHUIWIsL e (& (LPe»M

LT @)rm. Geusvwpmasesr
FAw Griflser whHmid usssTuTL (Hid Slewm, CaAwd Hevalld &Lpd LD

Berwimil CGrifled BIL LI LIV&SemeVd &LpssLd, ksl 637 616

@srempmwr BTVSHLLGHlL  sewflesf]l Cgmiflevmil Lgdlest LwesTUTH Yerall  wWipwrs  eraln@
2 wihgl OFsTn6STaRTY (HSEDSI. @& wells euTpaiesr Yymardghd CFwLTHSHMNYID FHLog)
usiseafllienud ClFiig HeT aileweareurii, ()H6T LIWETUTL L T6TT&EEhd @, 6TRTERI VL BIST 6UFH)
UTIILSHemeT SsiTelld HhHsb cueasTenTiD 2 6iTengl. )& Heir Lisssflemw e Ceusksoraseayb, FisVeSlwrseayLD,
sthgpallgwmer UenyullssrBluyd GlaFiiw eusVeVGI. LilgHHeul (LpHeD LITLOTT 6UEHT HeweITeU(HLD (B)H6dT LIl
eweuT jsILiaildgl eumElesTmevTi.

Qury)l opfley eTsusuTm emerTouhb@GD HeuFflwGuwr 9Cxs Gumsityy sewflesll CHTLHEVBIL LI 6dT
QriysnLw 9 pfley spsubGleurmeumdb@GH lEad eufwwrslstng). sewflestlwmleyd, Gomiflwimleyd

SVWTeTT & Ehd @ @) HeanTsarTs GurmmiihesTmer.
Quwmifluyid Hewflevflujid

umrfluyd  sewflesfluyd  speTCMTEILstTmy CBHEIE W  CBTLiLewL Wwemer. 6Ty WWHEMHTETEMHE
Fribglsreng. Clwryfl, sewfleflullsy LweTUBSSLLBE GTMGI. sewflesflullesr @uidsd  Gwriflepws
FTihgIeTeng. Qupens Cuwryl  sewfleflulled LweTURSSILIL L T SHewflesfls @l CaFwphens
Qumfluflest cpsvid HL L swerser @)L Liiaslsiimerr. 9Cs Fowdslsv Gumens Gwrifluller 2 salluimsv
senflesf] @wkiGEleTngl. @ewsuwsVeorgl, @umens Gwrflenwlts yflbgk G&TeareusnETs Heunewm
S rmiihgl sewflestlulley 2 siraf B GFiig Cuaeayld, surdldaseyid, Lyflbg C&reTareay, sTupHayLd wpwHFser
GumlasTsirertiul’_(h sumdlermer. @& 2 edler LGsumy OClwriflsefley Blapeugs Gumrevs LD
Cuomflufleid Bla b ClsTesTiy (hhSIMGI.

spheur  eteueurmy Gurifluflesr o GsevmiEmerts yifbg Carenr®h),  Gwrfluiler LsvGaumy
BINISSHIGmET 2 ewTihgl GFweoyflalsinrCrr 9Cs Gumsityy SHewflefluyd  ClaFwsvLfleugsmas et
9} l16YH 6T QY BIETHICH BlBLPHS 616HITERTLD 2 _6ITEOT6uT.

TS SHIFCFTHMETULD (3)6Vd: % 65T FSF T 56 6UT 1LY LD

SHCUTg sewfleflulled Bumens GLTPsEHdsEGHSE GOILLUTS Y Bi%le CTlEE 6T(pddIdCFTHemevTiLD
(Spell check), @evssemrdg Cargeneruyo (Grammar check) pewL_Gups STessrdlsstG@nTid. (3)6umnslesr
2 gaflwred g OFTevemsvds senflefluilsd i L da GFiiun Gsusmerullsy, gl @)L 1b CQubmusiTar
TS GIH6T FlwT HV6VF HaumT 6TesT YW hgI FlwTeT TIPS HISMers Clgifley CFiig Fflwrer GFrhHs
werd FU L da CFinwu susgdlwellsdearmg. @)a Cure, @ aurTsSliudbenss S L Fai ClaubCurg
SjsusursSwd FAlwr eVsvg Heumm ster @)evrid Hewr(®), Heum CHHLD CUTE Y HoHH HeUHD 6T6M6UTHI
&ifl QFUIWEVTLD 6TETLISMHSBTET S| 6Ye»TaHEmET|Ld uLpBIF] uhAIMGI.
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Qwrifl sHMeYILD 3 esflevvflujLd

senflesflulley  Gory] vwesTuBSSILL L T, SHewflest] sy  OCurflewwds sHUlGGL  Freerwrs
afleriigHeTngl. @)ser 2 gallwrsy Gwriflullsr presusnsd Hperssveruyd CwT SHLEUT &HmIewTT
Wb, Quryl sHmed / sPLNGSNISE senfleslluler LweTuT® e G)STHlwenWITE PaTHTS LTI
UGHDSI-

om Quryleow HANwALD @)mbs sHEGL CuUTwg Flev  HeTeLSHEHLD, Fev GewDLUTHBEHLD
@ riug Gumrevd sewflesfl sufl Guriflepwid sHE@GL GLTIYEH FeV BTEWHEHD Flev &ewMLIT(H%EHLD
O\ HEESHTT ClFIE DG, s HOITSHLOTEL LITTdhEGLCLTE Sewflesfl LwesTur Lm0 Gloryfl &mHmed
/ &DLSSH60 QFwsvLITH S LIV BETEHLOGT @) HLILIENS 2 0TI (Lplg UfLD.

@)eva&Elw BISTeyLD %ewsflewfluyo

sewsflesf] eresrenid oflw Frgerid, HTGeTT(H Cerfluyid CUITWGESHT [ suHTERT LTI H6vTd LiBiSefLienL
TOVVTHBIMDEHEhHGHD  ClFsueuGer CFIgG eumeug GCumev @)eVEaSlw LweTUTL 1I9DE@D, D BH6dT
Fmeuenw LalliLgnN@G SFst ukisaflllienud QFg CurHmsaids@flugrs allarmidl eumasDgi.
@)g6iT  cpevrEs  sanlafllSgemnuyd  @evsdlwusgimpuyd LuGaum UweTsemertt  Glummis
Sl 1St 6T

Qurgiaurs i @evddlwib, Seuailevdsdlwid o meurer Guwryflewwis Cuasd weflgisarmed Cufgib
Surliul L meV, Ieuallevdsdwd wHD SedaTeurTID BHiGTHE SspiLald@d eusnrentd Lin

CQurlaepds@ Owrfleuuwity QFinuliu@beug @upbsns. Qurgeurst urgrufwwrer  Ewry)
Quuiriifler epevd i @evdalwd CQurPCuwrEstiu@n QuTwg, wpsewTY @evsdludbdler o
TGS Fmmiseweruyd Glwrfl Cuwisstu@n Qurfluillesr QurHelLwuitiilse) Gsreasr® ouhausgi
FrgFluiflevsmey. eTarGeu  GQrPOUWITSSIUL L @evsSliGems aurddbgld eurssi  cpsuGmy
@ evdalwggler Flev gmmisener Mw @ wsorosd CGurgssorid. Gogih, GrflELWTSSILL L &)svdbdlw s
g HSHD Qureg QwrPeuwidurerflesr yflgs) serewwd@ shu Goryl Cuwidaliuilheusmev
Sysuifleit Liflgemev wi' GG surFasiser yplw (pigujb. @)SH6T cLpsvib, bepsvGlnmif) B)evddlwdbglesr Lisv
Goumy yiflgevsemer oWlbg C&merard dmigw euriitigassner QrHouwissiiul L @evsaslgams

BISHLD eurFsT Glum wigwTwsd GumiieilGib.

@)Cs Cursity @)vdbEwGeng surdldh@Ld HemerauHd suaileVbalwdbSleT TS allGLTeT Liflse0s
eweruytb Lfhg Camrererepiquirgl. Cuaid s GOILUIL L @evsSlwid Frihs GsrLi @)svdalwikisber
@oltiurs  geuaillvsdlwgdler LVGaum Orfleluwiliyssr, ooy (pLyeyser, Smerriieyds
s Qewrser CGursiTpeupenm surdALiGuri eTeflgrs, Ssuailvdsdliugensg aurdsed GuTWEs GlLmieug)
sTedTLIgl @uievrg smiflwib. Gwepib, urrbuflwléss @evdsdhwuls ugieusser, suTdiGuTileT Sjemeardg
allgd Capemausemearuyb G Crrigdlev L iHsH ClFinu iywrgl. 3)55@ Gedlsv Hrer Hestlesflullesr LisiE
seyd  eufwwrer QParMTEDG. sanflefullst 2 galwTe) o HurTsslu®Bld —@evsslw,
SsuailevsElwgens WsowwTs Haiuaillss all(HLD urssflsr marsg allsd Chensusemearu)b
Liéd GFiiuyb Hnmensls QuDMIS SlHwLd. Sjeueuens @)eEEwCw auTdALGUIT(HdhE 6TV UMBD:
Fn MIBEVEITIU|LD 6ULPBIS 2561 Bl6ITDGI.

&5, @i @esslwgsenslt urybufl weppullsd BISToug @@ susns; SjsuailevgElwid epsvGlomy
@evsalwwrs @) mhsTaid Fifl, QrflelLwitiy @evdsSwwrs @) HbsTaID Fil Heunewmd &evwflest] suif]
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BISHLEUTEH  Gevdsdlwusdler efds, eurassamrd GFarmenLujb CurdsE@ @ElweuHpPled LV WTHDBIS
swer THLBSH B)vdbEW BIST6ayd @ @ LI LNDTenTSHemnd auLpnb&GHEeTng).

@levsdlu msTaysEds senfleflemwls LweaTURSSHID CUTE, surEsfleT HenaTshgids GHeneudsenariyLb,
Gnislw Crrislev, eCr surdiitiley Seafllliugnasrer euriiienu 2 (HeuTdhEGHausre), @evdalw eurdl
Guriflstr eTevtrentldbena BreTenLalls CLHE! euarHid eT6dTLIg Flevsrentid. @)sirewmi yWlailiish 2 sVdlsD
@lerid  surdliumeriser, sewllesfluiler LT WGBS LUDMIEOL WeuTHenTHS Hlapdlarmeri. HCs
Fowgsled uryouflw peopuilsd Gevdsadlwid eurdiGumfler eraiTenilEamasub GmDhHE 6l TerGL
UBESTDGI. @S5 GOl @evdsdliugmads sHewilesfl ererend yflwrFarddlsd wrs ClFg
@levsslwussin s fApliy GFileug Frevls QUTHHEHID. HHCu  @evdsdwd surduiGuri W@hs
BT L GCHTH @)evdaliiGems BIST sufleusns ClFILSTDS.
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Abstract

Thirukkural is one of the most popular literatures in Tamil Language. Thirukkurals are being quoted
in speeches, news articles, blogs, micro-blogs and has a very strong reach in the Internet. Various
interpretations of Thirukkurals have been proposed by eminent Tamil scholars. This paper aims at
presenting the world’s first conceptual search framework for Thirukkural. The Framework uses
CoReX [1]; a concept relation based indexing and presents a ranking model based on concept strength
and popularity of Thirukkurals, obtained by a Thirukural statistic crawler. The search Framework is
evaluated using Average Precision and Mean Average Precision (MAP) was found to be 0.83

compared to 0.52 with traditional keyword based search.
1. Introduction

Thirukkural is the one of the outstanding accomplishment of Tamil literature. It had been translated in
many languages. Thirukkural has totally 133 chapters. These are classified in to Aram (Virtue), Porul
(Wealth) and Kamam or Inbam (Love). Each chapter has ten Thirukkural; Thirukkural in the form of
couplets illustrates various aspects of life. Most of the present day Thirukkural search engines are
keyword-based and Bilingual Keyword-based. Thirukkural search engines are available for Tamil and
English language. Those keyword-based search engines fail to satisfy the user requirements. For
example, in keyword-based search user won't get the result for the common word “uesrid "(Money).

For the reason that actual keyword “vuewrid "was not used in the Thirukkural.

The Kuralagam is a Conceptual and bilingual Thirukkural search engine. It is designed to clear up the
complication in the traditional Thirukkural Search engine using CoReX Frame work. CoReX is
designed such that the documents retrieved through it are semantically relevant to the query. The data
structure used by the CoReX helps in storing concepts of terms rather than storing just words, thereby
retrieving Thirukkurals that are semantically relevant to the query. The main purpose of such
indexing techniques is cross lingual information retrieval by an intermediate representation called the
Universal Networking Language [2] (UNL). The Universal Networking Language is an electronic
language for computers to express and exchange information. Kuralagam search system fetches
Thirukkurals based on keywords, concepts and expanded query words using the Concept Based

Query Expansion technique using CoReX Framework.
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In this paper we propose Kuralagam, a Concept Relation Based Thirukkural Search. Kuralagam aims
at understanding the Thirukkural and its meaning by indexing them based on concepts and their
relations rather than indexing the keywords and their frequencies. The Kuralagam was implemented
and tested with 1330 Thirukkurals with 4 explanations (Kalaingar Karunanidi, Mu Va, Soloman
Poppaiya, and G.U.Pope). The search results were compared against traditional keyword based search

for precision and relevance.
2. Background

CoReX [1] is a concept based semantic indexing technique used to index Universal Networking
Language (UNL) expressions. CoReX retains the semantics captured by the UNL expressions. Since
UNL expressions are stored as graphs, CoReX uses graph properties to index the UNL graphs. CoReX
considers the out degree of each node and frequency of the same for indexing which helps in
capturing the relations between the concepts in UNL expressions thereby retaining the semantics of
the same. CoReX is simple and efficient and helps in retrieving documents which are semantically
relevant to the query. The Thirukkural popularity score is computed by giving a Thirukkural
sequentially to the web and finding its frequency distribution across the popular blogs, news articles,

social nets etc.
3. Thirukkural Search Framework

Thirukkural search framework presented in figurel can be divided into two major divisions, online
and offline, in terms of the time of processing. This section describes the various components of the

Thirukkural search in detail.
3.1 Offline Processing

The offline process comprises indexing Thirukkurals and their interpretations and crawling the web

for usage of each Thirukkural.
3.1.1 Web Crawler

A Thirukural statistics crawler crawls the news and blog documents on the web to find the usage of
each individual Thirukkural. The usage on internet is recorded for measuring the popularity score for

each Thirukkural, which is explained in detail later.
3.1.2 En-conversion

Here a Thirukkural and its meaning are passed to a rule based system to identify the various concepts
in the Thirukkural and the rules are used to identify one of the 44 UNL relations [2]. Enconversion [4]
uses the Morphological Analyser [3] to recognize various morphological suffixes of a word and uses
this information along with syntax and semantics to identify the relationship between concepts. UNL
graphs are generated for every sentence constituent. The UNL graph is then sent to CoReX indexer
along with information such as Thirukkural Number, positional index and original keyword, its

frequency in the document etc.
3.1.3 Indexer

The Kuralagam Indexer is designed based on CoReX Techniques. The Indexer stores and manages the

UNL graphs in two different indices. Concept only index (C index), and Concept-Relation-Concept
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index (CRC index) are the two indices maintained by the indexer. The UNL graphs are stored in the

indices by their concept for efficient retrieval.

Kuralagam Search Framework

/ Online Process \

.

Search and
Ranking

[ Output Process

. {Juery Expansion and N
| Translation =]
A S —

Offline Prucess\ “\

Weh Crawler } [ CoReX Indexer ]

A user’s query is processed, converted to UNL graph(s), expanded and sent to a search and ranking

UNL Graph

e

Enconverter

Fig 1: Kuralagam Search Framework

3.2 Online Processing

module, where the Thirukkurals that match the concept relation similarity are ranked and sent for
output processing. The output processing module displays the retrieved Thirukkurals with its
meaning and sends them to the user.

3.2.1 Query Translation and Expansion

A user query is first sent to Query Translation module. Query Translation module converts the user
query to UNL graph. The Concepts in UNL graph are sent to the Query Expansion module. Query
Expansion uses CRC (Concept Relation Concept) CoReX indices to fetch similarity thesaurus and co-
occurrence list to populate the Multi list Data Structure.

3.2.2 Search and Ranking

The functionality of searching and ranking is to fetch the Thirukkural number and its details.
Thirukkurals for a given query are fetched using the two types of concept relation indices namely
CRC and C. The query concept is expanded using related CRC indices pointing to the query concept.
This helps in retrieving many Thirukkurals conceptually related to the query. This kind of conceptual
retrieval is highly impossible with key word Thirukkural search engines. The ranking is done by
giving priority to the indices in the order CRC>C. The ranking is also based on the usage score and
frequency occurrence of the query concept. Hence the search results are based not only on the query
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term but also on the concepts related to the query term. The search results and performance analysis
is discussed in the next section.

4. Kuralagam Search Results & Analysis

Kuralagam is a conceptual search framework for Thirukkural. Kuralagam, unlike traditional keyword
based searches, identifies the concepts in a Thirukkuaral and their relationship with each other. All
1330 Thirukkurals and their meaning were crawled, enconverted and indexed for search.

4.1 Tabbed Layout

In this paper, we propose a Tabbed Layout for displaying the results to the user. The Tabbed layout
shown in figure 2, displays the results in 3 tabbed boxes to a class of results based on the concepts and
relationship between concepts. Figure 2 displays the results for the query mi et Amiiy (Natpin
sirappu). The first cell displays the results of the concepts that contain the actual keywords which are
sorted by the relation they have between them. Second tab identifies results that contain concepts of
actual keywords, relation between them and displays the results corresponding to L 1 @Qu@enLo
(Natpu Perumai). The third cell is based on expansions of the query. Here results corresponding to
wLy gesruid (Natpu thunbam), sy G&meir (natpu koL), pevev 11y (Natpu nalla) etc are displayed. The
snapshot presented in figure 2 is from our engine implemented from the CoReX framework.

4.2 Performance Evaluation

The accuracy of the Thirukkural search engine was measured using the Precision. Precision can be
computed using the formula given below [5]. We compute the precision for the first 5, 10 and 20
Thirukkurals. The average precision and mean average precision for a set of queries will indicate the
performance of the system.
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Fig 2: Tab Layout
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The comparisons between concept based search and keyword based search were measured using

Average Precision methodology and the result is shown in figure 3.

Comparision between Concept Based Search and Keyword
Based Search
0.3 0.838 0817 gy
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Fig 3: Average Precision Comparison

5. Conclusion and Future Work

This paper describes Kuralagam, a framework for concept relation based Thirukkural search in Tamil
as well as in English using CoReX Techniques. Kuralagam unlike traditional keyword based
Thirukkural searches retrieves Thirukkurals that are conceptually relevant to the Query. When

compared to traditional search techniques, our conceptual search methodology has higher precision.
In future enhancement can be made to increase the precision and recall score of the conceptual
Thirukkural search.
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Abstract

Tamil literature is one of the most classical and ancient South Indian Languages. The present study
analyses the growth of Tamil literature based on the NBIL (National Bibliography of Indian Languages)
database. Bibliometric studies such as literature growth study, authorship pattern, language
distribution and document type and subject dispersion are reported. Literature growth study
emphasis tremendous growth during 1946 to 1953. The authorship pattern analysis results that
Kotaiyammai, Vai, Mu had contributed the most and is 4.36% among the 1147 publications. Tamil is
the most predominating language reported from language dispersion study and moreover, it is found
that 77.50% Tamil documents are microfilmed. Documents on philosophy and religion are given first

preference followed by history, biography and travel.

Keywords: Tamil literature; Ancient Tamil Literature - growth analysis; Bibliometric analysis, NBIL-

bibliometric analysis, Digital South Asia Library - bibliometric analysis
Introduction

Tamil is one of the most classical and ancient South Indian Languages. In ancient times, the assembly
or academy of most leaned men of Tamil land was called “Sangam” and the literature produced from
these assemblies is known as the “Sangam literature”. The National Bibliography of Indian Literature
(NBIL) is a selective bibliography with a compilation of works "of literary merit, and important and
significant books on Philosophy, Religion, History and the other aspects of the Humanities". The
Bibliography covers the period from 1901-19532.

Objectives

Egghe defined bibliometrics as the quantitative study of any literature as they are reflected in
bibliographies. Thus bibliometrics may be generalized as a study of the quantitative analysis of the
characteristics, behavior and productivity of all aspects of written communications. The objective of
this study is to apply bibliometric techniques on the Tamil literature available from Digital South Asia
Library’s NBIL, since DSA’s NBIL is a freely available bibliography in the internet. This bibliography
is widely used by many Tamil scholars and researchers and therefore a study on this database is a

valuable one which can exploit the characteristics of ancient digital Tamil literature provided by NBIL.

! http://www.culturopedia.com/Literature/tamil_ligsare.html
2 http://dsal.uchicago.edu/cgi-bin/nbil.py
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Significance of the study

The literature from Digital South Asia Library’s NBIL is used as the bibliographic source database for
this study since it is freely available and covers nearly 56,000 titles with imprints prior to 1954 in 22
Indian languages. This is the apt bibliographic database for analysis of ancient Tamil literature from
1901 to 1953.

Research Methodology
The NBIL is searched for “tamil” (not case sensitive) in the subject search strategy and retrieved 1218

hits. The retrieved data is processed using MS-Word and MS-Excel.

Literature Growth Study
One of the important aspects in bibliometric study is the prediction of the pattern of growth of
literature3. Figure 1 depicts actual growth of Tamil literature.

Actual Growth of Publications
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Figure 1. Actual Growth of Tamil Literature (1886 to 1958)

% Jeyaseeli, P. Clara. Growth Pattern Analysis ntidians Literature: A Scientometric Study (1992618).
Journal of Library, Information and communication Technology, 2(1-4):51-59 (2010).
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Table 1. Growth of Tamil Literature (Top 8 years)

Rank Year No. of publications Percentage

R R S e
Eu:lfg:l_l o Lo
B tn o & O
& LD Qs (W

9 to 64 Others
Total

From Table 1, it is clear that 698 publications were authored during the top 8 years and the remaining
520 publications were authored from 1886 to 1958. The top 8 years productivity was 57.31 percentages
when compared with the remaining 42.69 percentage. The years 1946 to 1953 were the most
productive years and among them 1953 stands first with 127 publications. The linear trend calculates
to 0.852x - 8.684.

Authorship Pattern
The kind of authors, nature and degree of collaboration among the authors are dealt in authorship

pattern studies®. Table 2 depicts the list of authors who had produced more than 10 publications.

Table 2. Tamil Literature Output - Authorship Pattern {Productivity >=10)

Author Name

1 Kotaiyammai, Vai. Mu., 1901-1960.

2 Sambanda Mudaliar, Pammal, 1873-1964.

3 Kaliyanasundaranar, Thiruvarur Viruddhachala, 1883-1953.
4 Jagannathan, Krishnarayapuram Vasudeva, 1906-

5 Venkatanatha, 1268-1369, Alias Vedantadesika.

6 Varadarajan, M., 1912-1974.

7 Maraimalaiyatikal, 1876-1950.

8 Appadurai, K.
9 Caminata Carma, Ve., 1895-1978.
10 Kantaiya Pillai, Na. Ci.
11 Cuppiramaniya Pillai, Ka., 1888-1945.
12 Iracamanikkanar, Ma., 1907-1967.
13 Suddhananda Bharati, 1897-
14 Others (07-01)

Total

From Table 2, it is inferred that 13 authors had contributed 10 to 50 publications. Out of 1218 records,

71 records don’t have statement of responsibility. Kotaiyammai, Vai, Mu had contributed the most

* Mahapatra, GayatrBibliometric Sudies: in the internet era, 2" ed. (New Delhi: Indiana Publishing House,
2009), 78.
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and is 4.36% among the 1147 publications. The difference between the second ranking author and up
to thirteenth ranking author is not quite high. The 277 publications were authored by 13 authors
calculating to 24.15%. The others had contributed one to seven publications and reached 75.85 %
which is high.

Language dispersion

The language of the document is one of the most important factors in bibliometric studies, since the
references cited by the authors depend upon the language of the documents. If the authors don’t
know a language, then the citations for these documents are not made. Of course there are some
percentage of publications published in regional languages may contain ideas on the subject and

referred by the authors. Table 3 explores the usage of languages in the ancient Tamil literature.

Tamil ranks first to a maximum of 90.23% and the rest of the languages occupy 9.77%. The Pie
diagram shows rest 119 publications” language distribution. Sanskrit follows the second rank

followed by bilingual language Sanskrit and Tamil as third. English language ranks fourth position.

Table 3. Language distribution of Tamil Literature

Frequenchy
1 Tamil
2 Sanskrit.
3 Sanskrit, Tamil
4 English
5 Tamil, Telugu
6 Maiayalam
7 Tamil, English
& Tamil, Malayalam
9 Tamil, Sanskrit
10 Telugu
11 English, Tamil
12 Hindi
13 Kannada
14 Marathi
15 Bengali
16 Sanskrit, English
17 Tamil, Kannada
18 None
Total

Tamil, Malayalam
a7

Malayalam Tamil, English
6% _ 2 | Tamil, Sanskrit
Tamil, Telugu /

Sanskrit, Tamil
13%

Sanskrit
32%

._.
1-Hr-n-.ww.wwp'mh'uqmﬁﬁﬁg;u%

._.
=
ta

Document Type

Microforms may be of any form namely films or paper containing micro reproductions (reduced to
about 25 times of size) of documents for storage, retrieval, transmission, and printing. In Digital South
Asia Library, the NBIL microfilms the Indian publications under the Microfilming of Indian
Publications Project (MIPP)>. The Government of India has approved a project, originally proposed
by the National Library in Calcutta for the Preservation of Early Twentieth-Century South Asian

® http://dsal.uchicago.edu/bibliographic/nbil/aboigmhtml
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Books. Microfilming of Indian Publications Project (MIPP) is preserving and making accessible all
55,992 books listed in The National Bibliography of Indian Literature: 1901-1953 (NBIL) together with
the pre-1954 titles in the NBIL supplement. In this analysis, out of 1218 documents, 944 documents
are microfilmed which accounts to 77.50%. This is an appreciable mode of digital preservation for

reference.
Subject Dispersion Study

Subject dispersion study is one of the useful bibliometric study to know about the concentration of
subject areas of documents. It is also useful for the funding agencies to disburse the grant based on
the strong subject areas and also to enhance research in the needy and weaker areas. Table 4 tabulates
the subject dispersion of Tamil literature from NBIL. The retrieved 1218 documents are categorized

under 615 subject headings.

Table 4. Subject dispersion of Tamil Literature (Top 15 Subject areas)

1 Philosophy and religion. 69
2 History, biography and travel. 50
Literature - General works, histories of literature,

3 literary criticism, general anthologies, etc. 37
4 Literature - Poetry. 31
5 Tamil literature History and criticism. 31
6 Limguistics. 21
7 Arts. 20
& Literature - Fiction. 17
9 Tamil poetry To 1500 History and criticism. 15
10 Statesmen India Biography. 15
11 Gandhi, Mahatma, 1869-1948. 13
12 India Politics and government 1919-1947. 12
13 Social Sciences. 12
14 Hindu hymns, Tamil. 11
15 Tiruvalluvar. Tirukkural. 11
16 Others (<11) i 863
Total 1229

Since it is too lengthy to display all the 615 subject areas, the top 15 ranking subject areas are displayed
in Table 4. Here the number of subject areas is greater than the number of documents analyzed. This
is because; one document may belong to more than one subject area. Therefore, while consolidating
the subject areas, it is found that 5.61% of documents fall under philosophy and religion subject
keyword followed by History, biography and travel (4.07%).

Conclusion

The growth of the Tamil literature analyzed highlights that productivity reached its peak during 1946
to 1953. There exist ups and down during the growth. The authorship pattern study shows that
Kotaiyammai, Vai, Mu had contributed the most and is 4.36% among the 1147 publications.

Collaborative authorship pattern did not exist and confirms only single author contribution. But there
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exist translators and editors, but authorship pattern determines solo authorship dominance during

this period of study.

The language dispersion analysis resulted that Tamil is the most predominant language and nearly
77.50% of documents are microfilmed. Philosophy and religion subject areas were given first

preference followed by History, biography and travel.

Since Tamil is one of the most ancient and classical literature, NBIL concentrates from 1901 to 1954, the
national policy may be framed to digitize almost all the Tamil literature documents which in turn
results in reducing unemployment and provides a wealthy literature output for the future generation.
Uniformity in transliteration and subject term specification may be given due priority to increase

precision in NBIL.
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Abstract

Teaching and managing Tamil schools in Malaysia are going through a enormous development and
synchronization with setting up and commissioning of sustainable Computer Learning, Teaching and
ICT Skill Development Laboratories successfully. To-date there are over 25 computer labs
commissioned over a period of two years using open source computing advancement in Malaysian
Tamil schools. With the use of open source computing, cost effective solutions for ICT labs were now
made available to schools in Malaysia, providing infrastructures needed for teaching and managing
educational systems. The key to this achievement were laid upon the innovation of our research and
development team. After a painstaking 3 years of hard work, dedication and a lot of financial
difficulties, we were able to implement a reliable and cost effective solutions using open source
computing.  This pioneering work brings integration to Student Management, Classroom
Management, Teacher Management and School Management. The implemented school computer lab
infrastructure consist of 41 thin clients connected to a server which delivers the required computing
speed enabling the students to access wide spectrum of knowledge freely giving equal opportunity in
education. Furthermore, a school management application were proposed using open source school
ERP (Educational Resource Planning). Managing the educational system were simplified to upgrade
the level of school's teaching and management to be comparable with private educational institutions.
This open sourced ERP proven to be the cost effective and affordable in term of development
implementations and maintenance. This paper will address in detail, how the server based open
source computing along with the integrated open source school ERP for schools in Malaysia

implemented and how it is gearing up students with sound computing knowledge.

Keywords: Thin Client, Open Source, Server Based Computing, Free-ware, ERP For Schools.

1. Introduction

This paper addresses the key area of institutional concern for the education sector, that of delivering
effective and efficient school and class room management system in a flexible, secure and accessible
way in Malaysian Tamil schools. The system will adopt server based open source computing

technology linked with centralized server to implement school and classroom management.

The proposed system will have secure integration with other key educational systems (student

records, module registration,examination scheduling, conducting trial exams and distribution of
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teaching materials), which will be delivered via network services and a centralized server technology
meeting the following requirements:

1. System is required to be online and can be accessed from anywhere and anytime.

A The system should have a user-friendly interface which is easy to use.
A Provide security functions to avoid any unauthorized access.

A Able to have user friendly database search engine.

A Able to update the particulars of individual or organization involved.

Built using the latest open source technology 'ruby on rails' which works on a web based platform, this

school management system automates school’s diverse operations, with the objective of :-
2. Systematic User Management

Integrated Student Management

Incorporated Exam Management

Control over Attendance Management

Allow for Timetable Management

Uploading school news management

® N o @ b= w

Other miscellaneous settings

Apart from that, NexusEdu ERP also brings teaching and educational management to a whole new
level where all the information (data) is managed by full suite of integrated ERP application as shown

in Figure 1.

Logical Model of Proposed System

Administrator

NexusEdu ERP Retrieve Data
(Processor)

1. Admission

2. User creation
3. Manage News
4
5

e e e . Manage Examination
*View schood details & adit Timetable

*View stadent detuls & edit ; '-——._.__+
= View user by moles & edit 6. Attendance Student

“View 2l news & edit 7. School settings
8. Human Resource
9. 'Finam;e View student deals
*View exam derale
*View nime table detals

*Wiear time table Je edat

*View attendance & edit
*View employee details & edit

*View fees, expenses Sncome details & edit ;"‘?}IW Fees details
*View & edit employes profils, bank, payroll ContextData flow diagram \*Send & view message from student Steacher
NexusEdu ERP I*Bomwalosd & npload leston details

*Wiewr leave, timetable details I
#View all news
=Send Seview message from student & teacher

*Diosnload & upload Iesson details |

Figure 1 Data Flow Diagram for NexusEdu ERP
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2. Requirement for System Integration

The integration of School Management System and teaching via Open Source Computing platform is
achievable through:

a) School Management System - application that is designed to automate a school’s diverse
operations from classes scheduling, examination schedule to school events and calender in
order to create a powerful online community, with parents, teachers and students on the
common interactive platform.

b) Open Source File/Application Server - that integrates data storage functionality as well as
structured database modules.

c) LAN (Local Area Network) that physically connects disk-less Thin Clients to the LTSP Server
via DHCP (Dynamic Host Configuration Protocol) in the PXE (Pre-boot execution
Environment).

d) WAN (Wide Area Network) that acts as a super highway to access valuable information and
Data Centre.

e) Thin Client that is made up of a fully functional computer desktop set minus the hard disk as
data is stored on the LTSP server.

Figure 2 shows the integrated network architecture of the ERP.

3. School Management System

The school management system integrates the following management functions on to a software to
improve the efficiency of school management.

- User management

Manages the authentication and authorization for different users. For example, students can’t
access certain management system for security and privacy issues. This management facility
provides security, integrity and privacy to the data managed under the ERP system.

- Student management

Students” information are centralized under the database for easy administration purposes. Student
data can be extracted from this database for other management purposes.
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Figure 2 - Integrated network architecture of the ERP

- Exam management

Administrators can schedule examinations, set grading systems, generate examination reports
while students and parents will be able to view examination schedules and reports. This would
assist
eliminates/lessens the need of written progress books and manual update works.

to monitor a student’s overall progress and performances. Other than that, this also

- Attendance management

This system benefits teachers and administrators to record and generate daily, weekly and monthly
attendance reports. Students can view their records and parents would be able to monitor their
children attendance.

- Timetable management

Provides the flexibility to create timetable of subjects, classes and view them. We can also change
weekday and weekend settings.

- News management

Students, employers, and administrators will be able to communicate with each other, with the
integrated news management system. News regarding holidays, examinations and special events
can be spread to all the parties involved within seconds with this system.

- Human Resource Management

Human resource of the school (example: teachers, administration staffs) can be managed efficiently
with this system. Employee details, payslip, and attendance could be managed and released using
this system.

- Finance Management

Fees, assets, donations and payslips can be issued and monitored using this system. This would
simplify financial dealings and accounts matters of the school.
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Teacher
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Figure 3 - Integration of School Management System

3.1 TEACHING MADE SIMPLE

This is an extra feature included in the school management system where the online learning is
implemented. Teachers would be able to upload the teaching materials and post a message to
students. Students would be able to download, view or print the lessons exercises prior to the actual
lesson hour. This would enable the students to access their educational material anytime and
anywhere. Teaching would be made simple and effective through the usage of this online learning
tool where interactive materials such as animations, videos and audios could be uploaded for the

students to view and learn on their own.

This system also benefits the teachers where the whole syllabus could be loaded into the system and
released phase by phase to the students according to the lesson plan. This reduces the teachers work
load and makes them productive and effective in teaching and guiding the students. Information
sharing between schools is made possible through the existence of centralized server. Schools can

share resources to create and use standardized materials and examinations through this system.
4. Advantages and System Security of the School ERP
This system benefits all parties in various of ways. The benefits for the school management are as
follows:

1) Easy performance monitoring of individual teaching modules.

2) Automated and quick report generation along with process turnaround time.

3) Centralized data repository for trouble-free data access.

4) Authenticated profile dependent access to data.

5) User friendly interface requiring minimal learning and IT skills.

6) Design for simplified scalability.

7) Elimination of people dependent processes.

8) Minimal data redundancy.

60



4.1 Advantages to parents are:

- Frequent interaction with teachers.

- Reliable update on child's attendance, progress report and fee payment.
- Prior information about school events and holidays.

- Regular and prompt availability of school updates such as article's discussions forums, image

gallery and messaging system.
4.2 Security

This ERP system integrates the information security elements, confidentiality, integrity and
availability (CIA) for the security and privacy. Confidentiality is where the system prevents disclosure
of information to unauthorized individuals or systems. The open source ERP system also provides
integrity where data cannot be modified by everyone and undetectably. Apart from that, the system
also promises availability where the data is available to authorized users anywhere and anytime.
Authorized users can access and view the data through the web based platform which serves as a user

interface to the user.
5. ADVANTAGES OF OPEN SOURCE COMPUTING SYSTEM

The thin client system in Tamil school computer labs are capable of providing affordable server-based
open source computing solutions. The main advantages of using this system in schools are to
increases reliability and consistency of technology. Through a password-accessible account, students,
teachers, and administrators can store and can access saved documents and personal settings. As all
files and programs are stored centrally, users can access their work from any computers on the
network.

Eg. when a teacher or student “logs in”, the server provides them with their “desktop configuration”.
Users can even access their “desktop” from home or other remote locations. The other advantages of

open source computing thin client system can be listed as below:

. Less Administration - Central management of users, patches, software, data, and backups.
. Higher Security - Elimination of viruses, Trojans or other vulnerabilities on the user desktops.
. Hardware Independence - Support of virtually all client devices and computer hardware, with

low system requirements ( eg - Pentium 3 with 512MB RAM).

. Easy Access - Teacher and students can access their documents and applications from any

computers in the local area network.
. Reduction in TCO - Total Cost of Ownership reduction by up to 50%

Benefits for school in using open source computing thin client system:

. Lowers cost of technology over time
. Secure data and equipment

. Less downtime and greater efficiency
. Reduces administrator staffing costs
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. Lessen the risk of data theft

. Disaster recovery: Data is more Secure

. Reduced time for technical Support

. Lower power consumption: save electricity
. Zero licensing management

. Minimum Maintenance

. Highly trained individuals are not required

5. Advantages of Thin Client Technology

By using thin client technology rather than standalone computers, it is possible to deliver a wide range
of computer based educational and examination materials while restricting other resources that are
usually accessible to the students if conventional computer system is to be used. With conventional
computer based technology, it is difficult to prevent access to the Internet, chat services, mobile
devices such as USB drive, documents previously stored by other students etc., which could allow
simple cutting and pasting of answers into the assessment or exam sheets by students without thin
client technology in place. It is simple for an administrator to disable USB port on thin client terminals
for the duration of the assessment or examination time, thus further limiting the ability for student's

accessing disallowed information to assist them in the assessment or examination.

Another major attraction of the thin client technology for assessment purpose is that it is very resilient,
given the fact that they have no software or moving parts. Therefore there are unlikely to be an issue
when the assessment are not been delivered due to faulty desktop devices. This causes unnecessary

pressure on the affected student and the additional works involved to the invigilator.

The issue of ensuring that computers have the appropriate software available also affects computers
which are located in teaching spaces. Traditionally such computers are left switched off when not in
use which means that any automated software updates tend to fail or, worse, try to start when a
teacher turns the computers on for a class. This can lead to anti-virus software not being updated,
operating system vulnerability not being patched etc. the start up time of a computers system also
causes difficulties, when a lecturer arrives in a class room, there will be about 5~10 minutes start up
time for the conventional computers and to get the necessary software up and running; if any updated
needed to be done this could delay the start of the class. Using thin client technology there is no need
for the software updates and no need to worry about viruses. The user will always get the appropriate
version of all the software via central server. The new upload of teaching material will be ready for

teaching immediately as the student or teacher starts the class.
5.1 Thin Client System
A Thin client is a general term for a device that relies on a server to operate.

A Thin client has display device, keyboard with mouse and basic processing power in order to

interact with the server.

A An ideal thin client device contains no hard drives and CD or DVD-ROM
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Plate 1 - Shows an image of ideal thin client.

Plate 2 shows image of computer labs before and after with students using refurbish machines

operating as thin client.

200mm

225mm

Plate 1: Shows Ideal Thin Client

200841017 48 =30 4pm

Plate 2: SJK (T) Bukit Raja, Klang before and after setting up computer laboratory
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6. Conclusion

The awareness of benefits and advantages of thin client and server based computing technology have
resulted in the growth of Tamil schools implementing this technology in Malaysia, with the supports
from governmental and non-governmental bodies. With the use of thin client technology and school
management system, the teaching system will now look forward into a new age of centrally
manageable teaching technology, with equal access to information will be given to all students
regardless of their background and geographical location. Through implementation of this system,
Tamil schools in Malaysia will soon become community information hub where resources can be
maintained and shared for the uplifting of the Malaysians. The students benefited from this
technology will become independent learners and one day become knowledge based skilled leaders.

With the open source applications and thin client technology it was possible to decrease the cost of
installation and the cost of maintaining the computer lab. With servers installed at each and every
schools, the setting up of centralized school management system is possible. Currently we have
successfully implemented server base teaching with thin clients for about 25 over Tamil schools in
Malaysia. Currently we are working and developing further improvement into open source by
performing R & D into the implementation of Open Source base ERP for schools to manage the 25
schools systematically using centralized server. Most importantly design system are required to be
scalable, sustainable, maintenance free and most importantly able to eliminate the digital gap between
poor and rich students and build the digital bridge between urban and rural students.
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Introduction

Quality Education is indispensable for ameliorating the secondary education to stand on the platform
of globalization. It can be acquired by revamping the quality of Secondary Teacher Education through
the degree course of Bachelor of Education. Teachers are responsible facilitators for ensuring the
quality education. Teacher Education can assist to enrich the quality of teachers by implementing
innovative methods in teaching learning process. Most of the students are unable to read and write
Tamil without mistakes in Tamilnadu. Even if the Tamil is the mother-tongue of the learners, they are
unable to write correct Tamil. Parents and learners are attracted by learning English and neglect
learning Tamil language. It paves way to the learners for committing more mistakes. Errors of
learning Tamil can be rectified through effective teaching learning process. Innovative effective
method has to be investigated for easy understanding of the language. Hence innovative teaching-

learning software was prepared for error free successful learning to write Tamil lesson plan.
Need of the Study

Effective teaching is based on the planning of lesson plan which is depending upon unit plan. Writing
and preparing a lesson plan for macro-classroom is essential for a perfect teacher-trainee or in service
teacher. Most of the teacher-trainees of selecting their optional-I as Tamil at Bachelor Education level
were unable to write lesson plan in Tamil from some Educational colleges situated around the Trichy
district. Lesson plan is the skeleton of the teaching learning process. If the student-teacher is unable to
write an appropriate lesson plan for particular unit of the lesson for /poem/prose/grammar, his
teaching can not be more effective. Acquiring practice in lesson plan writing may eliminate the
problems of the teacher-trainees in teaching learning process. Learning to write Tamil lesson plan
among the teacher-trainees was identified by administering a diagnostic-test .Teacher-trainees of
Tamil scored very less mark in writing lesson plan. Hence the researcher endeavoured to prepare
innovative Software for the teacher-trainees to eliminate the problems in conventional methods of

learning to write Tamil lesson plan.
Statement of the Problem

Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson plan

in Tamil by conventional method.
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Objectives of the study

1. To measure the learning hurdles in writing Tamil lesson plan.

2. To find out the significant difference in achievement mean score between pre-test of control
group and post-test of control group in learning to write Tamil lesson plan.

3. To find out the significant difference in achievement mean score between pre-test of
experimental group and post -test of experimental group in learning to write Tamil lesson
plan.

4. To measure the effectiveness of innovative software in learning to write Tamil lesson plan.

Hypotheses of the study

1. Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in  writing
lesson plan in Tamil by conventional method.

2. There is no significant difference in achievement mean score between pre-test of control group
and post-test of control group in learning to write Tamil lesson plan.

3. There is no significant difference in achievement mean score between pre-test of experimental
group and post-test of experimental group in learning to write Tamil lesson plan.

4. Innovative software is more effective than conventional methods in learning to write Tamil

lesson plan.
Methodology
Experimental method was followed in the study.
Sample

One hundred Teacher trainees of B.Ed were selected from Indira Ganesan college of Education, Trichy
as sample for the study. Fifty Teacher-trainees were considered as Controlled group and another Fifty

Teacher-trainees were considered as Experimental group.

Tool

Researcher’s self-made criterion reference test was used as a tool for the study.
Reliability of the tool

The co-efficient correlation was found 0.78 in the tool through split-half method.
Validity of the tool

Face validity and Content validity was established for the test through expert suggestions. Hence
reliability and validity were properly established for the study. ‘t" test was used as a statistical

technique for the study.
Procedure of the study

1. Problems identification by administering diagnostic test.
2. Preparation of innovative software and validation.

3. Pre-test-treatment-post-test.

4. Finding the effectiveness of the software.

5. Implementation of the study.
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Data collection

The researcher administered a diagnostic test to identify the problems of the Teacher-trainees in
learning to write Tamil lesson plan with permission of Principal of the college. Pre-test ~Treatment-
Post-test was used for the control group in conventional method. Pre- test- using the innovative

software and post -test was administered for the research.
Hypothesis testing
Alternative Hypothesis-1

Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson

plan in Tamil by conventional method.

Teacher-trainees scored 24% of marks in writing Tamil lesson plan. Seventy six percentages of teacher-
trainees committed the mistakes in writing lesson plan. It substantiates that the problems existing in
writing lesson plan among the teacher-trainees in Tamil by conventional method. Hence the Teacher-
trainees of optional I as Tamil in Bachelor of Education have problems in writing lesson plan in Tamil

by conventional method.
Null-Hypothesis-2

There is no significant difference in achievement mean score between pre-test of control group and

post-test of control group in learning to write Tamil lesson plan.

Table-1
Tests N Mean S.D. do t- value Result
Pre-test control group 50 8.62 2.32
Insignificant
98 0.214
Post- test control
50 8.68 2.42
group

Achievement means scores between pre-test of control group and post-test of control group.

The calculated t value is (0.214) less than table value (1.96). Hence null hypothesis is accepted at 0.05
levels. Hence there is no significant difference between the pre-test of control group and post-test of
control group in achievement mean scores of the teacher-trainees in writing Tamil lesson plan through

conventional methods.
Null Hypothesis- 3

There is no significant difference in achievement mean score between pre-test of experimental group

and post-test of experimental group in learning to write Tamil lesson plan.
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Table-2

Level of
Tests N Mean S.D. df t- value L
significance
Pre-test Experimental
50 14.39 3.68
group P>0.05
98 9.32
Post- test Experimental significance
50 18.12 3.02
group

Achievement means scores between pre-test of experimental group and post-test of

Experimental group.

The calculated’t’ value is (9.32) greater than table value (1.96). Hence null hypothesis is rejected at 0.05
levels. Hence there is significant difference in achievement mean score between the pre-test of
Experimental group and post-test Experimental group in achievement mean scores of the teacher-

trainees of B.Ed College in learning to write Tamil lesson plan.
Hypothesis- 4

Innovative software is more effective than conventional methods in learning to write Tamil

lesson.

The above two tables prove and confirm the innovative software is more effective than traditional
approaches in learning to write Tamil lesson plan. Mean scores in pre-test of Experimental group by
conventional method is (14.39) less than the mean score of post-test of Experimental group by using
innovative software in learning to write Tamil lesson plan (18.12). It substantiates that innovative

software is more effective than conventional methods in learning to write Tamil lesson plan.

Findings
1. Teacher-trainees of optional I as Tamil in Bachelor of Education have problems in  writing
lesson plan in Tamil by conventional method.
2. There is no significant difference in achievement mean score between pre-test of control group
and post-test of control group in learning to write Tamil lesson plan.
3. There is significant difference in achievement mean score between pre-test of experimental
group and post-test of experimental group in learning to write Tamil lesson plan.
4. Innovative software is more effective than conventional methods in learning to write Tamil
lesson.
Recommendation of the study
1. Preparing more software’s for learning of Tamil may simplify the learners of Tamil in mother

tongue as well as Tamil as second language learners.

2. It may be implemented in Diploma in Teacher Education also.
3. It may be implemented in School Education also.
4. It may be implemented in Collegiate Education also.
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Conclusion
Like this study can eliminate the problems of the learners in all levels of education.
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Abstract

It is an accepted fact the progressive motivation and positive attitudes play significant role in attaining
learning achievements. Computer based learning too is not an exception to this observation as
communication and Information Technology (ICT) have made deep inroads to teaching and learning
among teachers and students. The Ministry of Education in Malaysia have up-graded the language
laboratories in schools and have installed sufficient computers for both teachers and students to use in
the teaching and learning process. It is needless to say that the role of ICT is very important in helping
learners in comprehending as ICT provides avenues through unlimited collection of text, sound,
pictures, videos, animation and hypermedia (Bruner, 1986). This can support the findings of Fisher
(1996), who argues that computational environment is needed to support ‘new frameworks” to
education. The aim of this study is to explore the attitudes and motivational levels of in-service
teachers who are serving in Tamil schools. A questionnaire adapted from (Wong, 2002) will be used to
identify teachers’ attitudes and their motivational levels in teaching. Besides that an interview will
also be carried out to further question teachers’ on their attitudes and motivation. The data from the
questionnaire and interview will be used to analyze the Tamil teachers’ knowledge, attitude and
motivation in using ICT in classrooms. This information will equip the researcher if ICT is being
explored to the fullest by the teachers in Tamil schools since facilities had been provided by the
Education Ministry and ICT is taught as a subject in the Tamil schools.

Introduction

During the past couple of decades Information communication technology (ICT) and its tremendous
growth have made remarkable and significant inroads into almost all the disciplines. One of the
instruments for the fast developments of ICT is the growth of computers. As a result, one should
know very well the power and the potentiality of this medium. Subsequently, one cannot afford to be
a computer illiterate in this era of globalization. Not only that, apart from the knowledge in his/her
discipline the success of the person depends mainly on his/her extent of knowledge and the
potentiality to use and exploit the computer technology in his discipline. The field of education is not
an exception to this rule. In fact, one can assert that the field of education can contribute remarkably
by exploiting the potentialities of computers and its allied areas such as, multimedia, internet,

software development, need based computer assisted language learning/teaching (CALL,CALT) etc.
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Schemata for the Current Study

The present study on Attitudes and Motivation in Teaching through ICT among Malaysian Tamil
Schools has been viewed from two angles. The first perspective is to view from the student’s point of
view and the second is to view from the teacher’s point of view. Seeing through these two angles is
very important because there is a significant gap between the teachers and the taught as far as ICT is
concerned. In other words, the teacher’s attitude and motivation get reflected on the student’s and the
student’s attitude and motivation get reflected on the teacher’s. This paradigm shift gets reflected on

the achievement levels of the learners as well as the teachers.
Ict and Students in Malaysia

Though the knowledge level in the field of ICT among the student population in Malaysia depends on
several social, economic, linguistic and educational factors, it is an established fact that the students
born after 1980 in general are considered as having digital mind and also known as N-Gen-Net
Generation (Tapscott, 1998). These groups of students are highly motivated and influenced with
internet, computer application and have changed their learning attitudes and achievement levels
(Adone et al. 2007). Subsequently, these students are more at ease in the use of computers and also
have the expertise to exploit the potentialities of computers and its related areas of education and in
other areas of acquiring knowledge. As a result, they are fully aware of the use of computers,
multimedia packages, internet etc. They are also aware how these can help them remarkably in the
form of its collection of texts, sound and pictures, video graphics and hypermedia in order to increase
their knowledge and learning process. Subsequently, they use them extensively whenever necessary

and their motivational and attitudinal levels are very high as far as the use of ICT is concerned.
ICT and Teachers in Malaysia

In this situation the development of the basic positive attitude towards the acceptance and the use of
the computer are necessary among the teachers. Attitude here is referred to the tendency to behave

positively or negatively towards an object, situation, concept or a person (Aiken 1976).

As opposed to the highly motivated and with positive attitude of the general student population in
the use of computers and other ICT applications, the teacher’s population can be grouped into three
categories on the basis of their age, education level in computer application and the number of years
of exposure to computers and its applications in general and education in particular. On the basis of
the three factors mentioned above the teachers in Malaysian educational context are concerned there
are four dimensions which act on them in the formation of attitudes towards ICT. They are, age,
background of the teacher, belief and the teacher’s extent of exposure to ICT. Age can be divided into
two categories namely, those who are above 50 and those who are below 50; background or the
opportunity to acquire the computer related knowledge; the extent of exposure to the computer
application coupled with the opportunity to use the ICT applications and overall belief system among
the teachers. These are the four dimensions which contribute towards the formation of the teacher’s
motivational factors in ICT. On the basis of the four dimensions listed above the motivational factors
for attaining confidence, development of computer based supporting skills, building positive
environment around them and the varying degrees of anxiety which affect the formation of

motivation will be determined.
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Objectives
The main objectives of this study are,

»  Toidentify the attitudes of the teachers towards teaching through ICT

*  Toidentify the motivational factors which contribute for teaching through ICT

* To identify the relationship between the attitude and motivation in achieving the goal of
teaching through ICT

Hypotheses

*  Exposure to ICT contribute positively for the development of positive attitude towards teaching
through ICT

*  Higher the age group lower the motivation to use ICT in teaching

*  Lower age coupled with higher exposure to ICT has a positive role to play on the development

of efficient teaching strategies
Methodology

This study which is mainly focusing on the quantitative approach to the study of attitude and
motivation will be undertaken in the 10 Tamil schools situated in Klang Valley, Peninsular Malaysia.
Five teachers (including ICT teachers) from each Tamil schools will be taken as the subjects of the
study (n=50). These teachers are directly involved in teaching ICT in schools. A questionnaire adapted
from Wong (2002), will be used to identify teachers” attitudes and their motivational levels in teaching
ICT in the selected schools. The questions in the questionnaire are classified under two categories
namely, the attitudinal questions and the questions related to motivational aspects. Each category
mentioned above has 4 dimensions. For attitudes, the selected teacher’s background, age, belief and
exposure to ICT are included. In order to obtain information regarding motivational aspects of the
teachers the ways through which they gain confidence, attain teaching skills and manner through
which the teachers try to avoid the mounting pressure on them which result into anxiety. The data
will be analyzed using SPSS software. Descriptive and inferential analysis such as frequency,
percentage, mean and standard deviation will be used to describe the general data of the study.
Besides this, analysis such as independent T-test, ANOVA and Pearson Correlation will be employed
to discover any relationship and differences between the dependent and the independent variables of
the study.
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The study will look at ICT teachers” performances toward teaching ICT from two parameters and
eight dimensions. The two dimensions are teachers” attitudes and motivation towards imparting ICT
knowledge to their students. To measure teachers’ attitudes several information based on their age,
background, exposure and belief in ICT will be gathered through a specially designed questionnaire.
The other dimension is motivation. Teachers’ confidence, skills, environment and anxiety in using
computers will be analysed. These information will reflect ICT teachers performance in their

classrooms.
Conclusion

The achievements of using ICT in all the Tamil schools nationwide in Malaysia does not depend only
on the ICT laboratory which are well equipped and other facilities provided by the government but
also on teachers involvement. Teachers’ attitudes and motivation towards ICT teaching plays an
important role in promoting and imparting ICT knowledge to students. Therefore, this study looks

into how teachers’ attitudes and motivation helps in promoting ICT usage in all the Tamil schools.
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Abstract

Media serves as an important motivator in the language teaching process(Brinton, Donna.
2001).Especially internet, which is accepted as the concrete compound of all the technologies(Kartal,
E., and Arikan, A., 2010), enables us teachers/trainers to speak the same language as our
students/trainees do. At the same time, they help us to connect to our customers in a personalized
way of teaching language. In Singapore, Information and Technology has played a critical role in
developing teachers and it is also the same for the Tamil teachers. At the National Institute of
Education, the pre-service learning for the Tamil teachers was conducted this year with an
instructional designer’s technical guidance and moral support, 1 have embarked on with the
pedagogical training through Facebook, Posterous and Voice-thread to develop writing skills,
listening and speaking skills for the trainees in diploma in Education and Master in Education courses
respectively. With the process based product approach, through these well-known social networks,
we witnessed that there are many channels for our students to learn and construct knowledge in their
lives and teacher is not the only person to provide knowledge and monopoly in the classroom (Lee
Sing Kong, 2011). Through the shared, open concept based networks, the participants have enjoyed
and constructed their knowledge on culture, identify the teenage related topics, interesting R] (Radio
Jockey) techniques, responsive, critiquing listenership and creative producers of the feature
programmes. This paper practically shares the Tamil Language Teacher Training through Facebook in
order to develop 21%t century educators for teaching the 21st century learners in Singapore Tamil
Classrooms. We chose Facebook, a social networking platform, for role playing by creating fictional
characters and the project went well with the course participants and received invaluable responses.
This paper also shares the importance of having the technical and instructional expertise with the

same lingo as you have.
Key words: Facebook, Tamil Language, Second Language, Social network
Introduction

In Education, technology especially information technology has its own trademark in instilling
interest and motivation among students towards education. Also it is a right hand and tutoring
assistant for the educators who are passionate on teaching or educating their students. In our National
Institute of Education, we have a division to help the academics to embark on IT infused pedagogy.
Although there were various kinds of support of the academics in their teaching through information

technology, recently the formation of CeL which is the Centre for e-Learning is a boon for us. I myself
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was engaged in the following pedagogical deliveries with the assistance of IT and they are: Vimba
live, Web quest. However, from last year onwards I had a privilege to work with Instructional
Designer to learn new technologies to enhance my pedagogical initiatives. Facebook is one of the
innovative pedagogical methods which we felt are successful and we have received excellent feedback

from our trainees from the two groups of diploma students.

Around April which was the end of 2010 January semester at our NIE, I had expressed my wish to the
CeL colleagues, Ms Pratima Majal, Senior Instructional Designer and Ms Shamini Thilarajah,
Instructional Designer to introduce social network based pedagogical training to the Diploma in
Education year I and year II Tamil trainees (please see the annexe) in the forthcoming semester which
was the September 2010 semester. That lead to a few discussions on preparing the ground work by
Pratima and Shamini who are the senior instructional designer and Instructional designer respectively
s at CeL. This project is about infusing social communication network modes in the teaching and
learning of Tamil language. In this particular project, Facebook mode has been used in the teaching
and learning of second language. As Facebook is familiar among youngsters, we would like to explore
this network.

Learning and the Information Technology:

For the past two decades, we could witness the infusion of technology in the teaching and learning
fraternity. Also, the trainers/teachers are working closely with their students to come up with
presentations to encourage and entertain one another. Here are some of the examples on the effective
use of information technology and research initiatives on it. Nowadays, language learning is not only
to communicate, but also to establish contacts, meet people and establish partnerships (Soontiens,
2004 in Sarah Elaine Eaton, 2010). In a collaborative online community, each student’s ideas and
knowledge are available and are a resource for everyone in the class (Hewitt and Scardamalia, 1998 in
Kathryn I Mathew Emese Felvegi and Rebecca A Callaway, 2009). It gives an opportunity for
collective knowledge and connections. Online information technology allows students to obtain
information through their cognitive, emotional (Kartal, E., and Arikan, A., 2010), cultural,

psychological experiences.

Judith Rance-Roney (2010) stated that the digital story telling technology for the English Language
Learners to understand the cultural background, literacy skills and the language development to deal
with the literary texts. At the same time, use of 3D Virtual Learning Environment for the students to
understand the social words and personal learning (Jonathan Barkand and Joseph Kush, 2009). Waters
(2008) and Sarah Elaine Eaton (2010) stated that the use of Skype which allows international
connection between students and teachers from two or more countries proved good results in
developing second or foreign language skills and teachers” professional development in pedagogy. At
the same time, using blogs as an ICT tool in the language class is an effective tool and facilitator to
develop reflective learning strategies among students (Hourigan T and Murray L., 2010). Faizah
Mohamad, 2009 reiterated that an Internet based grammar instruction is useful in language class and
facilitates understanding to the students instead of Conventional pen and board instruction Robert
Hamilton 2010 encourages to provide curriculum support always to the lower proficiency students as
well as the higher proficiency students through YouTube. Nowadays, computer technology enables

students in their language learning and they are: 1. Experiential learning 2. Motivation 3. Enhance
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student achievement 4. Authentic materials for study 6. Greater interaction 6. Individualization 7.
Independence from a single source of information and 8. Global understanding (Lee, 2000 in Arif
Bulut, 2004). Mobile Assisted Language Learning (MALL) and Computer Assisted Language Learning
(CALL) for students to harness their creativity to express themselves and take ownership of their
learning. In a class, with the teacher there are other inevitable factors to contribute the success of the
curriculum: CD, DVD players, Blogs(Doris de Almeida Soares, 2008)scola Naval, Internet, Wiki, Web
quests, Virtual fieldtrip, spreadsheet programme, software assisted writing, web 2.0, desktop
publishing programmes, graphic organizers, recording devices, podcasting and media(Gwen Troxell,
Castleberry and Rebecca B Evers, 2010),. Facebook is another feature in this line and it plays an
essential and critical role in today’s education, politics, social development and cognitive

development.

Facebook which refers to the distributed authorship, collaborative and cooperative learning, openness,

careful and purposeful usage of web .20, developing cultural awareness.
Tamil language and the information communication technology (ICT):

In Singapore, Tamil has been taught as a mother tongue language at second language level. With the
government support for the Tamil language, almost every school is equipped with necessary ICT
infrastructure. Outside India, in Singapore with Tamil having the official language status, Tamil
education has been developing its own curriculum and pedagogy. It is also contributing to the Tamil
internet. In the Tamil speaking world, information technology has many facets and here are some of
those initiatives. Tamil has been used for a variety of reasons with ICT for teaching, computational
linguistics, mobile devices and providing assistance to the less privileged students. When we surface
the presentations at the last year’s Tamil internet conference(Vasu Renganathan, 2010), the papers are
mainly in 9 categories. At the recent Tamil Internet Conference in India the following issues on Tamil
and ICT were dealt with:

Teaching and Learning of Tamil
*  Tamil Diaspora: Teaching Tamil as a second language and impact of Technology
*  Technical Development
*  Tamil in Mobile Phones and Handhelds
* Natural Language Processing: OCR Text to Speech Machine Translation Etc.,
*  Tamil E-texts, Corpora and Digitization of Ancient Tamil Texts
*  Morphological Tagger
*  Electronic Dictionaries and Glossary of Technical Terms

Here in this project, we wish to enhance our trainees’ knowledge through networking with one
another on culture and upgrading their knowledge by interacting critically on culture with one

another.
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Project Objectives:

There is a small story behind this project. Before I started this project, I thought of using this project as
an effective platform to develop the training on the four critical language skills. Also based on my
observations on my trainees, I found that they need more assistance in understanding the in-depth
meaning of Indian culture especially Tamil culture and the traditional practices. Although many of
them are from Tamil speaking homes, they had less time to use the language in schools and
community domain as they studied Tamil as a second language and generally they have fewer
opportunities to meet friends from their own ethnic group. It is also difficult to get them hooked
towards the Tamil literary functions. In the internet, there is limited information for the Tamil
Diaspora to read and understand. Quite a significant number of them haven’t been to India to
experience or immerse in that cultural world. Hence, I shared my wish to Pratima and Shamini about

the project on Tamil culture.
Objectives of the Tamil curriculum in Singapore:

Here, the objectives of the Tamil curriculum in Singapore on learning of Tamil Language are given

below:

*  Providing proper training to the students in the basic language skills in Listening, Speaking,

Reading and writing
*  Explaining the Tamil cultural and traditional features

* Helping them to acquire the characters which are essential for the formation of a
country(MOE, 2008)

*  For Tamil students in Singapore, the main initiative by the community is to make Tamil a

living language by actively using it at home and community
*  Nurturing Active Learners and Proficient Users of the mother tongue language (MOE, 2010).

* To make it happen, the Tamil learning has to be fun and cool. Students would like to enjoy the

lessons while learning the language.

Based on the curriculum objectives, there is a clear understanding that to enable the 21st century
students to be equipped well in their mother tongue/learning of Tamil language, we need to have
well equipped teachers to teach them. Hence to create a 215t century teacher, he or she should know

about the module in that semester:

* Infusing Tamil language teaching through Facebook network

*  Equipping teaching and writing skills in Tamil language

* Developing positive social networking skills

* Learning from society and providing learning to others(peers) as well

*  Responsible learning and teaching practices

*  Understanding the culture of the Tamil community in Singapore and Diaspora countries
Based on the above mentioned needs, we designed the project with the following goals:
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Goals:

Equip the trainee teachers to pick up the necessary teaching skills and to use Facebook in their

schools

Understanding the responsibilities of using Facebook as a teaching material
niche areas on teaching through Facebook

Engaging students in an enriching way

Letting them understand that Facebook provides new avenues for teaching

Making Tamil learning as a fun and cool feature!

With the above mentioned goals, we also have some niche areas to try and implement this project.

They are the main reasons to embark on this project.

The need for introducing this project:

Tamil trainees need to work on new pedagogies

They need to engage their students well and make teaching an interesting feature
Tamil trainees need to provide assistance to their students to speak well in Tamil
To make Tamil as a living language in Singapore

To make Singapore a Hub for teaching Tamil as a second language

Although in my earlier modules, I have introduced the infusion of ICT in the teaching of Tamil

language modules with web quest, student centered lesson learning package, vimba voice, video

conferencing and distance learning through ICT. Although each and every initiative has its own

unique features, this particular initiative is different from the previous ones. What are the differences?

In this project the following are the potential different features while compared to the previous IT

projects based Tamil teacher training:

Harnessing Information Technology in teaching practices
Sharing and gaining information through their interactive postings

The use of Facebook by the trainees has responsibilities and is different from the normal

Facebook usage which is for leisure.
They have to have regular updates of new information from their contacts.
They can play farm wheel game and can send pictures related to this

Evaluation based on weekly postings and reflections. Especially, on -Writing skills, depth of

understanding,

- Questions are posed by them and responses are given by them as well

They have to write reflections weekly for evaluation

In this project, we have given strong emphasis for the process than the product as the process is the

feature to give value to educational software or an educational pedagogy. Let us view them here:

80



Process of the project:

Expression of

interest on

incorporate

Facebook in CeL officers
Teaching of Tamil ——» | explored ways and
Module means on it

l

Introduction of the

Facebook project and IT Planning

Facebook Training for Discussions and

Dip Ed 1 and 2 Ground Work in

separately May-August
2010

One week Grace
Period
It was extended to Many have
two weeks coped well
— except a few

Encouraging trend Encouraging trend
towards generating towards generating new
new and authentic and authentic information
information “—

(web, interviews from the
(web, interviews community)
from the
community)

Facebook is used in Singapore regardless of their age, educational background, socio-economic status
and professional background. But, we could not conclude that everybody understands the process or

the potential positive and negative features of using it in their lives. Here, future leaders of education
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and gatekeepers of the Tamil language in Singapore, we would like to ensure that these young
trainees know well about the process of this project and to instill in them that the process is important
in every phase of their professional life and teaching and learning of Tamil language in Singapore.
Also, Mary Clarie (2010) stated that “It seems that the future of social media in the classroom will not
reach its fullest potential until we can bridge the divide between new media and traditional
academia”. Also both parties made it clear in this joint effort between the pedagogic and the ICT
instructional designer. In this Facebook related ground work and ICT training to the students, we
have make sure that continuous monitoring is there. At the same time, it is easy to come up with
product. But it is difficult to come up with product based on a Process. So, the process is the important

for us. Now let us go through on how the Process is important to us in this project.

How the Process is important?
The Process:
* It's a set of Lesson and Evaluation procedures
*  Pre - preparation between the trainer and the ICT Instructional Designer
*  Provide training to the trainees from two classes
»  Tight timeline to be familiar within Facebook
*  Each trainee needs to create a name and profile based on his / her country and context
* Sign undertaking on responsible use of Facebook
*  Three postings per week for 12 weeks
*  One reflection for every week
» Pictures, songs, video clips and artifacts in their postings
* Immersed in their Facebook interactions and reflections

*  Closely monitored by the trainer for content, paraphrasing and by the ICT Instructional

Engineer on the use of Facebook and the information technology
» Evaluation is there for their movement, entries, reflections, pedagogical and ICT knowledge

*  Although there is a grace and transition period of 2 weeks, but a few of them performed well

from the first week onwards.

We would like to express our thoughts that the above mentioned process went well in this project. At
the same time, I have to mention that I have received excellent support from the IT Instructional
Designer at each and every level of this journey. Also, both of us were able to speak, write and
communicate well which is an additional advantage. We could easily share the nuances of the
language, culture and context based information. At times, the trainer remember their ‘Facebook

names’ and at times forget their real names.
Feedback:

With the feedback on this project and as a trainer, I could say that this project creates a very good
understanding and learning of Tamil culture, writing, paraphrasing and reading. It provides avenues
to teach, vocabulary, Spoken Tamil, functional grammar and Listening and Speaking of Tamil. This

Facebook contents will be a rich resource for the trainees understanding of authentic Tamil culture
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and practices. It encourages effective search, note sharing and collaborative learning. The project has a
number of features to add fun and cool in Tamil learning. It can be easily adapted for the upper

Primary and Secondary class students.

In this project, students faced some challenges at the starting of the project as they have to get a
suitable character role and create profile for themselves. After they have positioned themselves well in
their roles, they had a constant challenge to prepare weekly postings and reflections for 12 weeks in
the midst of their normal training and other modules they had to cover for that semester. Not only
that, they also need to learn new information about their country and need to learn each other’s
cultural domains. Then, they had to ensure that there is good quality inputs and paraphrasing. This is
to prevent plagerism. In the whole process, each group of trainees (Dip Ed I and Dip Ed II) had to

control themselves from interacting with the other group of trainees.

In the journey of this project, as a trainer and facilitator, I too faced a number of challenges as given

below:

*  Providing positive comments and suggestions during the first two weeks
*  Familiarizing Tamil Terms and reading and replying to postings in the Facebook

* A hands-on session given for the Dip Ed Il class proved to be informative and helped to clear

and clarify many doubts
*  Availability of Tamil software outside office is a good advantage

»  First two weeks, there was a slow development and a certain level of hesitation among the

trainees in following the procedures.

But most of the challenges were turned as happy developments in the middle and later part of the

project. They are given below:

*  Trainees did their postings regularly
* They were Creative and Critical in their reflections
*  There was more interaction between themselves in knowledge creation

*  Not much questions were posed to Veerasamy and Muthusamy
Facebook information, conversations and thoughts: A Midterm review:

During the 12 weeks of journey time, the facilitator tried to encourage their efforts and provided
needed explanations on their cultural domains based postings. The trainees themselves appreciated
and critically analysed their classmates’” postings and raise awareness with additional questions. This
encourages the whole group to move to a level up and working hard to come up with more additional
information. The instructional designer provided the updates on the students’ postings and advice on
their queries regarding the technical issues. At the same time, the facilitator engaged and encouraged

the participants to provide their insights on Indian culture especially Tamil culture and traditions.

In October 2010, we had come up with a table to know their understandings of Tamil culture and

traditions. Here the results are given below:
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Diploma in Education I trainees on their understanding of content in this project:

N=13
pedrGu @uCurgisT
6T6aT YT 3 Qureirseir] HHeuedE 6T @z fluyib 61 Qifluyid
No Category Information I knew Now only I
already know
1. Food & @b (Dry Ginger Tea) 2 11
5 Food JGU)LDUJGI.S]G.U Lﬁ@lTJﬂéﬁT L{msz'rrurr@(Use of 9 4
pepper in Tamil cooking)
3 Food OepFemmL1 Qui g (Spices box with five 2 11
rooms)
4 Costumes ﬁ.@&@'@sﬁ ulFCgemev(Thirukkurall 1 12
Silk Saree)
5. Costumes UﬁgHg .mrmfﬂuﬂm G&m,w . 1 12
aflpriu(Rajput Queen’s Like on Sarees)
UTSBTL Ly WESSl6D 2_6T6T LIGV6MsH
6. | Traditional Arts | pL_erumresflssir(Various Dance Forms in 8 5
Bharathanatyam Dance)
7. Traditional Arts | g1 LL_ej(A dance form called, thattadavu) 3 10
3 Traditional Arts Cé’e.s reor_r_1b(Kolaattam- Dance with two 9 4
sticks)
9. Traditional Arts srarl L ib(Karagaattam -Dance with a pot 11 2
on the Head)
o 0 Kuchuppudi- A dance of
10. | Traditional Arts | @FCiu(Kuchupp 9 4
raciionat Arts Andhrapradesh, India)
.. 108 pL_svrd a5 remTmIS6flsD eusveVET
11. | Traditional Arts . L, 5 7
wLrreai(Nadarajaa’s dance talents)
. ., | FwssruilsT sefldseiTenio,
A t Tamil
12. melent anmis Geflirdd(Seeyakkaai -Shampoo vegetable’s 6 7
Lifestyles .
uniqueness and coolness)
Ancient Tamils’ | ©®? Gfﬂg’ 2 m 2 “_ﬂ’g’ Seorento, i
13. Lifestyles urgufludfpiy(Sandal wood’s 4 9
uniqueness and tranditional speciality)
Ancient Tamils” | g10lp surervg Amiiy(Special features of
14. . . . 3 10
Lifestyles Tamil Fengsui)
Ancient Tamils’ L,@Loa.znso'ru y@allpreilsir ﬁ{nl_'n_,(SpeCial
15. . meaning of the housewarming 2 11
Lifestyles . .
function/celebration)
16 Ancient Tamils” | Qgrii460 giewfuflesr Amiiy(Specialities of 2 11
" | Lifestyles the cradle cloth)
Ancient Tamils’ @‘ﬁuumrwrﬂ'f“'ﬂw @ DS
17. . epedlsmaasaflssr Lwesitum®(Use of Natural 3 6
Lifestyles ) )
Herbs in Facial Care)
Contemporary FlewriiuL o evsler Frgener(Tamil Film
18. , .
Art Industry’s achievement)
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Diploma in Education II trainees on their understanding of content in this project:

N=12 (3 absent)

6T6ooT Category Information perGu @iGBuTgIBTedT
QuTeirs6ir/ HHeuevSE6T @5 ifluyid Qpifluyid
I knew Now only I
already know
1. Food YT EhFBIMF Firdsenyullesr 4 8
vwerur(®(Use of Orange Sugar)
2. Food usvausna i@ (Laddu) 4 8
3. Food surenpliull umpLiy Csrema(Banana 0 12
Nuts Thosai)
4. Ancient usnerr gensv afldAnlufler Lwetur®(Use 0 12
Tamils’ of the Fan made up of Plam Leaves
Lifestyles
5. Mythological H (5613651 LHMILD BI&HTEHTT UL 1D(A 6 6
Stories & video clip on Krishna and Narakasura)
Values
6. Traditional SHEHEWFLI euflw Casrailsv 4 8
Arts G mrewr_mi L 1b (Arts Festival at the
Tanjore Big Temple)
7. Traditional Sr&riLgdler usvsusngser(Varieties in 5 7
Arts karagattam Dance)
8. Traditional aflmwr Gurasesfsr Carevd 2 10
Arts #rgener(Guinness Record of Vijaya
Mohan'’s kolam)
9. Overseas BLewGs OSllrreren aflipr(A specially 1 11
Tamils and organized event titled, Namaste France)
Traditions
10. | Overseas Qurer@eomi @hwir(A specially 2 9
Tamils and organised event titled, Bonjour India)
Traditions
11. | Overseas S QNEST, VITL 6T, F)eEIns, 6 6
Tamils and < eVFBredlwm opHw Hr{HHaflsv
Traditions Qurmisew Garenrm’ b (Pongal
festival celebrations at USA, London, Sri
Lanka and Australia)
12. | Overseas s VHBreflwig HUIps FismIseT 2 10
Tamils and (Australian Tamil Associations and
Traditions Activities)
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Two groups of trainees gave their comments on their projects at the mid of the semester in October

2010 and they are given below:
Diploma in Education Year 1 Trainees’ comments:
Advantages

*  Although it is difficult to find answers for all the questions raised by our friends, there is a
kind of happiness at the end as I know and I learnt new information.

* Easy to learn a variety of information at the same time. Know more information about our
culture which I did not know before.

+ It is easy to find the answers for the question. At the same time, can learn a number of rare
details about our culture.

* Facebook is an excellent training ground to search, collate and store information for our

communication of ideas.

Challenges

* There is a shortage of time. Because of this, it is difficult to read everybody’s comments,
postings and questions. At the same time, it is difficult to ask questions from everybody.
» Ifind it very difficult to type in Tamil. Hence it takes a lot time to upload the information.

¢ Time is a concern.

Diploma in Education Year II trainees” comments:
Advantages

* FB has enabled me to see a new way in teaching and learning Mother Tongue.

¢ Has raised awareness and interest to learn,

* Ihave enjoyed FB interaction.

* FB has bridged people from different countries and also helps to inculcate our Indian
traditions and cultures.

*  The FB project has enabled me to take ownership of my learning.

*  The friendly interactions between friends from various countries enabled me to share
resources and information effectively.

* FB project has incorporated effective role play.

* ICT incorporated project which has enabled people of many countries to join in one network.

*  This has enabled us to comment on each other’s way of celebrating certain occasions and learn
more about the cultures in other countries

* Having a Facebook account in Tamil has been quite fun.

» Itis definitely an enriching experience as it provides opportunity to explore the laments of

Facebook in Tamil.

Challenges

*  The challenge however is that sometimes it is difficult to track previous comments made by
other FB friends.
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» If primary school students are to be engaged in this process, time would be a factor which

they have to consider.
*  We need more time to read, do research in order to post, comment and reflect effectively.
* Spend time commenting effectively, takes time and little research.

* Strong passion, commitment and love for the language are important. If a student just comes

in to comment for the sake of doing, it defeats the whole process.

Evaluation

For the Dip Ed I and II trainees, this project is part of their pedagogical module. Hence we had
weightage of 45% of marks for the year 1 trainees in their teaching of Tamil language I module’s main
project which comprises 70% of marks for the whole semester. For the Dip Ed II trainees, this project

focuses nearly 50% of their major project which forms 70% of my part of the module marks.

Generally, we could witness that the year 1 trainees were very enthusiastic and involved in this
project with a number of comments and quality comments than the year 2. Although their groups are
different, their topics are more or less same on culture. At the same time, technical expertise and
experience based analysis; the year 1 trainees were well versed than the year 2. It also because of their
IT orientation in the previous two Tamil projects in their first year modules. For year 1, this is their

first IT based Tamil project for their very first Tamil pedagogical module.

Evaluation on Facebook for the Diploma 1 and 2 trainees:

No of trainees Year.1 Marks (%) No of trainees Year.2
0 91-100% 0
2 81-90 4
5 71-80 2
5 61-70 6
1 51-60 0
0 41-50 0
2 40 and below 1

There was a qualitative feedback collection done with both groups at different dates. That provided

more insights on this projects and our planning of future projects.

Generally the pair of trainer and instructional designer team came up well and it is a milestone in the

teaching of Tamil language and learning. We have learnt more and we will use our experiences in
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planning our future modules in order to provide confidence to our younger teacher trainees who

generally have learnt Tamil as a second language. They can be a role model to their trainees as well.

Here some of our future plans:

To share the development in this field with the Tamil communities in Singapore, India and

Diaspora
Publish a book with all the inputs

Provide guidance to the trainees in their Teaching Apprenticeship and Teaching Practice and

eventually in their future schools

Able to do research on Singapore Tamil Trainees’ writing, questioning and answering

techniques.

In this January 2011 semester, we have embarked on a project to enable the lower primary students

from primary 1 and 2 classes to speak up and use spoken Tamil in their oral presentations and

conversations. It went very well and we received positive feedback from the trainees.

For the Master of Education course participants, we have introduced radio Jockey (R]) style of oral

features and presentations on teenage related hot topics. It also went well with the course’s maturated

and senior teachers who are in service. We will share our experiences and lessons on them at different

platforms.
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Annexe:

DIP ED I & II (Primary) Trainees’ FB Profile Name Lists

Module: DCT100 Diploma in Education I class
No Name(English) FB Profile Name
1. Mdm XXXX wesfagrrmis (Manisharai)
2. | Mr XXXX Geugy Friflprgesr(Velu Saminathan)
3. Miss XXXX B 5Cweng Fialageursls(Music expert Sarvivaadhini)
4. | Miss XXXX #FCrrepr@gail(Sarojadevi)
5. Miss XXXX pevruf Freussrest(Neelambari Saravanan)
6. Miss XXXX SjsrarGevl_gifl 1pssI(Annaletchumi Muthu)
7. | Mdm XXXX Qui iy SsewL wrgsust(Sundry Shop Madhavan)
8. | Miss XXXX 96560 T rmib(Anjali Raguram)
9. | Miss XXXX sailsr prwi(Kavitha Nair)
10. | Miss XXXX Flsvevrerrr Gumasesrm(Thillaana Mogana)
11. | Miss XXXX suswerwrug) oeresripwr(Valayaapathy Annamma)
12. | Miss XXXX Y réhSeveul o réHs(Aaratheeswari Aarathi)
13. sewrenilasr B rreyr(Thannikaattu Raja)
MR XXXX
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Module: DCT200

Diploma in Education II Class

NO Name in English FB Profile Name
1 MISS XXXX sweuapewral r@rmrio(Vaishnavi Raguraam)
2 MISS XXXX srarlLsasryer wriguilsy (Karagaaattaakkaaran Maanguiyilu)
3 MISS XXXX Arisd @1y g@erdgL g (Singakkutti Omanakutti)
4 MISS XXXX wevellems svemev(Malligai Mullai)
5 MR XXXX Sy présl(Avuttaa Raakki)
6 MISS XXXX a4@rwr Gsareir(Shreyaa Segaran)
7 MISS XXXX Y55 AnisGsausver(Muthazhagu Singavelan)
8 MDM XXXX GewrL_evCsd Garesrm(Kundalagesi Sona)
9 MISS XXXX gaflwr s&hgM(Oviya Sundari)
10 | MR XXXX FAmisd 9Gwr(Singam Leo)
11 MISS XXXX rif) #TGevs et reiv(Samisalokangas)
12 | MISS XXXX swevallyl urevsGssur(Kayalvizhi Paalkova)
13 | MISS XXXX aflagredlssf afleigsussrrgssr(Vishaalini Vishwanathan)
14. | MRS XXXX uflwrgiaflenfl (Priyadarshini)
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Abstract

The emergence of informative environment technology has made the ideology of learning, “anywhere,
anytime”, a reality. The 21t century learners are equipped with readily available information at a mere
click of a button. The Internet has erased international boundaries allowing our young charges the
potential to develop as global citizens. This also demands that pupils develop a deeper understanding
of the complex arrays of issues that involve them, now further complicated by the lack of traditional
boundaries. Research studies have given good insights on the role of information literacy on the
effectiveness of learning. However, very little studies demonstrate an effective implementation of
programmes in virtual learning environments. The paper highlights how Beacon Primary School, one
of the futuristic schools in Singapore, has implemented its Tamil Language programmes in a virtual
learning environment thus providing a collaborative platform for pupils to meet and discuss issues.
All our students, studying at the Primary four (P4) level (ten year old students), own their own
personal learning device (notebook computer) which they bring to school daily. P4 Tamil curriculum
and lesson packages are designed to infuse Information Communications Technology (ICT)
meaningfully and make virtual learning a reality. Information literacy had been weaved into the P4
Tamil language curriculum with an online Web 2.0 software, wikispace, PBworkspace, as the platform
for collaborative virtual learning environment. This paper presents how the virtual environment acts

as a collaborative platform to enhance the pupil’s information literacy skills.
Keywords: Virtual Environment, Information Literacy Skills
1. Introduction & Purpose

Pupils are surrounded by a wealth of knowledge. Today, at the click of a button, students have access
to events occurring anywhere on the globe within seconds of it happening. Given this scenario, it is
critical that our pupils are equipped with the skill to connect, construct and relate the information
presented. The virtual environment provides the space for collaboration amongst pupils. The virtual
environment eases and enriches the process out of which meaning is derived from the multitude of
information presented. The virtual environment also presents a knowledge-based forum for pupils to

build on each others’ contribution.

Today’s educational system has to respond to two seemingly contradictory demands: On one hand, it
has to effectively transmit constantly evolving knowledge and know-how to a knowledge-driven
civilization. On the other hand, it has to enable learners with the right skills to select pertinent

information out of the explosion of available information. It also has to ensure that the personal and
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social development of the young learner is catered for. Therefore ‘education must ... simultaneously
provide maps of a complex world in constant turmoil and the compass that will enable people to find
their way in it" Delors. J.,(1996) This translates to a shift in focus for the amount and level of content
taught in schools. It also calls for greater emphasis on equipping our pupils with relevant skills to pick
out relevant information. This forms the basis of the nation-wide initiative of “Teaching Less, Learning
More’®. In today’s context, the ability to access, evaluate, organize and use information in order to
learn, problem-solve, make decisions in a formal and informal learning contexts are an integral part of
their learning. A key characteristic of the lifelong learner is strongly connected with critical and

reflective thinking.

Information communication technological tools are constructive tools that provide a collaborative
platform for pupils to come on board and build on each other’s knowledge. “Constructive tools are
general-purpose tools that can be used for manipulating information, constructing one’s own
knowledge or visualizing one’s understanding” Lim., C.P., & Tay, L.Y.,(2003). Jonassen, D. H., Carr, C.
S., & Lajoie, S. P. (2000) purport the following constructivist approach- “ICT as mind tools for
constructing evaluating, analysing, connecting, elaborating, synthesizing, imagining, designing,
problem-solving, and decision-making.” The term “constructive” stems from the fact that these tools
enable students to produce a certain tangible product for a given instructional purpose. This paper
takes a reflective, narrative approach in documenting our attempts to integrate the virtual

environment as a collaborative platform in enhancing pupils’ information literacy skills.
2. My Reflections

One of the key themes in the P4 curriculum revolves around the topic of ‘My Country’. The broad
objectives include exposing students to the various issues that surround the country. The lesson
design is tailored to educate on the various national issues, including the importance of tourism and
consequently make logical connections to the implications and impact it poses to Singapore’s
economic growth. The lesson was planned and carried out via the virtual learning platform as a

collaborative platform for pupils to virtually meet discuss and develop their knowledge on the issue.

The discussion began from an article on Tourism from the Singapore local Tamil newspaper, Tamil
Murasu. The teacher posted questions adopting the Blooms Taxonomy to scaffold pupils skills up to
the different stages. Relevant links for extended learning was also provided. These links however, was
in the English language. Pupils were instructed to explore these links independently and gather
pertinent information. They were subsequently asked to present them coherently in the Tamil

language.
Pupils were taken through three main stages:

1) Connect - refers to the understanding of the article/ information presented.

® “Teach Less; Learn More’ (TLLM) is a call for safle and teachers to focus more on the active legroi
students and the construction of their own knowéedg
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2) Construct - refers to the pupils’ ability to comprehend the information, build on possible

relationships and extend their knowledge and understanding from the information presented

collectively in the platform.

3) Relate - relates to the presentation of collective information, analysis, synthesis, evaluation and

creation of new perspectives from the issues presented. The following section details the

activities conducted as part of each of the stages.

1) Connect:

Pupils were asked to highlight the keywords and use the mind mapping technique to

identify all the important points in the article.
Each pupil is to contribute one finding from the article via online postings.

Pupils also verified their friends’ understanding of the article and their related
thoughts.

If there was a misunderstanding of aspects in the article, the responsibility lay on

fellow mates in the team to post a more accurate interpretation of the information.

The teacher acts as a facilitator to ensure that pupils connect with their ideas.

2) Construct

3) Relate

Pupils paraphrase, translate or give a short summary to express their comprehension
of the article and the related issues.

In response to the questions raised, other members in the class contribute and build
on one another’s ideas via the platform.

The pupils’ understanding of the content matter becomes apparent when they are
able to identify relationships amongst ideas posted.

Pupils also tap on prior knowledge to build on these ideas.

Pupils are challenged with questions that require them to analyse available
information and find logical patterns.
Pupils then evaluate the information and relate it to the current situation and seek

new perspectives and understanding.

Pupils were observed to be very engaged and used the language appropriately. However, there were
instances where pupils used English language to express their ideas, instead of Tamil. Although
pupils were strongly encouraged to use Tamil language, weaker pupils who needed to resort to code-
switching to express their thoughts, were not discouraged. The other pupils in the subsequent
postings helped to translate these ideas. This created a win-win situation for pupils to tap on and

maximise each others’ strength and to learn collaboratively.

As part of the school ICT program, pupils were introduced to search engines and were guided in
searching for the relevant information. Pupils were also taught principles of cyber-wellness and
exercised civic respect in contributing ideas and in providing feedback and comments in the online

platform. The contributions of students to the discussed topic and the postings of links leading to
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other related information was motivating. Even students who were less proficient in the language,
displayed interest in contributing to the discussion. Their posting displayed the collective
understanding of the various points contributed in the platform. As all pupils had to work with their

own personal learning, the learning was seamless.

The second extensive discussion took place after Japan’s natural disaster. Pupils were exposed to this
information during the morning assembly programme. As an extension an article from the newspaper
was selected for online discussions. There was an intense discussion amongst pupils including the
implications to the society and country. Pupils related the probable consequences. They were able to
relate chain actions that would take place because of this disaster. Pupils used the Internet search
engines to look up for latest update on the disaster such as on the British Broadcasting Corporation
(BBC) news website. It was gratifying to note that the students took it upon themselves to update one
another on the latest developments. In addition, they discussed and evaluated the situation and
thought about the loss of those affected and the possible implications on their lives. It was heart

warming to note pupils expressed concern and empathy for those affected.
3. Discussion & Conclusion

Technology is used as a constructive tool to facilitate pupils’ learning and making sense of their
learning via a collaborative platform. Pupils’ engagement was evident throughout the discussion.
They were critical about their contributions and took great responsibility in actively using the net to
search for information to enhance their learning. The project had benefited even pupils, less proficient
in the Tamil language, who was observed to be actively contributing ideas. There was sincere
commitment on the part of the students. They also showed initiative in providing additional links and
support for others to make sense of the issue. This helped to bring out the best in each pupil. Pupils in
addition, expressed positive feedback. Every pupil contributed and has equal share in collaboratively
constructing the knowledge, thus the ownership was very strong amongst them. This was a
demonstration that young age is not a barrier in understanding world issues if it is tailored to meet the
needs of the young learners. What really matters is whether pupils are equipped with skill to

understand the implication and impact of the issue discussed.

In terms of skills, all pupils were able to sieve out and decipher the main points from the information
presented and build on this information. Through this communication, it was observed that pupils
had tapped on prior knowledge and experience in developing their alternative perspectives. Pupils
learned to use the information and ideas presented in a graphical organising format to organise ideas.
Pupils exhibited strong bonding and collaboration during the various collaboration sessions. The
usage of technology was pervasive and as Breivik., P. (2000) puts it “Information literacy (is not)...
teaching a set of skills but rather a process that should transform both learning and the culture of

communities for the better.”

This paper is my attempt to share possible strategies in integrating information literacy into our daily
lessons. It is through such sharing and exchanges where ideas could build upon ideas to further push

the boundaries of our pursuit for pedagogical break-through in this fast changing world.
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Abstract

Tamil Video retrieval based on categorization in cloud has become a challenging and important issue.
Video contains several types of visual information which are difficult to extract in common
information retrieval process. Tamil Video retrieval for query clip is a high computation task because
of the computation complexity and large amount of data. With cloud computing infrastructure, video
retrieval process has some scope and is flexible for deployment. The proposed method categorize the
Tamil video into subcategories, splits the video into a sequence of shots and extracts a small number
of representative frames from each shot and subsequently calculates frame descriptors depending on
the edge and color features. The color histogram is computed for all the key frames based on hue,
saturation and intensity values. Edge features are extracted using canny edge detector algorithm. The
features extracted are stored in feature library in cloud. The features are tagged with Tamil text in
cloud in order to satisfy Tamil query clip. Also, Videos are retrieved based on the Tamil audio
information. The EUCALYPTUS cloud computing environment is setup within academic settings and
the similarity matching of the Tamil video query is performed. The similar videos are displayed based
on the similarity value and the performance is evaluated. Eucalyptus cloud platform is setup in Linux
OS and the Tamil video retrieval process is deployed within the cloud. The efficiency of cloud

computing technology improves the Tamil video retrieval process and increases the performance.
Keywords —video retrieval, categorization, cloud computing, Tamil query, Eucalyptus
1. Introduction

The need for intelligent processing and analysis of multimedia information has been increasing on a

regular basis.

Researchers have found numerous technologies for intelligent video management which includes the
shot transition detection, key frame extraction, video retrieval and more. Content based retrieval is
considered to be the most difficult and significant issue of practical value amongst all the others. It
assists the users in the retrieval of favored video segments from a vast video database efficiently based
on the video contents. This paper aims at presenting the process of Tamil video retrieval in cloud
environment. Video contains both visual and audio information. Audio contains natural language
information which can be used to retrieve similar video content. The Tamil text processing is

performed for user Tamil query.

The video retrieval system can be divided into two principal constituents: a module for the extraction

of representative characteristics from video segments and defining a retrieval process to find similar
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video clips from video database. A large number of approaches use a wide variety of features to
symbolize a video sequence of which color histogram; shape information and text analysis are a
renowned few. Application that requires a large number of computational resources might have to
contact several different resource providers in order to satisfy its requirements. Cloud computing
systems provide a wide variety of interfaces ranging from the ability to dynamically provision entire
virtual machines. The feature database is stored in the cloud and the users query is compared. As

based on cloud computing infrastructure, video retrieval process can be easily extended.

The rest of this paper is organized as follows: Section 2 deals with literature survey in the domain
related to the project. It gives the different techniques adopted in the domain. Section 3 deals with
system architecture. It includes detailed design of various phases involved in the project. It describes
the internal working of the system. Section 4 deals with simulation and results of video retrieval
process in cloud for Tamil videos. Section 5 deals with performance evaluation and result analysis.

Section 6 focuses on conclusion and future enhancement.
2. Related Works

Nurmi describes the basic principles of the EUCALYPTUS design, that allow cloud to be portable,
modular and simple to use on infrastructure commonly found within academic settings [3].
EUCALYPTUS is an open source software framework for cloud computing that implements what is
commonly referred to as Infrastructure as a Service. It allow users the ability to run and control entire

virtual machine instances deployed across a variety physical resources.

Takagi explains a method for video categorization based on the camera motion[5].Camera motion
parameters in the video sequence contain very significant information for categorization of video,
because in most of the video, camera motions are closely related to the actions taken. Camera motion
parameters can be extracted from video sequence by analyzing motion information. Camera motion
parameter has many advantages for categorization of video. Camera motion parameters like pan, fix
are obtained using motion vector. Motion vectors are classified into 8 directions and histogram is
calculated in each category. By analyzing characteristics of this histogram, camera motion parameters

are extracted for each video [2].

The video shot segmentation system uses mathematical characterization of cuts and dissolves in the
video [1].Different kinds of transitions may occur. An abrupt transition is found in a couple of frames,
when stopping and restarting the video camera. A gradual transition is obtained based on effects,
such as fade in i.e. a gradual increase (decrease) in brightness or dissolves i.e. a gradual super-
imposition of two consecutive shots. Abrupt transitions are obtained for two uncorrelated successive
frames. In gradual transitions, the difference between consecutive frames is reduced. Considerable

work has been reported on the detection of abrupt transitions

A method for key frame extraction [6] which dynamically decides the number of key frames
depending on the complexity of video shots and requires less computation. Priya and Shanmugam
describe a method for feature extraction which provides the steps for extracting low level features [4].
The spatial distribution of edges is captured by the edge histogram with the help of sobel operators.
Color histogram is the most extensively used method because of its usage in various fields. The color

histogram value are recognized using hsv color space. Texture analysis algorithms are used in random
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field models to multi resolution filtering techniques such as the wavelet transform. Several factors
influence the utilization of Gabor filters for extracting textured image features. The feature library

stores the extracted features.
3. System Overview

The architecture of our proposed system is shown in Fig 1. In the offline process, set of videos are
given as input and features are extracted from the video. In the online process, the features are

extracted from the query clip and matched against the feature vectors stored.

OFFLINE PROCESS

Set of videos

J

Key Feature
Video Shot f Feature
= |y fame = (| vector
izati . tract
Categorization segmentation e extraction generation
ONLINE PROCESS Feature
Tamil Database with
Query clip Tamiltags and
with \ Feature Tamil audiofiles
audio vector Simiariy CLOuUD
. search
/generatmn
Videoname
in Tamil

Similarvideo clips

Fig 1 System Architecture

A. Video Categorization

The first process to be carried out is video categorization which is shown in Fig 2. The content based
video categorizing method uses camera motion parameters. This parameter helps to categorize the
sports videos for identifying different sports types. Camera motion parameters are changing the state
among 2 types (Fix and Pan) along with time scale in video sequence. Here, motion vector are
classified and histogram is calculated. By analyzing the characteristics of this histogram, camera

motion parameters are extracted for each MPEG video.
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Camera motion

Fig 2 Video Categorization Process

In a video, panning is the sweeping movement of a camera across a scene and Fix means the static

position of the camera. For this parameter, camera motion extraction ratio is calculated.
camera motion extraction ratio w[x]
w([x] =( Num.appear / Num.total )*100%
x = {FIX, PAN}
where,
Num.appear -> number of times of an appearance for camera work x.

Num.total -> total number of frames in the given video.

B. Shot Segmentation

To segment the shots, the video has to be split into video shots prior of conducting any video object
analysis. Scene change detection, either abrupt scene changes or transitional (e.g. dissolve, fade

in/out, wipe) is employed to achieve the video shot separation.

Singl Abrupt shot Gradual shot
»ngle Abrupt sho ’ .
y : change Shots from
video => change detection ,:> detect?on => illéd
o Frcut Ex: Fade in

Fig 3 Shot segmentation Process

The proposed algorithm is based on the computation of an arbitrary similarity measure between
consecutive frames of a video. The first phase of the algorithm detects the abrupt shot-change

detection and second phase detects the gradual transition.
C. Key frame Extraction

A key frame is a frame that represents the content of a shot. This content is the most representative
one. In the large amount of video data, first reduce each video to a set of shots and find the

representative frames. Each shot obtained by video segmentation algorithm contains a set of frames.
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These segments are represented by two dimensional representative images called key frames that
greatly reduce amount of data that is searched. Key frames from each shot are obtained by comparing
the color information between adjacent frames. A frame will be chosen as key frame if the value

exceeds certain threshold.
D. Feature Extraction

Feature extraction is an area of image processing which involves using algorithms to detect and isolate
various desired portions of a digitized image or video stream. Different kinds of video features,
including edge and color for each key frame is being extracted. To minimize the dimensionality of the

data, feature extraction is employed which extracts discriminative features of data.

Sinule RGBto HSV Quantization of Histogram for

conversion H,Sand V . .
kevirame I:> :> |:> H.S and 3

Fig 4 Color Histogram Process

Fig 4 shows the process of color histogram creation. Color histogram is the most extensively used
method because of its robustness to changes due to scaling, orientation, perspective, and occlusion of

images, which are recognized by using the HSV color space.

Edges in the key frames are detected based on the canny edge detector. The Canny operator works in
a multi-stage process. First of all the image is smoothed by Gaussian convolution. Then a simple 2-D
first derivative operator is applied to the smoothed image to highlight regions of the image with high

first spatial derivatives. Edges give rise to ridges in the gradient magnitude image.
E. Similarity matching

The query video is categorized and key frames are extracted. The color and edge features extracted are
matched against the features in the repository. The color features are matched based on the naive

similarity algorithm and edge features are matched based on region based histogram.

The algorithm first calculates the color histogram for the query clip and compares with the video set.
Each key frame feature vector of query clip is matched with all the feature vectors in the repository
and most similar match is retrieved. The histogram values contain mean, entropy and standard
deviation of color. From the mostly matched key frames the edge histogram is calculated and matched
against query clip. The edge histogram contains region information. The key frames which give the
most similarity values are selected and the corresponding videos are retrieved as the similar videos

for user query clip.
F. Audio Processing

The next way of Tamil video retrieval focuses on audio processing. The audio track is extracted from
the Tamil video as the first step. The audio files are segmented in order to remove the silence and

noise. The audio files of each video are processed and the words are extracted and stored as .wav files.
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These .wav files are called as features of the audio content.

The user gives the query Tamil video clip as input. This input file contains both audio and video
information. The audio data will be segmented to remove silence and extract key words. These key
word files are pattern matched against all the .wav files in the feature set. The most matched patterns

are found and the corresponding videos are extracted.

The pattern matching of wav files are performed and the results which exceed certain threshold are

taken as the result.

F. Text Processing

The next way of video retrieval is based on Tamil text. The wav files of audio input are chosen and are
tagged with Tamil text. The user input of Tamil text is transliterated and is searched against the
feature set. The matched results corresponding video are retrieved and given as result to user.
Transliteration is the practice of converting a text from one language into another language
phonetically. Transliteration is different than translation. The Table 1 shows some transliterated

English word for tamil word.

Tamil word Transliterated
English word

&19.65TLD Kadinam

L& 6T Pookkal

EINTY Kuzhandhai

umrdiar Paappa

LOEDLP mazhai

Table 1: Transliteration of Tamil to English

F. Cloud setup
Eucalyptus is an open source cloud computing system.

The eucalyptus open source cloud environment is setup in Linux cluster.The eucalyptus software is

installed.The cloud controller,cluster controller,walrus and storage controller are installed.

The cloud controller is the entry point into the cloud for users and administrators.It asks node
managers for information about resources,makes scheduling decisions and implements them after

requesting to cluster controller.

The cluster controller executes on a cluster front end machine,or any machine that can communicate to

both the nodes running Node controllers and to the machine running cloud controller.Cluster
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controllers gather information about and schedules virtual machine execution on specific node

controller and also manages virtual instance network.

The Node controller is executed on every node that is used for hosting virtual machine instances.They
control the execution,deplyment and termination of virtual machine instances on the host where it

runs.

The storage controller is capable of interfacing with various storage systems.It is a block device and it
is attached to an instance file system.Walrus allows user to persistent data,organized as buckets and
objects.It provides a unique mechanism for storing and accessing virtual machine images and user
data.
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Fig 5 Video Retrieval process in Eucalyptus cloud

The Tamil video retrieval process is developed as application and this application is bundled to the
virtual machine instance. The application bundled virtual machine image is uploaded and registered
to the eucalyptus cloud. The instances are communicated and the application is run over the cloud.
The query video clip is given as input in the cloud front end. The videos are categorized, the key
frames are extracted and the similarity search is performed in separate parallel instances. The
retrieved video result are given as output to the user.

4. Simulation and Results

The video retrieval process includes video categorization, key frame extraction, feature extraction and

similarity matching. The process is carried out in Java media framework and Java advanced imaging.
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Fig 6 Tamil Quer Video and Key frame extracted from videos

Fig 6 shows the key frame extracted for a given tamil video and Fig 7 shows the categorization and
similar video result

BB C:\Windows\system32\cmd. exe

C:\UsershakilasDesktoptamprojava main/PatternMatching

Commands

1.To categorize the video,Type:category filenane

2.To extract Keyframes from folder, Type:extractfolder folder
von files, Type:extractfile folder

te, Type:generate inputfolder outputfolder
6.To search and retrieve, Type:search dhfile
7.To exit,Typezexit
icategory pl.mpy
bl .mpy
Uideo categorized
Tnput video corresponds to category flover
Done
search in//pl.dump
Searching.. .
Matched Uideos
in\pl.mpy
Matches found
in\p2 . mpy
Matches found
in\p3.mpy
Matches found
Done

Fig 7 Similarity result of query video

The user gives the query video name as input and based on the commands the videos will be
categorized, extracts key frames and features. The similar video will be retrieved if they give search
command

5. Performance Evaluation

The video retrieval process is performed in cloud and the performance is evaluated while running in
two instance.
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No. of Execution Execution
videos in time in 2 time in 1
dataset instances instance
10 5206.2 18369.69
15 5522.63 18924 .41
20 6202.2 21731.45
25 7291.7 25319.52
30 8575.6 28904.35

Table 2:Relation between execution time in one instance and two instance

The application is run in EUCALYPTUS private cloud and the execution time is calculated while
running in single instance and two instances. The execution time is much less when we run in two

instances. This shows that the video retrieval process shows better performance in cloud.

35000
30000

£ /
@ » 25000 R
b= S 20000 - instances
% 215000
@ £ 10000
5000 _
instance
0
10 20 30

No. of videos in data set

Fig 8 Performance graph in cloud environment

The performance of video retrieval process is checked by precision recall graph.
Recall = DC/DB and Precision = DC/DT

Where DC is the number of similar clips which are detected correctly, DB is the number of similar

clips in the database and DT is the total number of detected clips.

Query video Recall Precision
Q1 0.1 0.9
Q2 0.35 0.78
Q3 0.39 0.69
Q4 0.6 0.4
Q5 0.8 0.2

Table 3:Precision and recall for query video clips
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The precision and recall for various query video clips are computed. The efficiency of the video
retrieval process is improved as the retrieval process includes categorization process.
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Fig 8 Performance graph for video retrieval

The performance of Tamil video retrieval shows that the most similar videos are retrieved. Also the
application in cloud environment shows that the cloud computing provides better performance

through execution time and resource sharing.
6. Conclusion and Future work

The proposed video retrieval categorizes the video into different category based on camera motion
parameters. It facilitates the segmentation of the elementary shots in the video sequence proficiently.
Then the key frames are extracted from the video shots. Subsequently, the extraction of features like
edge and color histogram of the video sequence is performed and the feature library is employed for

storage purposes.

Then Video retrieval system based on query video clip is incorporated within the cloud. Cloud
computing, due to its high performance and flexibility, is under high attention around the industry
and research and reduces the computation complexity of Video retrieval process based on visual,

audio and text input.
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Abstract

Natural language is a straightforward and efficient medium for describing visual facts and mental
images. The System uses a novel approach to generate animation from Tamil texts such as stories.
Tamil text is pre-processed and the necessary features like named entities, environmental constraints,
temporal and emotion constraints for the given stories are extracted and placed in the database. The
system automatically generates a query based on the users input and compare it with features stored
in the database. Finally animation is dynamically generated using an external motion synthesis system.
Using this system, even greenhorn users can generate animation quickly and easily by giving the

Tamil text.

Keywords— Computer animation, Natural Language Processing, Pre-processing, Feature Extraction,

Motion synthesis
I. INTRODUCTION

These days, animations are widely used in many applications, such as cartoons, web graphics, games,
and so on. Computer animation is one of the best methods for depicting the dynamic content. A
medium is necessary for the animation to be created in a convenient and natural manner. It should be
possible to describe the scenes directly from natural language.NLP is an easy and effective way to

analyze, understand and generate languages that humans use naturally.

The aim of this work is to generate an animation from Tamil texts such as movie scripts or stories.
Training input text is given to the pre-processing module. Here tokenization is performed and the
tokens are given to the morphological analyser which is used to convert the tokens into a POS tags.
Information related to named entities, temporal constraints, emotion and environment inference
features are extracted. A query is generated automatically from the input text which contains
information for the search process and compares it with the information already stored in the
database. Finally motion synthesis generates an animation. The interactions between characters are

handled by this module based on the information provided in the database.
II. RELATED WORK

Generating animation from natural language texts has been a challenge. WordsEye developed by
Coyne and Sproat [1] converts natural language texts to a scene. WordsEye focuses on generating a

still image, when a character motion is specified in a given text, the system simply prefer to pose for
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the action generated from the database. The Carsim system [2] describes a new version of text-to-scene
converter that handles texts describing car accidents using computer program and it is visualized in
the 3D environment. Storytelling System [3] illustrates a system called Interactive e-Hon, which
provides storytelling in the form of animation and conversation translated from original text. A
Constraint based scene conversion system [4] describes a Text2Scene conversion method which
automatically converts text into 3D scenes. A large database of 3D models is used by this method to

depict entities and actions.
ITII. SYSTEM OVERVIEW

In this section, overview of our system (Figure 1) is given, where the major components are identified.
When the Tamil text is given to the system, Tamil text is pre-processed and the information are
extracted and stored in the database along with the objects created. When an input text is given to the
system it automatically generates the query from the input text and compares it with the information

stored in the database. An animation is then generated using an external motion synthesis system.

Information Extraction
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Figure 1. SYSTEM OVERVIEW

PRE-PROCESSING

When the Tamil text is given to the system, natural language processes (Tokenization and

morphological analysis) are applied first.
Tokenization

The first step in NLP is to identify tokens, which decomposes the delimiters like punctuation and
whitespaces. Here Tamil text is given as the input to the tokenizer which breaks the text into

meaningful tokens. The tokens generated by the tokenizer are passed to the analysis engine.
Morphological Analysis

RCILTS [5] developed a tool called Atcharam, an analyser which performs Morphological Analysis for
Tamil text. The Morphological analyser takes a derived word as input and separates it into root word
and associated morphemes. It is the basic tool used in spell checker, grammar checker, parser and

machine translation systems. It has two major modules noun analyzer and verb analyzer.
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UTTHSEHSES | eusssT(H< noun > L11g & TedT L < verb >

ser< plural > &< past tense marker>

2 & @<case marker >

er< gender >

Tamil Noun and Verb classification example

By this method morphemes are generated and given to the learning process where the necessary

informations are extracted.
INFORMATION EXTRACTION
OBJECT IDENTIFIERS

Object Identifiers recognize named entities in text by Named Entity Recognition (NER). “Rule based
approach” is used to extract named entities from the given text. Initially, root words say Noun, verb,
adjective, pronoun, adverb from text file are extracted. Rules are created based on prefix and postfix of
noun, i.e. noun that occurs between verb and noun, noun that occurs between noun and noun, noun
that occurs between noun and verb and so on. If any of the above rules satisfies the input text named

entities are extracted. Here is an example,

Input: @ Garsgled sy sS5eMSS!

Given input text is pre-processed and the root words are extracted.
@erio<Noun>
ermitbj<Noun>

ssHem<Verb>

Now the rules are applied to this extracted root words. Here ermiioy comes between noun and verb

which satisfies the rule is extracted.
TEMPORAL AND EMOTION EXTRACTION

Temporal reasoning in NLP involves extraction, representation and reasoning with time and events in
the natural language text. Here to extract temporal constraints, “manually created dictionary” is used.
The root words are compared with the manually created dictionary and temporal constraints are
extracted if the input text satisfies the inferences present in the dictionary. Similarly different emotion

present in the text is also extracted using manually created dictionary.

Figure 2 shows the different emotional constraints to be depicted.

HAPPY @) edTLILD, W& PFF, & ST BV, FbCHTOGLD, 60T HS LD, el L1y, 6L (HLAGLD,FflL

ANGER 9| &BISTTLD,Fesrid, 8 mLitd,QeumitiLy,erfldFFe0,FHMID GTLID

SURPRISE O BlaFwd, o FFflwid, Nl wensvliy, eflwiiy

FEAR O FFD, i, 1T, QLT Lo6V, el TLIL,&H6u»6D, B €hIr,B6Vd B LD, b (h dsds LD

SADNESS Carasid, o) (ews,BFTTHG, HIUWTLD,U(HHSID, HISTLID, HwTew T, gndFe), VM,
ESMI, VDL, BdHGl, (PLPESHLD,dn & @&T6D, FIdHELD, eurl L LD, allFerid

Figure 2 Emotion Constraints
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Finally, environmental constraints that specify location and actions are extracted.
ANIMATION GENERATION

Movie clips for the extracted information are created using Adobe Flash professional and stored onto
the database.

CONSTRAINT MATCHING

When an input text is given, information constraint should match with the information present in the
database to generate animation. String matching algorithm is used to compare the information
extracted and information stored in the database. Let P[1...M] and T[1...N] be the character array for
the given string. Pattern P is said to occur with shift s in text T. To find all valid shifts or possible

values of s so that P[1..m] = T[s+1..s+m] ; There are n-m+1 possible values of s.
Procedure String Matcher(T,P)

1. n < length [T];

m « length[P];

fors « 0 ton-m

doif P[1..m] = T[s+1..s+m]

S

then shift s is valid
Find first match of a pattern of length M in a text stream of length N.
The extraction of Pattern &m & 1b is done by,
HMT&HLD M=4
& W »H 2 OSTSDGT B G
&M & LD
ST & LD
ST & LD
ST & LD
& & LD
&I & LD
By this method exact string is matched from the database for the given information.
STORY ASSEMBLER

Storyboards are the only way to convey rich information, viewing a particular order of events in a
most appealing way. Basically the system searches for noun and verb from the given input text then
automatically assemble and analyse the subsequence like background, named entities, temporal,

emotion and action movie clip from a database that matches the constraints.
MOTION SYNTHESIS

Animation is generated by motion synthesis by efficiently connecting the movie clips that are
assembled by the story assembler from the database. The character and objects interactions are

handled by this module based on the information that the movie clips have. Timeline specifies what
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kind of action occurs at particular time. Once the timeline has been set, animation is generated for the

given Tamil text. Figure 3 shows the animation generated for the given Tamil Text

o 108~8

B BOB. AGOAPA GANE /A

Figure 3 Animation is generated from Tamil text
PERFORMANCE ANALYSIS

The performance analysis is used to monitor the functioning, efficiency, accuracy and other such
aspects of a system. For the analysis performed for the learning process, the overall accuracy obtained
is 83%. Figure 4 shows the Performance analysis for Animation generated from the Tamil text.

Noof Stories | Evactlygenerated |  Appron. generated n generation
viewe] 13 15 3 . —
vigwerl B 13 5 _! i i _i i
= = = = = M No.of Stories
i3 i 1 4 % % % % % -
6 . . . . . Approx. generated
Vigwerd B i3 l F == = = N
3 R RR
Ve 3 i 4 T -

Table 1 Test case for Animation Generation — Fiqure 4 Performance analysis for Animation generation

The overall accuracy obtained for the generation of animation is 80%. The performance can be further

improved by generating rules and optimizing the learning process.
CONCLUSION AND FUTURE WORK

The system provides automated generation of animation from Tamil text which provides a new
approach for users to create animation quickly. The proposed method takes Tamil text as the input and
it is pre-processed and features like named entities, temporal constraints, emotion and environmental
constraints are extracted and animation is generated dynamically by motion synthesis. Even non-
professional people can rely on this system and they can generate animation quickly and easily by
giving the Tamil text. Future work can be extended by generating animation via automatic speech

recognition rather than text.
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Abstract

In this paper we propose a Popularity based Scoring model for Tamil word games. Games are one of
the effective means to teach a language. There exist very few online word games for Tamil. Scoring is
one of the key aspects of a game that nurtures interest in the player apart from the interface and logic.
The Popularity Based Scoring Model proposed in this paper, uses a word statistics crawler to
periodically collect the statistics of word usage in popular blogs, news articles and social nets. The
popularity of every word is thus modeled in comparison with every other word in the language. The
model was successfully implemented in a simple unscramble game titled ‘Miruginajambo’. Over three
lac root words from Agaraadhi Project were crawled for statistics and 20000 words were obtained for
the game based on threshold levels for increasing levels of complexity in the game. The paper
concludes providing the results and analysis of implementing the model and also discusses various

word games where this model can be used.
1. Introduction

Word based games can serve as an effective tool to teach vocabulary in any language. The complexity
levels, the score achieved motivates a player to play more and there by learn more words. One key
challenge in designing such games is the scoring model. A scoring model for a game means a lot more
than just a value associated with the game level or complexity. An effective scoring model has to

motivate a player to play more and there by retain the player’s interest to come back again.

Tamil language has very few online games available online. These games are mostly flashcard-based
games. With new words being introduced in various domains such as medicine, computer science and
other disciplines, such games can be the most effective way to teach words. The main reason for
popularity of word games in English is their scoring models apart from the user interface they build

around their games.

In this paper we propose a popularity-based scoring model for word-based games in Tamil. Providing
this scoring model we test the scoring model over two games namely ‘miruginajambo’, a unscramble
game and ‘thookkuthookki’, a Tamil equivalent of hangman. Popularity Based Scoring Model
generates score based on the combination of the word’s popularity, length of the word and Tamil

alphabet popularity.
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This paper is organized into four major sections. The following section gives the background about
scoring models and other relevant literature. The third section gives the popularity based scoring

model and the components of the scoring model. The final section concludes discussing the results.
2. Background

A scoring model calculates scores based on performance of any system on various domains like Credit
Scoring Model in baking application, Fuzzy Logic Approaches in game etc. In the new generation
mobile multiplayer games, scoring was generated by using Fuzzy Logic Approach [1]. Automatic
Target-scoring System of Shooting Game Based on Computer Vision [2], Online Score System Using
Hierarchical Colored Petri Nets [3] to evaluate the outer and inner performances of the system, such
as scan, score, and resource utilization. The Credit scoring models [4] are developed to classify the
loan applicants as accepted or rejected. The decision is based on the information of each applicant
such as age, income and debit ratio. First time we proposed The Popularity Based Scoring Model
proposed for Word games, uses a word statistics crawler to periodically collect the statistics of word
usage in popular blogs, news articles and social nets. This word Popularity was implemented in the
Agaraadhi Online Dictionary [5]. The Word from agaraadhi is given to web and found the frequency
distribution of the word across the popular blogs, news articles, social nets etc. The Scoring Model
uses the Frequency Analysis of Tamil Alphabet [6]. The Frequency Analysis is done by splitting the
Tamil word into alphabet, splited alphabet are added to their corresponding counter, frequency of

each alphabet was identified individually.
3. A Game Framework based on Popularity-Based Scoring Model

We propose a simple game framework for an unscramble game in this paper, depicted in figurel. The
framework can be basically divided into two major divisions, online and offline, in terms of the time

of processing. This section describes the various scoring generator in detail.

/ Popularity Based Scoring Model \
Online Process

Score S
{B Check if the word Priority base Score

@ 0 correct or not Generator

T

Jumbled word ‘Word Jumbler

i

Random Word Picker

Offline Process Q ﬁ
Indexer
Word Popularity Score Frequency Analyzer of

\ Generat':: ;rml Alphabet /
&

Fig 1: Popularity Based Scoring Model

125



3.1 Offline Processing

The Offline Process takes a Set of Tamil words as input, Word Popularity Scoring, and Tamil Alphabet
Frequency Analysis are the key tasks here.

3.1.1 Bag of Tamil Words

Tamil words are obtained for analysis from the Agaraadhi project comprising over 3 lac words on
various domains such as General, Engineering Technology, Literature, Medicine and Computer

Science.
3.1.2 Word Popularity Scoring

Word Popularity shows the word usage in the web. The words from agaraadhi are crawled over
popular news sites; blog articles and social networking sites periodically and the frequency
distribution of the word across sites are identified and recorded. This overall information is then used

to compute the popularity score for each word.
3.1.3 Tamil Alphabet Frequency Analysis

The words obtained from the set of words are split into alphabet that constitute the word and the split
alphabets are added to their corresponding counter, frequency of each alphabet is identified
individually. Alphabet Frequency Analysis generates score based on the frequency value of the
alphabets. This Analysis result will be used later to find the popularity of a letter and thus the

complexity of a word. So, a low frequency alphabet contained word gets a higher score.
3.2 Online Processing

The Online Process Comprises of Random word Picker, Word Jumbler and Popularity Based Score

Generator
3.2.1 Random word Picker

Random word Picker fetches a random word based on the domain specified by the user and the Word
Popularity. It will be possible now to decrease the word popularity score on every higher level to

increase the complexity of the game.
3.2.2 Word Scrambler

Word Scrambler module scrambles the Tamil alphabets in a word such that all alphabets are not
placed in their actual correct spots. The jumbler is randomized such that the next time the same word

will be jumbled in another combination.
3.2.3 Popularity Based Score Generator

Score Generator generates the score based on the proposed Popularity Based Scoring Model using the
parameters such as word popularity, level of the game, Low frequency scored occurrences of Tamil
Alphabets in a word, total number of swaps to complete a level and time taken to complete a level. Let
w be the word, I, be the length, Let Py be the popularity score of the word, Let P, be the average
alphabet popularity frequency of the alphabets in w, Let t denote the time taken to solve the word in
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seconds, Let s denotes the number of swaps needed to solve the word, Let a be the score for a perfect

answer.

The score for a solving,
£ 5
Score S (W) =a* (1-P,) * (1-P,) * (1- 60)*(1- Iw )

4. Results and Discussion

The framework depicted in figure 1 was implemented with a simple web interface. The snapshots of
the working game with the popularity based scoring model are given in figure 2. The same game was
developed with and without the popularity based scoring model with the earlier version giving a
score just based on the level and number of letters swapped. The version with popularity based
scoring model was found to receive more users playing for a longer time and repeatedly as they find

their current score rapidly increase if they identify a less popular word.
5. Conclusion

In this paper we proposed a Popularity-Based Scoring Model for computer based word games in
Tamil. The popularity of words was identified by their usage over the internet by news, blog and
micro blog writers. This information is then converted to scoring every word in a dictionary. This
score is used in the Scoring model to compute the score for the user at different levels. The scoring
model is compared to a traditional level based scoring model. Analyzing user behavior over the two
models we conclude that the popularity based scoring model creates more interest in user to play the

game for long time and repeatedly compared to the traditional level based scoring.

02 900 092"
$BQ 569 o

@

Oy 01205CLIN
A G H O F

.--—-""'-__-.--'.—

Fig 2: Snapshots of the working game with the popularity based scoring model
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Abstract

Automatic classification of web document increases in the regional languages, because of amount of
information available in the regional languages (like Tamil, Telugu, Hindi) is huge in the internet in
the form of e-Book, news, articles and other type of formats. It is difficult to categorize those
documents based on the subject of interest. Tamil is a Rich Dravidian language, it have a millions of
documents in the Web Repository, due to growth of digital documents, categorization needed to
classify document. Too much classification techniques are present for the English documents
classification like SVM, K-NN, Decision trees, Neural Network technique, but classification in regional
languages like Tamil, it's new and emerging. So that our proposed work involves first, genetic
algorithm will be employed to reduce dimension of document .Second, Multilingual Cross- domain
classification, involves the predefined labels in the English language will be used to classify the Tamil
Corpus, because pre-defined labels in the source domain is expensive to create, so that look for other
domain of same interest to classify the documents. Third Back Propagation Technique applied to

classify Corpus.
Key Terms: Classification, Multilingual, Cross-Domain, Dimension Reduction
Introduction

Today most of the documents exist in the electronic repository like e-books, journals, news articles and
other sources of information in form of English only. This electronic document exits in other regional

languages also (like Tamil). To classify those Region documents lot of research going on.

Tamilll is an oldest regional language present in the world. Around billion of people speaking Tamil
and lot of documents present in the Tamil language. Natural Language processing of Tamil is difficult,
because of little bit research is taken place. To analyze their keywords, linguistics plays an important
role. Lot of research already taken place to classify English documents based on supervised and
unsupervised learning. L.e. two types learning is their (i) supervised leaning means of classification
documents based on the pre-defined label categorization. It first train the training document based
upon the pre-defined labels, and test the test documents and classify based upon the training set. (i)

Unsupervised learning is a clustering.

Many machine learning technique available like SVM, KNN Classifier, Neural Network, Bayesian

Classifier based on mathematical approaches. For Pre-label is expensive, to avoid that other domain
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label is used for classification purposes, but in English document collection lot of Cross-Domain[1
Labels are available, in order to classify the documents in other domain but in Classification based on
rare. So that use labels in the domain of English Document, to the corresponding labels in Tamil

documents, it reduce the classification effort, and also produce better results.

Before using those approaches dimension reduction plays an important role to minimize the no of
keywords present in the document. Our proposed approach use the genetic algorithm for reduction of

no of key attributes present in the documents.
Dimension reduction carried out based on feature selection and feature reduction methods.

Feature selection [l means that, it selects the keywords based on attributes, which contribute reduction
of no of words in the documents. Selection plays an important role here. Two types present (i) filter
method Separating the feature selection from the classifier learning, and relay on general
characteristics of data, no bias over any learning algorithm, generally it fast. (ii) Wrapper model,

relaying on predefined classification algorithm, and computationally expensive.

Genetic algorithm I¥l will be used as a dimension reduction technique, it takes the set of keywords as a
population of terms, and neural network will be employed as a classifier, which train and classify the

training documents and classify testing documents after that training phase.

Tamil corpus will be generated automatically, by using a web crawler. Crawler return the set of
document pages (Tamil) particularly news articles. These collectively articles used to form the corpus.

Further classification will be done using those Tamil news articles (Corpus).

This paper section 2 describes the web crawler section 3 describes the Tamil corpus, section 4.
describes the dimension reduction using the genetic algorithm, section 5, describes the classification

using neural network.
2. Web Crawler

Crawler is a software program, which can fetch the WebPages based on the seed URL given to the
Crawler. Here seed URL will be “Tamil news article” site URL. This crawler crawls only site given to
the input to the crawler, it doesn’t navigate to other site. It uses a muti threaded downloader to down
load the web pages , based on that seed URL given to the crawler, this crawler, crawls the pages only
within that link. Suppose it should news.goole.com means, it crawl the link fully, retrieve the

document within that.

Scheduler
WIWW

T IVIUti-

threaded

Queue [ 1:n downloader(
hal CUIN

Storage

Figure 1. Architecture of Web Crawler
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3. Tamil Corpus

Many research going on to build a corpus in Tamil. Central institute of Indian language (CIIL)H,
Mysore actively involved in building the corpus in different regional languages.

Here, corpus build by using a web crawler, it crawl a web pages and stored it in a local database. After
that it will be edited in order to make and formed as a corpus

Tamil has 12 vowels and 18 consonants. This are combined with together 217 composite characters
and 1 special characters counting to the total of 247 characters. To build a corpus for that rich type of
grammar is too difficult. So that crawler will used to retrieve web content, and it edited to form a
corpus.

4. Dimension Reduction using genetic algorithm
Generally dimension reduction used to reduce the no of words in a corpus. Because corpus have a
huge collection of words, but few collections of words in a corpus makes the document meaningful,
So that to identify those words, dimension reduction plays a vital role.
Genetic algorithm used as an optimization technique. Here it plays as a dimension reduction, it choose
a set of attributes like content name, sub-content title, and other.
Genetic algorithm uses a input as a set of population of attributes, instead of choosing a single
attributes, it reduce the no of words from a thousand to hundred, each attribute like a gene, group of
attribute forms a chromosome, uses a various operation like,

1. Crossover: single or multi-point

2. Mutation

3. Reproduction

4.1 Algorithm of GA for dimension reduction

Stepl: form the set of attribute as a chromosome.
Step2: generate the fitness function for each gene in the population.
Step3: apply the genetic operator, and evaluate the fitness once again.

Step4: stop, if attain the terminating condition, else generate new population and go to step2.
5. Classification of Web Document

After the Identification of set of key attributes, need to classify the training documents using a neural
network. Neural network Pl have a set of input nodes, and hidden nodes, and a corresponding output
nodes. Training documents taken as a input to the system, that should be trained and classified
accordingly based on the attributes generated by the genetic algorithm, theoretically says that,
dimension reduction after that classification improve the It future

Kk

=2

Figure 2. Architecture of Neural Network.
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Back propagation technique employed in the classification of web documents. Feedback given to the
neural network with every set of documents trained. After that documents tested against the network,
whether it should be classified correctly. Theoretical performance is better than other classification

technique.
Conclusion and Future Work

Automatic classification of Tamil web content increase the need for separate classification approaches,
for that genetic algorithm employed as a dimension reduction technique, and classified accordingly

based on the selected attributes, it improve the precision and recall after the dimension reduction.

Future improvement in the neural network, will be use of winnow/preceptor technique with no

hidden layer improve classification technique.
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Abstract

Emotion detection from text is pragmatically complicated than such recognition from audio and
video, as text has no audio or visual cues. Techniques of emotion identification from text are, by and
large, linguistic based, machine learning based or a combination of both. This paper intends to
perceive emotions from Tamil news text, in the perspective of a positive profile, through a neural
network. The chief inputs to the neural network are outputs from a domain classifier, two schmaltzy
analyzers and three affect taggers. To aid precise recognition, tense affect, inanimate/animate case
affect and sub-emotion affect dole out as the supplementary inputs. The emotion thus recognized by
the generalized neural net is displayed via a two dimensional animated face generator. The
performance and evaluation of the neural network are then reported.Index Terms—Emotion

detection, Machine learning, Neural network, Tamil news text.
I. Introduction

Emotion detection from text attracts substantial attention these days as this if realized, could result in
the realization of a lot of fascinating applications like emotive android assistants, blog emotion
animators etc. However, emotion detection from text is not trouble-free, as one cannot, with a single
glance get a hold of the emotions of the people about whom the text is based. Further, what appears to
be sad for a person may perhaps appear fear for someone. Emotion detection from text is thus
influenced by the empathy of the readers. Also, as there may be no background information, to shore

up the emotion of a person in text, it is better if emotion detection is based on some model empathy.

The aim of this paper is to detect emotion from Tamil news text by a self learning neural network
which takes in linguistic and part of speech emotive features. The emotion is identified by assigning

weights for features based on their affective influence.
II. Background

Tamil is a Dravidian language as old as five thousand years and enjoys classical language of the world
status along with Hebrew, Greek, Latin, Chinese and Sanskrit. Unlike Sanskrit, Latin and Greek,
which are very rarely in use, it is a living language and has fathered many Dravidian languages like
Malayalam, Telugu etc. It is morphologically very rich and has a partial free word order. It groups
noun and verb modifiers, (adjectives and adverbs) under a single category, Urichols. Noun participles
are equally affective as the verb participles. Thus, apart from parts of speech, morphological entities

like cases and participles are also affective.

Among the methods of emotion detection, [1] observes that the Support Vector Machines using
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manual lexicons and Bag Of Words approach perform better. The Support Vector Regression
Correlation Ensemble is an album of classifiers, each trained using a feature subset tailored to find a
single affect class. However, as support Vector machines suffer from high algorithmic complexity and
requirement of quadratic programming and do not efficiently model non-linear problems, Neural

networks has been opted as they provide greater accuracy than Support Vector Machines.

Nevertheless, Neural networks sport disadvantages like local minima and over fitting. The former can
be handled by adding momentum and the latter is usually solved by early stopping. Since the neural
net could memorize all training examples if over the need hidden neurons are present, three
promising prototypes are constructed, trained and tested to find the optimal one. To this optimal
neural net, the affective feature tags from Tamil news text are given, to recognize the inherent

emotion, based on their respective affective strength.

Kao, Leo, Yahng, Hsieh and Soo use a combinatory approach of dependency trees, emotion model
ontology and Case based reasoning [2] where cases are manually annotated. Such an approach may
work for languages of few cases. However, not all cases in a language may be affect sensitive. Cases in
Tamil are eight and only two of these are affect sensitive, namely the instrumental and the accusative
case. Thus manually annotating cases in Tamil would normally fail as cases aid in increasing or

decreasing the affect of the verb nearby.

The separate sub-class networks [10] for Emotion recognition with context independence in speech
seem to be promising but for the low precision of 50 even when the learning is supervised using a
simple backpropogation network. However, this project is similar to the above in one aspect; in
assuming model empathy to support context independence, thereby avoiding the bias on a particular

individual involved in the text.

Sugimoto and Masahide [9] split the text into discourse units and then into sentences identifying the
emotion of discourse and sentences separately. The language of the text considered is Chinese which
is monosyllabic partially with nouns, verbs and adjectives being largely disyllabic. Tamil is partial free
word order and does not have such phonological restrictions. Hence, application of such an approach

to Tamil may not be fitting intuitively.

Soo Seoul, Joo Kim and Woo Kim propose to use keyword based model for emotion recognition when
keywords are present and to use Knowledge based ANN when text lacked emotional keywords [6].
The KBANN uses horn clauses and example data. However, the accuracy of emotion recognition
using KBANN is less ranging from 45%-63% compared to the recognition range of 90% where

emotional keyword affect analysis is incorporated.

Most of the research in emotion recognition is directed toward audio and video from which one can
infer so many cues even without understanding the narration .For text, the features of the language of
text has a major emphasis on emotion recognition. Tamil is a morphologically rich language and
hence its affect sensitive features would drastically vary with the usually chosen languages for
emotion recognition like Chinese which is character oriented and English which is least partially

inflected.
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III. An architecture for Emotion Recognition

This section throws light on each module and its functions.

Tamil Morphological analyzer, a product

of the Tamil Computing lab of Anna University is used as the tool to retrieve part of speech like

nouns, verbs, modifiers and cases. The 2D animated face generator is another tool to display the found

emotion via a two dimensional face.

Following is the architecture diagram of the Neural net framework.
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Fig 1: The Overall Architecture

A) The Domain Classifier

The Domain Classifier takes in documents which are already classified under five domains namely,

politics, cinema, sports, business and health. Training process involves retrieving nouns and verbs

using the Tamil Morphological Analyzer, calculating file

constituent terms’ domain frequencies and

inserting them into the respective domain hash tables with terms as keys and term frequencies as

values. Training reports a document’s domain, based on the highest test domain frequency counter.

The algorithm is as follows
i) Preprocessing:
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Let Fp represent the set of files in a domain and f be a file such that f e Fp. Let T be the bag of words in a

domain without stop words and f ¢ T.

1. Vf e Fp, remove stop words and tokenize
2. Get the nouns and verbs using the Tamil Morphological analyzer.
3. VteT, Ft=) f; where f; is the frequency of tin f.

ii) Training:

Let Hp represent a domain hash table

Vte T, insert (t, Hp) where t being the key and the value v being

0= lpec + Zﬂiup(v)
where I, is the first occurrence of the term in the domain and fap)is the frequency of its duplicate.
iii) Testing:

Initialise domain frequency counters P, C., B., Sc and H.. Given a document, remove the stopwords

and tokenise.

Let Tok be the bag of nouns and verbs in the document, retrieved using the Tamil Morphological

Analyser.
Convert Tok to a set by removing the duplicates.

Vt e Tok, get the frequencies of t, from all the domain hash tables. Increment the domain frequency

counter of the domain that yields the highest frequency for t.
Report the domain of the test document as the domain that has the highest counter value.

B) The Negation Scorer
The Negation classifier gets the documents, analyses whether positive words occur in the
neighborhood of negative words or whether likes come close to dislikes and vice versa and assigns a
score.
i) Training:
Let F denote set of all files in the corpus and let f ¢ F. Let T be the bag of words in a file f without
stop words and t e T.
a)  VfeF, remove stop words and tokenize.
b)  VfeF, let Neg denote the negation score of f primarily intialised to 1.
c) VteT, letibe the current position.Check whether t is a positive/negative word or like/dislike
word.
if t is positive/like, and a negative/dislike word occurs in a window of three places to the left or
right, calculate Neg as
Neg = Neg - 0.01
if t is negative/dislike, and a negative/like word occurs in a window of three places to the left or
right, calculate Neg as
Neg = Neg - 0.1
d) If Neg <-0.5,report the document as negative.
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C) The Flow Scorer
The Flow scorer assigns a score to each document based on the pleasantness of the words it has. The
score is set in view of the phonetic classification in Tamil alongside with place and manner of
articulation. Let F denote set of all files in the corpus and let f ¢ F. Let T be the bag of words in a file f
without stop words and ¢ ¢ T. Let t; be the English equivalent of a Tamil word ¢.

a) Ve F, remove stop words and tokenize.

b) Wtefconvert t totg

c) Vtgef, compute the flow score as the sum of the Maaththirai counts diminishing when Kurukkams

appear.
Table 1: Kurukkams and Maaththirai
Rule Context Final Maaththirai
KuttriyaLukaram One among these @ & ® & 4 mu | 1,(Decrease is 0.5)
at the end of the word
Aukaarakkurukkam | eper in the beginning 1.5,(Decrease is 0.5)

Aikaarakkurukkam &0 in the beginning and middle | 1.5,(Decrease is 0.5)

a0 in the end 1,(Decrease is 1)

Maharakkurukkam eu before v 0.25,(Decrease is 1/4)

Table 2. Phonemes under Manner of articulation

Category Manner of Articulation Phoneme
Greater Rough Retroflex, Trill Lm

Rough Tap, Dental, Bilabial SFSUT
Intermediate Semivowels, Approximants W 6V 6 Lp 61
Soft Nasal B! §h 6U0T [b LD 63T

Let t be the Tamil word, f, be the Grapheme form and P; be the bag of phonemes in t with p € P:. Let
GRscore be the score of the greater rough category, Rscore be the score of the rough category, Iscore be

the intermediate score and Sscore be the score of the soft category.
i) Calculate GRscore, Rscore, Iscore, Sscore as
GRscore =Y f(p)cr.
Rscore =) f(p)r.
Iscore =Y f(p)1.
Sscore =Y f(p)s.

where f(p)cr is the frequency of a greater rough category phoneme , f(p)r is the frequency of a rough
category phoneme, f(p); is the frequency of a intermediate category phoneme and f{(p)s is the frequency

of a soft category phoneme.

137



if) Calculate the FinalRoughScore and FinalSoftScore as
FinalRoughScore = GRscore + Rscore .
FinalSoftScore = Iscore + Sscore .

iii) If FinalRoughScore > FinalSoftScore T— Pleasant

iv) Else if FinalSoftScore > FinalRoughScore T— Unpleasant

v) Else T— Neutral

D) The Taggers
At the start four taggers were constructed specifically, the noun tagger, verb tagger, Urichol tagger and
case tagger. But for the instrumental and accusative cases, the left behind cases are not affective. For
this reason, the constructed case tagger is unused as an input to the neural network. Nonetheless, the
affect sensitive cases are incorporated in the affect specificity improver, namely the
animate/inanimate affect handler.
Each tagger, picks up the respective part of speech in the document, analyses the major affect and tags
the document with that affect. As a consequence, noun tagger reports the affect of nouns, verb tagger
reports the affect of verbs and Urichol tagger reports the affect of Urichols. The generalized algorithm is
as follows.
Let F denote set of all files in the corpus and let f ¢ F. Let T be the bag of words in a file f without stop
words and t ¢ T. Let N denote nouns, V denote the verbs and U denote the Urichols in a file. Let 11 ¢ N,
veV,uel.
a) VfeF, remove stop words and tokenize.
b) VfeF get N for Noun Tagger, V for Verb tagger and U for Urichol tagger, using the Tamil
Morphological analyzer.
c) Wne N, use the noun affect lexicon to determine the noun affects. Initialize respective noun affect
counters for the basic six emotions and increment them depending on the affect of each n.
d) Vo e V, use the Verb affect lexicon to finalize the verb affects. Initialize respective affect verb
counters for the basic six emotions and increment them depending on the affect of each v.
e) Wue U, find the Urichol affect using the Urichol affect lexicon. Initialise respective affect counters
for the basic six emotions and increment them depending on the affect of each u.
f)  For each tagger, report the final affect of a file f, as the affect of the respective affect counter that has

the maximum value.

E) The Tense Affect Handler

a) VfeF, get the verbs under each of the three tenses. Let Pr represent the present tense, Pa denote the
past tense and F denote the future tense.

b) Analyze the affect of each tense category verbs.

¢) Prioritize Present, Future and then Past tenses.

d) Report the high frequent affect of the Present tense. If present tense verbs are absent, report the
maximum frequent affect of future tense, else report the high frequent affect category of the past tense.

F)  The Inanimate/Animate Handler
a) YfeF, get the verbs using the Morphological analyzer.
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b) Restrict a window size of one to the left to find whether affect sensitive cases are present.
c) Analyze the affect of the verbs and categorize them under mild and dangerous.

d) Analyze the cases and see if they add to the affect of the verbs or nullify it.

e) Ifaffect intensity is increased report danger, else report the affect implied.

G) The Contrary Affect Handler
a) Ve F, check whether there are multiple entities in a sentence.
b) Using the Profile monitor, check whether the entities are in like list or dislike list.
c) Analyze the nouns next to the entities to see whether they are favorable to the preferred entities or

not.
d) Report the affect as the affect of the nouns with reference to the preferred entity.

H) The Sub-emotion Spotter
a) VfeF, Getall nouns, verbs and urichols using the Tamil morphological analyzer.
b) Use the constructed sub-emotive affect lexicon to identify the high frequent sub emotion.

¢) Report the maximum occurring affect based on the sub- affect.

I) The Neural Network
Initially a supervised Backpropogation network was constructed with the architecture 6:3:1.
However, since emotion recognition is to do with emotional intelligence, unsupervised
learning was preferred and Hebbian learning was incorporated. The forget factor is fixed as

0.02 and the learning factor as 0.1. Following is the pseudo code.

a) W eF, get the outputs from Domain Classifier, Negation Scorer, Flow Scorer and the three affect
taggers.(The Improver modules fail to aid emotion recognition by getting eclipsed toward certain
domains and are hence overlooked.)

b) Initialize the network weights and threshold values which are set in the range of 0 to 1.

c) Start the learning for each file using Hebb’s rule.

d) Report the affect as the affect of the output activation that approximately equals an affect value.

e) Stop the learning when steady state is embarkedfficient number of epochs has been elapsed.
IV. Results and Evaluation

Both Batch and Sequential learning are supported. The precision of the Neural network is 60% . Other
datasets used were lyrics and stories. Stories usually have sub plots and hence overall affect usually
gets eclipsed towards neutral. Hence, news (400 files) and lyrics (230) were used for training.

Validation set included 50 news files with equal contribution from five domains and 10 lyrics.

For lyrics and stories, the neural net has a better precision of 70%. The precision gets increased when
epochs increase for all the datasets. Simple supervised Back propogation network was implemented
and used as the Baseline whose precision was 30% more than the constructed even with minimum

epochs.
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Following is a graph that depicts how precision of emotion found varies with respect to the number of
epochs, in the case of a single news text. Values nearer to zero indicate the drastic variation of the
reported affect from the actual one (ie joy instead of sad) and values near 100 indicate the closeness

towards the actual affect.

Precision of a document vs Epochs

®Epochs ™ Precision of Affect for a document

200

w wu;

W

1] /U
— 100 o

Fig 2: Epochs vs Precision of affect of a document.

The neural network suffers from ambiguity problems in the case of closely related categories like love-
joy and sad-fear irrespective of dataset. The supervised Back propogation network is used as the

baseline which is 30% more in precision than the Unsupervised Hebbian Learning.

Besides, the Unsupervised Hebbian learning Neural net has exponential complexity and consumes
two thirds of the physical memory. The affect reporting of a single file amounts to three minutes
where approximately one and a half minute is taken for indexing and loading of the domain hash

tables by Domain Classifier. The CPU usage during the learning varies roughly from 11% to 72%.
V. Conclusion

Thus, an unsupervised Hebbian learning neural network is constructed which fetches its major inputs
from a domain classifier, two sentimental scorers and three part of speech taggers to figure out the
affect in the presented text. As is the case with almost all natural language processing applications,
ambiguities do exist in emotion recognition; here among closely related affective categories like love-
joy and sad-fear. However, a competitive strategy in unsupervised learning can be opted to resolve
this issue, as such a learning is concerned with demarcating one from the rest. Identification of other

affect sensitive features could further aid in precise emotion detection.
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Tamil Online handwriting recognition
using fractal features

Rituraj Kunwar and A G Ramakrishnan
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Abstract

We present a fractal coding method to recognize online handwritten Tamil characters and propose a
novel technique to increase the efficiency in terms of time while coding and decoding. This technique
exploits the redundancy in data, thereby achieving better compression and usage of lesser memory. It
also reduces the encoding time and causes little distortion during reconstruction. Experiments have
been conducted to use these fractal codes to classify the online handwritten Tamil characters from the
IWFHR 2006 competition dataset. In one approach, we use coding and decoding process. A
recognition accuracy of 90% has been achieved by using DTW for distortion evaluation during
classification and encoding processes as compared to 78% using nearest neighbor classifier. In other
experiments, we use the fractal code, fractal dimensions and features derived from fractal codes as
features in separate classifiers. Whereas the fractal code was successful as a feature, the other two

features are not able to capture the wide within-class variations.
Introduction

Fractal codes are the compressed representation of patterns, based on iterative contractive
transformations in metric spaces proposed by Barnsley. A simplified version of the fractal block
coding technique for digital images has been used to encode the 1-D ordered online handwritten
character patterns. A novel partitioning algorithm has been proposed to reduce the computation

complexity of encoding and decoding, with a minor fall in recognition accuracy.
Building fractal codes for handwritten characters

We need to find the collection of affine transforms of the online handwritten character. The raw online
handwritten character is first preprocessed using three steps: (i) smoothing (ii) re-sampling the
variable number of points in each character to 60 points. (iii) normalizing the x and y coordinates
between 0 and 1. The handwritten character locus is divided into non-overlapping range segments.
Each range segment has a fixed number of points (R) in it. Last point of each range becomes the first

point of the next range, except in the case of the last range.
Creating a pool of domain segments

The domain pool is formed for each character locus. Domain pool is the collection of all possible
domain segments. The number of points in each domain segment is chosen to be double that in each
range segment, D = 2R. Domain pool can be obtained by sliding the window containing D points at a

time. The window is first located at the beginning of the stroke. The window is moved along the
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stroke by & points, in such a way that it does not cross the end point of the stroke. The step & has been

chosen as R/2 in our experiments.

Constructing transformed Domain pool

Transformed domain pool is constructed by multiplying each domain segment with the eight
isometrics that involve reflection and rotation about different axes. To begin with, each domain is
translated to its centroid and scaled down by the contractivity factor (s=0.5). The following

transformations are then applied to each of the candidate domain segment.

(1 07 (0 13 §)1 0710 13 r—1 07 ;0 -1y f—1
lo 11117 ol'lo -11°'l-1 ol'lo 111117 ol'lo -1l

The above transformations produce a whole family of geometrically related domain segments. In

domain pool, matching blocks will be looked for encoding the online handwritten character.

Searching for the most similar domain segment for each range: Each affine transformed domain
segment is re-sampled into R points and then its centroid is translated to that of the concerned range
segment. Distance between them is found. Similarly, distances w.r.t to the all the domain segments is
calculated. The most similar domain segment corresponding to each range segment is identified and
fractal code is stored corresponding to the particular range. The fractal codes are similarly obtained

for all the online handwritten characters.

Fractal codes corresponding to each range segment consists of (1) the range segment index, (2) the
range segment centroid, (3) index of the most similar domain segment and (4) the index of
transformation used out of the 8 transformations.

Issue related to constructing fractal codes

The whole character is divided into range segments of equal number of points. Smaller the number of
points in each range segment, the more minutely we can capture the complexity in any region of the
character. The number of range segments per character is thus inversely proportional to the number of
points in each range. Again, the encoding speed is inversely proportional to the number of range
segments per character. It has been noted that there are certain region in a character where the
curliness is minimal so in those area the range segment size could be increased still encoding the
region precisely.

Steps to encode a handwritten character where the number of points in each range is variable:

o 01 02 03 04 05 06 07 08 09 1

Fig 1. Tamil handwritten character ‘aa’
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Cumulative angle ‘0¢” is calculated starting from the first point and traversing the character stroke till
it crosses an empirically set threshold of 1. Smaller the threshold, finer is the encoding. Figure 1
shows a sample of the handwritten character /aa/ in Tamil. Figure 2 shows the effect of the choice of
the angle threshold on the reconstruction error.
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Fig 2. Ilustration of the distortion in reconstruction with different angle thresholds ¢r. Here
reconstruction is performed from the fractal codes of the character /aa/ shown in Fig 1. For encoding,

different values of range sizes are used, namely, 4, 8, 12, 16 and 20.
Algorithm for partitioning

1. Domain pool of different sizes (namely 8, 16, 24, 32, 40) are constructed corresponding to the
range sizes of 4, 8, 12, 16 and 20. By size, we mean the number of points in each domain.

2. Start from the first point and move along the character from one point to the next and calculate
the cumulative change in angle Oc.

3. The No. of points (K) till the point penultimate to the one, where 8¢ crosses the threshold ¢r is
noted.

4. The range size closest to and less than K is chosen. The most suitable domain is chosen from the
corresponding domain pool and the fractal codes are stored.

5. The last point of the present range is then considered as the first point of the new range and the

process repeats starting from step 2.

Along with the fractal codes, the size of the range chosen is also stored. If the end point is reached
with Oc < ¢r, then step 4 is followed, where K includes the last point also since 0C < ¢T). If at the end,

few points are left which is less than the smallest range, they are discarded else step 4 is repeated.

Algorithm for reconstruction: Banach’s contractive mapping theorem states: “If a contractive
mapping “W” (which are the fractal codes here) is defined, then iterative application of the mapping on
any sequence of the same space will lead to a Cauchy’s sequence which will converge to a fixed,

unique point.
CASE I: Range having fixed number of points

A random initial pattern having the same number of points is taken or generated. A domain pool of

size double that of the range is created in a manner similar to the encoding process. First fractal code is
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taken corresponding to the first range of the pattern, and operations are performed on the
corresponding domain indicated by the domain index in the code of first range. The indicated domain
segment’s origin is shifted to its origin and then it is scaled down by the contractivity factor (0.5 here).
Then the affine transformation as indicated in the code is applied on the scaled domain segment.
Finally the transformed domain’s centroid is shifted to the range segment centroid as present in the
fractal code. The above steps are repeated to decode all the range segments. Then the whole decoded
locus is smoothened. The above steps are repeated till the termination condition is satisfied to finally
converge to a fixed and unique pattern. Termination condition could be (i) an empirically set fixed
number of iterations, sufficient for convergence or (ii) minimal or no distortion between two

consecutive patterns produced by 2 consecutive iterations.
CASE II: Range having variable number of points in each range

In this case, multiple domain pools are created out of the random pattern taken for the reconstruction.
Using the extra information given in the fractal code pertaining to the range size to be chosen so that
domain segment is picked up from the appropriate domain pool. The rest of the steps are same as the
case for the reconstruction with fixed range size. Using above two methods, fractal codes of any give
pattern can be created and the same pattern could be decoded using any random pattern after

applying this reconstruction algorithm iteratively for few times.
1. Classification by using fractal codes in construction and reconstruction:

The above fractal encoding and decoding method has been used for classification of characters. The
assumption behind this classification is that if a sample of a class (say /a/) is encoded and fractal
codes are obtained. The following process of reconstruction if started in 2 ways i.e. firstly by applying
the reconstruction algorithm iteratively on a random pattern of any different class (anything other
than “A’) and secondly doing the same on any random pattern of the same class (i.e. “A’) then the
distortion between the initial pattern and the pattern obtained after first iteration of reconstruction is
relatively much more in the first case than in the second. The reason behind this is that reconstruction
process leads to convergence to the pattern whose code is used for reconstruction. And since the class
of the initial pattern in the second case and the fractal code is same, the distortion in the second case is

smaller than the first case.
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Fig 3. In the above image, reconstruction process is shown which starts from a random straight line
and finally converges to a pattern which is very close to the original pattern after 8 iterations. The
original pattern (in Fig 1) was encoded using different range sizes of 4, 8, 12, 16 and 20 with the
threshold angle of 30 degrees.

Character classification using fractal codes:
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Fig. 4. The above image shows the distortion created, when an iteration of reconstruction was
performed. This shows that the distortion is huge if the starting pattern (above left) is very different
from the original pattern, whose fractal codes are used for reconstruction (in this case Fig 1).

Fig. 5. The above image shows the distortion created, when an iteration of reconstruction was
performed. This shows that the distortion is much less if the starting pattern (above left) is not very
different from the original pattern, whose fractal codes are used for reconstruction (in this case Fig 1).

Classification Algorithm

In the present research, fractal codes of ‘N’ samples of entire 156 classes are computed and stored. To

classify a test sample, following steps are taken.

a) Aniteration of the reconstruction algorithm is applied on the test sample using the fractal
code of each sample of each class.

b) The distortion ‘D’ is calculated between the initial pattern and the pattern obtained after
one step of reconstruction. Thus the distortion matrix of size 156*N is obtained.

¢) The row number of the minimum value of the distortion is found from the distortion

matrix and assigned to the test sample.
Distortion evaluation:

The distortion between two patterns can be evaluated by finding the distance between them. The
distance between 2 patterns is measured by Nearest Neighbor (NN) method. The issue with NN is
that the matching is done point by point which increases the distance unusually and thus decreases

the classification accuracy (evident from the result table). This drawback in distance evaluation of NN
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is addressed by DTW pattern matching which is more intuitive. This intuitive matching takes place
because DTW matches similar subsections of the patterns thus producing a reasonable distance

between patterns. This method hence produces a remarkable increase in accuracy as shown Table 1.
Classification using the fractal codes as a features in the Nearest Neighbor (NN)

In this method, the fractal codes are used as features and fed into a NN classifier. An accuracy of

approximately 65% is obtained.
Classification using fractal dimension or features derived from the fractal codes

Fractal dimension is a unique identity of any pattern or object. However, because of the mere nature
of handwritten character recognition (i.e. large variation within every class), it fails completely to
classify any random sample. The features derived from the fractal codes like MMVA and DRCLM,
though successful in problems like face recognition and signature verification, fail in recognizing

handwritten characters.

Results
Table 1: Results show how the DTW comparison during reconstruction
impacts the recognition accuracy
No. of Training No. of Testing | Accuracy
Fixed Range Size DTW used?
samples samples (in %)
4 No 20 50 78.9
4 Yes 20 50 90.4

Table 2: Results show the efficacy of the Partitioning algorithm in improving the efficiency of the
recognition system (in terms of time) with marginal drop in accuracy. Variable range sizes used (4, 8,
16, 24 and 32). No. of training and testing samples used are 5 and 30, respectively, No. of classes used
is 156.

Threshold angle DTW used for Encoding time | Accuracy
(degree) distortion evaluation? | per sample (sec) (in %)
0 Yes 31 90.44
10 Yes 22 86.43
30 Yes 12 85.04
50 Yes 10 83.55
70 Yes 8 81.60
90 Yes 6 80.87
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handwriting recognition of Indian languages.
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Neuroscience inspired segmentation
of handwritten words
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The challenge of segmenting online handwritten Tamil words has hardly been investigated. In this
paper, we report a neuroscience-inspired, lexicon-free approach to segment Tamil words into its
constituent symbols (recognizable entities). Based on a simple dominant overlap criterion, the word is
grossly segmented into candidate symbols (stroke groups). However, this segmentation is not fully
reliable because of varying writing styles resulting in varying levels of overlap. Taking cues from
vertebrate visual perception, we utilize both feature based attention and feedback from the classifier to
detect possible wrong segmentations. This attention-feedback segmentation (AFS) strategy splits or
merges the stroke groups to correct the segmentation errors and forms valid symbols. This maiden
attempt on segmentation is tested on 10000 handwritten words collected from hundreds of writers.
The efficacy of AFS in segmentation and improving the recognition performance of the handwriting
system is amply demonstrated. Our results show a segmentation accuracy of over 99% at symbol

level.
Need for segmenting handwritten words

Since attempts to segment cursively handwritten English words have largely failed, researchers
working on Indic scripts too feel that it is not advisable to try to segment individual characters from
handwritten documents. However, we firmly believe that it is not only possible, but also something
that ought to be done, if one is interested in recognizing words such as proper names appearing in the
name and address fields of handwritten forms. Thus, this opens up the possibility of developing a
recognizer that can handle unrestricted vocabulary, including any unusual word of foreign origin,
such as names of people or places from other countries. Thus, we believe that our work is the first of
its kind in proposing an approach for handwriting recognition that does not limit the writer from

writing any text of any origin.
Motivation for Attention-Feedback Segmentation

Traditional pattern recognition [1, 3-5, 8, 10, 13-15] primarily follows a feedforward architecture,
whereas the same in mammalian brain involves complex feedback structures. Studies on visual
perception in primates demonstrate the effect of attention on the response of the visual neurons [2].
Feature based attention biases the neuronal responses as though the attended stimulus was presented
alone. Also, shifting spatial attention from outside to the inside of the receptive field increases the
neuronal responses. Motivated by these observations, we incorporate local feature based attention to
correct and improve segmentation [9]. Further, studies on visual pathways show extensive feedback
from the cortex to the lateral geniculate nucleus (LGN), which have both inhibitory and facilitatory
effects on the responses of LGN relay cells. In our work, we use feedback based on features as well as
from the classifier posterior probabilities to rectify any incorrect segmentation by regrouping the

strokes. Thus, we call our approach as “attention-feedback’ strategy for segmentation.
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Further, studies on scene perception by humans [6] indicate that visual processing follows a top-down
approach. The global cues characteristing the visual object, that appear within the visual span, are
perceived before the local features. The human perceptual system treats every scene as if it were in the
process of being focussed or zoomed in on, whereas initially, it is relatively less distinct. Moreover, the
human perceptual processor has the capability to select parts of the input stimulus that are worth to
be paid attention to. Motivated with these observations from the field of neuroscience, we present a
segmentation strategy that first works on the global feature of overlap to output candidate Tamil
stroke groups for the given input strokes. By analyzing local features characteristic to the given input
pattern, we reevaluate the segmentation and modify the segmentation when found necessary. The
localized features are derived by zooming on paying attention to specific parts of the online trace.
Essentially, we adopt a multi-pass system, wherein fine grained processing is guided by the prior

cursory (global) processing.
Data used for the study

The 155 distinct Tamil symbols (comprising 11 vowels, 23 base consonants, 23 pure consonants, 92 CV
combinations and 6 additional symbols) are presented in Appendix A. The publicly available corpus
of isolated Tamil symbols (IWFHR database) is used for learning various statistics about Tamil
symbols. The primary focus of this work is to address the challenges of segmentation. Towards this
purpose, Tamil words are collected using a custom application running on a tablet PC and saved
using a XML standard [7]. High school students from across 6 educational institutions in Tamil Nadu
contributed in building the word data-base of 100, 000 words, referred to as the ‘MILE Word
Database” in this work [12]. Out of these, 10,000 words are used for this study. The words have been
divided into 40 sets, each comprising 250 words. Owing to the comparable resolution of our input
device to that used in the INFHR dataset, statistical analysis performed on the symbols in the IWFHR
database are applicable to the Tamil symbols in the MILE word database.

Dominant Overlap Criterion Segmentation

An online word can be represented as a sequence of n strokes W = {sy, s, ..., sn}. In the case of multi-
stroke Tamil symbols, strokes of the same symbol may significantly overlap in the horizontal
direction. The word is first grossly segmented based on a bounding box overlap criterion, generating a
set of stroke groups. In this ‘Dominant Overlap Criterion Segmentation’ (DOCS), the heavily
overlapped strokes are merged. A stroke group is defined as a set of consecutive strokes merged by

the DOCS step, which is possibly a valid Tamil symbol.

For the k-th stroke group Sk under consideration, its successive stroke is taken and checked for
possible overlap. Significant overlap necessitates the successive stroke to be merged with the stroke
group Sk. Otherwise, the successive stroke is considered to begin a new stroke group Sk+1. The

algorithm proceeds till all the strokes of the word are exhausted.
Neuroscience-inspired segmentation

The stroke groups obtained from the above dominant overlap criterion segmentation are preprocessed

by smoothing, normalization and resampling into standard number of equi-arc length spaced points.
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The x and y coordinates of these processed stroke groups and their first and second derivatives are
used as features for recognition using a support vector machine (SVM) classifier that outputs class
labels and their posterior probabilities. Obviously, DOCS being simple, does not always result in
correct segmentation. Sometimes it results in over segmentation of a single multi-stroke character into
two stroke groups; other times, two distinct characters get combined into a single stroke group, due to

the way they are written.
Attention Features

Figure 1 shows the complete block schematic of the proposed segmentation scheme. An over-
segmented symbol is usually small and hence results in low aspect ratio as well as has very few
dominant points (points where the curvature is high). By paying attention to these features extracted
from the stroke groups output by DOCS block, one can suspect wrong segmentation. Further, the
symbols that result from over- or under-segmentation are classes that the classifier has not come
across. Thus, these symbols usually result in a low confidence level of the classifier. Thus, the
posterior probability of the classifier, when fed back to the input stages, can be used to invoke the
computation of the attention features. The feedback, together with the attention features suggest
possible resegmentation of the input strokes, resulting in new possible stroke groups. These modified
stroke groups based on merger or splitting of original stroke groups, are once again recognized by the
classifier after preprocessing and extraction of recognition features. An improved posterior probability
of the new stroke group confirms right segmentation. Thus, the refinement in segmentation is caused
based on memory, attention and feedback mechanisms prevalent in human perception. We call this as

“attention-feedback segmentation (AFS)”.
Commonly found segmentation issues

The two Tamil characters that ought to have a minimum of three strokes are the long /i/ (nedil) and
the aydam. Since in both of these cases, in general there is no overlap between the final dot and the

rest of the character, they always are over segmented into two or more stroke groups.

Pure consonants (mey ezhuthu), when they are written with the dot (pulli) beyond the base consonant,

result in over segmentation too.

Characters such as /ka/, /nga/ and /ra/, which start with an initial vertical segment, are written by
many with multiple strokes, with the first stroke being a simple down-going vertical line. These
characters have a potential to be over segmented, if the following part of the character does not clearly

overlap with the vertical line.

All CV combinations of /i/ and /I/ and the CV combinations of /u/ and /U/ with borrowed
consonants such as /ja/ and /sha/ also have a tendency to be over-segmented, if the vowel matra is

written with no horizontal overlap with the consonant.

Under segmentation occurs if the ending part (usually bottom extensions of /ta/ or /Ra/) of the
following character goes far left below the previous character, causing significant horizontal overlap
between them. At other times, people write two successive characters so closely, that there is

significant overlap between them.
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Naturally, in all the above cases, the simple segmentation (DOCS) is likely to result in wrong

segmentation leading to erroneous recognition results.
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Fig. 1. Block diagram of neuroscience inspired segmentation of
Tamil handwritten word [9].

Segmentation results on the MILE Tamil Word Database

The proposed techniques are tested on the subset of 10,000 words. However, to start with, we evaluate
the performance on a set of 250 words (denoted as DB1), that has a significant number of errors
resulting from the DOCS. Of the 103 errors, 89 (or 86%) correspond to the merging of valid symbols,
and the rest, to broken symbols. The AFS module aids in properly detecting and correcting 91 (or 90%)
of these errors. In addition, the methods proposed effectively merge 11 (or 78%) of the over-
segmented stroke groups to valid symbols. The improvement in character segmentation rate in turn
reduces the number of wrongly segmented words. It is observed that only 7 of the total 250 words
remain wrongly segmented after the AFS scheme, as against 67 words after the DOCS scheme. On
evaluating the performance across the database of 10000 words, we obtain a 86% reduction in

character segmentation errors.
Recognition results on the MILE Database

We report experimental results demonstrating the impact of the proposed AFS strategy on the
recognition of symbols in the MILE word database. Since a significant percentage of DOCS errors are
corrected by AFS, a drastic improvement of 16% (from 70.5 % to 87.1 %) in symbol recognition is
observed. In computing the symbol recognition rate, apart from the substitution errors, we take into
account the insertion and deletion errors, caused by over-segmentation and under-segmentation,
respectively. The edit distance is used for matching the recognized symbols with the ground truth

data. Moreover, 11.6 % of the words, (29 additional words) wrongly recognized after DOCS, have
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been corrected by the proposed technique. Across the 10000 words in the MILE Word database, an

improvement of 4% (from 83 to 87%) in symbol recognition rate has been obtained.
Conclusion

In this paper, we present a maiden attempt based on significant feedback from the classifier to the
input blocks such as feature extraction and segmentation, as well as the use of memory (prior
knowledge) to result in a very effective segmentation of online handwritten Tamil words. This
approach being general, can be extended to any other Dravidian script, as well as any other script
where cursive writing is not practiced. To our knowledge, there is no reported systematic research
work on segmenting the individual characters or recognizable standard symbols from online
handwritten words for any Indic language that does not have the shiro rekha (head line). Thus, we are
unable to compare the performance of our work with any other technique. However, the results are
promising and have also led to improved recognition of the handwritten words [16], thus confirming
the possibility of proper segmentation of online Tamil words. We intend to extend this work very

soon to online Kannada handwritten words.
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Abstract

While state of the art Cross-Language Information Retrieval (CLIR) systems are reasonably accurate
and largely robust, they typically make mistakes in handling proper or common nouns. Such terms
suffer from compounding of errors during the query translation phase, and during the document
retrieval phase. In this paper, we propose two techniques, specifically, transliteration generation and
mining, to effectively handle such query terms that may occur in their transliterated form in the target
corpus. Transliteration generation approach generates the possible transliteration equivalents for the
out of vocabulary (OOV) terms during the query translation phase. The mining approach mines
potential transliteration equivalents for the OOV terms, from the first-pass retrieval from the target
corpus, for a final retrieval. An implementation of such an integrated system achieved the peak
retrieval performance of a MAP of 0.5133 in the monolingual English-English task, and 0.4145 in the
Tamil-English task. The Tamil-English cross-language retrieval performance improved from 75% to
81% of the English-English monolingual retrieval performance, underscoring the effectiveness of the

integrated CLIR system in enhancing the performance of the CLIR system.
1. Introduction

With the exponential growth of non-English population in the Internet over the last two decades,
Cross-Language Information Retrieval (CLIR) has gained importance as a research discipline and as
an end-user technology. While the core CLIR system is fairly robust and accurate with sufficient
training data, it's handling of proper or common nouns (or, more generally, those query terms that
could occur in their transliterated form in the target corpus in cross language environments) is far
from desirable in most implementations. In essence, the name translations are not typically part of
translation lexicons used for query translations, and hence do not get translated properly in the target
language. Note that, from the CLIR point of view, any un-translated word is an out-of-vocabulary
word, which typically include words that are literally transliterated into local language words (such
as, computer, corporation, etc.), specifically in those countries where English is spoken as a second
language. This phenomenon is called as code-mixing. Such words are not available in the translation
lexicon, but are typically part of the local language corpora. Also, given that a name may be spelled
differently in the target corpus - particularly for those names that are not native to the target language
- the retrieval performance suffers further, as the errors in query translation and spelling variations

compound. Given that proper and common nouns form a significant portion of query terms, it is
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critical that such query terms are handled effectively in a CLIR system. This is precisely the research

theme that we explore in this paper.

Evaluation of Tamil-English cross-language information retrieval systems started first in the Forum
for Information Retrieval Evaluation (FIRE) [1], modeled after the highly successful CLEF [2] and
NTCIR [3] campaigns. In 2010, FIRE organized several ad hoc monolingual and cross-language
retrieval tracks, and we participated in the English monolingual and cross-language Hindi-English
and Tamil-English ad hoc retrieval tracks. This paper presents the details of our participation,
specifically, in the Tamil-English cross-language tasks and present the performance of our official

runs.
2. Cross-language Retrieval System

In this section, we outline the various components of our CLIR system integrated with the two

techniques for handling OOV words.

Our monolingual retrieval system is based on the well-known Language Modeling framework to
information retrieval. In this framework, the queries as well the documents are viewed as probability
distributions. The similarity of a query with a document is measured in terms of the likelihood of the
query under the document language model. We refer interested readers to [6, 7] for the retrieval
model and the details of this framework. In our CLIR model, the query in a source language is
translated into the target language - English - using a probabilistic translation lexicon, learnt from a
given parallel corpora of about 50,000 parallel sentences between English and Tamil. Such learnt
translation dictionary included ~107 K Tamil words and ~45 K English words. From this dictionary,
we used only top 4 translations for every source word, an empirically determined limit to avoid

generation of noisy terms in the query translations.

Like any cross-language system that makes use of a translation lexicon, we too faced the problem of
out of vocabulary (OOV) query terms. To handle these OOV terms, we used two different techniques,

(i) generation of transliteration equivalents, and (ii) mining of transliteration equivalents:

. In Transliteration Generation, the transliterations of the OOV terms in the target language are
generated using an automatic Machine Transliteration system, and used for augmenting the

query in the target language.

. In Transliteration Mining, the transliteration equivalents of the OOV terms are mined from the
top-retrieved documents from the first pass, which are subsequently used in the query for a

final retrieval [8].

2.4 Generating Transliterations

We adopted a conditional random fields based approach using purely orthographic features, as a
systematic comparison of the various transliteration systems in the NEWS-2009 workshop [9] showed
conclusively that orthography based discriminative models performed the best among all competing
systems and approaches. In addition, since the Indian languages share many characteristics among
them, such as distinct orthographic representation for different variations - aspirated or un-aspirated,
voiced or voiceless, etc. - of many consonants, we introduced a word origin detection module (trained

with about 3000 hand-classified training set) to identify specifically Indian origin names. All other
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names are transliterated through an engine that is trained on non-Indian origin names. Manual
verification showed that this method about 97% accurate. We used CRF++, an open source
implementation of CRF model, trained on about 15,000 parallel names between English and Tamil.
The transliteration engine was trained on a rich feature set (aligned characters in each direction within
a distance of 2 and source and target bigrams and trigrams) generated from this character-aligned
data.

2.5 Mining Transliteration Equivalents

The mining algorithm issues the translated query minus OOV terms to the target language
information retrieval system and mines transliterations of the OOV terms from the top results of the
first-pass retrieval. Hence, in the first pass, each query-result pair is viewed as a “comparable”
document pair, assuming that the retrieval brought in a reasonably good quality results set based on
the translated query without the OOV terms. The mining algorithm hypothesizes a match between an
OOV query term and a document term in the “comparable” document pair and employs a
transliteration similarity model to decide whether the document term is a transliteration of the query
term Transliterations mined in this manner are then used to retranslate the query and issued again, for
the final retrieval. The details of transliteration similarity model may be found in [6, 7], and the details

of our training are given in [8].
3. Experimental Setup & Results

In this section, we specify all the data used in our experiments, both that were released for the CLIR

experiments for FIRE task, and that used for training our CLIR system.
3.1 FIRE Data

The English document collection provided by FIRE was used in all our runs. The English document
collection consists of ~124,000 news articles from “The Telegraph India” from 2004-07. All the English
documents were stemmed. Totally 50 topics were provided in each of the languages, each topic
having a title (T), description (D) and narrative (N), successively expanding the scope of the query.
Table 1 shows a typical topic in Tamil, and the TDN components of the topic, for which relevant
English documents are to be retrieved from the aforementioned English news corpus. It should be
noted that FIRE has also released a set of 50 English (i.e., target language) topics, equivalent to each of

the source language topics..

Table 1. A Typical FIRE Topic in Tamil.

Type Topic

Title GLST HWIMFILILITOT]S 6L 6363 STSHTESa M6 LM (&S QGTL L.

Description | G&meum  WMMILD  WLIWN&EEHS GLST  SWMFHLUUTETTSHEEL 6T HTew,s
@upmamiLhlesNes Lenm (P& QST L.

Narration | G&meum LyMHMILD LOMEwNEEHS GL ST SWTFILILITENEEhHL 63T LNJL6L STSHT HTew,s
QuymamibleT WwampsHS QSTLIY uHMiL QFWLSHSESHET QHg 4 6U6SHSl6L

@QLbQueond.  &Smed Q@QuUImaMiiles MM  SWIMFLILITET]EE,L 6TTeoT
Qa6 QHed QL DELMS C&eneauueLsmev.
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Table 2. A Typical FIRE Topic in English.

Type Topic

Title Links between Gutkha manufacturers and the underworld.

Description | Links between the Goa and Manikchand Gutkha manufacturing companies and

Dawood Ibrahim.

Narration |A relevant document should contain information about the links between the

owners of the

Manikchand Gutkha and Goa Gutkha companies and Dawood Ibrahim, the

gangster. Information

about links between Dawood Ibrahim and other companies is not relevant.

3.2 Metrics & Performance Data

The standard measures for evaluating our tasks were used, specifically, Mean Average Precision
(MAP) and Precision at top-10 (P@10). As shown in Table 1, each of the 50 topics in Tamil has a title
(T), description (D) and narrative (N), successively expanding the scope of the query. We ran our
experiments taking progressively each of (title), (title and description), and (title, description and
narrative), calibrating the cross-language retrieval performance at each stage, to explore whether
expanding the query adds useful information for retrieval or just noise. Table 3 shows the notation

used in our description of various configurations to interpret the results presented in Tables 4 and 5.

Table 3. Notations used

T/TD/TDN Title/ Title and Description / Title, Description and Narration
M Transliteration Mining
Gp Transliteration Generation

Tables 4 and 5 show the results of our monolingual as well as cross-language official runs submitted
to FIRE 2010 shared task. The format of the run ids in the results table is ‘Source-Target-Data-
Technique’, where ‘Data’ indicates the data used for topic, and is one of {T, TD, TDN} and “Technique’
indicates the technique and from the set {M, Gp, Gr, M+Gp, M+Gr}. The ‘+’ refers to the combination
of more than one approach. The symbols double star (**) and single star (*) indicate statistically
significant differences with 95% and 90% confidence respectively according to the paired t-test over
the baseline. The best results achieved are highlighted in bold.

4.4 Monolingual English Retrieval

We submitted 3 official runs for the English monolingual track, as shown in the Table 4. For these

runs, the English topics provided by the FIRE 2010 organizers were used.
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Table 4. English Monolingual Retrieval Performance

Run MAP P@10
English-English-T 0.3653 0.344
English-English-TD 0.4571 0.406
English-English-TDN 0.5133 0.462

With the full topic (TDN), our system achieved a peak MAP score of 0.5133. Generally this

performance is thought to be the upper bound for cross-language performance, presented in Table 5.
4.6 Tamil-English Cross-Language Retrieval

We submitted totally 12 official Tamil-English cross-language runs, as shown in Table 5. As discussed
for the Hindi-English runs, the first run under each of the ‘T", “TD’ and "TDN’ sections in Table 5
present the results of the runs without handling the OOV terms, and hence provide a baseline for
measuring the incremental performance due to transliteration generation or mining, provided

subsequently.

Table 5. Tamil-English Cross-Language Retrieval Performance

Run MAP P@10
Tamil-English-T 0.2710 0.258
Tamil-English-T[Gp] 0.2891* 0.268
Tamil-English-T[M] 0.2815** 0.258
Tamil-English-T[M+Gp] 0.2816* 0.268
Tamil-English-TD 0.3439 0.346
Tamil-English-TD[Gp] 0.3548* 0.35
Tamil-English-TD[M] 0.3621** 0.346
Tamil-English-TD[M+Gp] 0.3617** 0.362
Tamil-English-TDN 0.3912 0.368
Tamil-English-TDN[Gp] 0.4068** 0.378
Tamil-English-TDN[M] 0.4145* 0.368
Tamil-English-TDN[M+Gp] 0.4139** 0.394

From the results presented in Table 5, we observe that the usage of all of the components of the topic,
namely T, D and N, produced the best retrieval performance. The basic Tamil-English cross-language

run ‘Tamil-English-TDN" (without transliteration generation or mining), achieved the MAP score
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0.3912, and our best cross-language run ‘Tamil-English-TDN[M]" with mining achieved a MAP score
of 0.4145. We observe, in general, similar trends in the other runs that use only the title, or title and
description sections of the topics. While the cross-language performance of Tamil-English achieves
~81% of our monolingual English retrieval performance, we observe that this is not as high as the

Hindi-English retrieval, perhaps due to the highly agglutinative nature of Tamil.

Given that the mining technique performed generally above the other techniques, we focus on

addition of mining to the base CLIR, for subsequent analysis in the following sections.
4.7 Mining OOV terms and its effect on CLIR performance

In this section, we analyze the volume of the OOV terms in FIRE topics, and to what extent they are
handled by our mining technique, which clearly emerged as the better technique for boosting the
retrieval performance. Also, we show the effect of handling the OOVs on the cross-language retrieval
performance, for both the Hindi-English and Tamil-English CLIR runs. Table 6 enumerates the
number of unique OOV terms in Tamil FIRE 2010 topics.

Table 6. OOV terms in Tamil-English CLIR.

Transliteratable Transliteratable % of Transliteratable

Topic Config. | OOV terms
OOV terms OOV terms handled OOV terms handled

T 24 13 5 38.46
D 58 29 15 51.72
TDN 129 47 24 51.06

As shown in the third line in Table 6 in the TDN configuration of the 50 Tamil topics of the FIRE2010
shared task, there were totally 129 unique OOV terms, out of which 47 were proper or common nouns,
handling of which may help improving the cross-language retrieval performance. Our mining
technique did find at least one transliteration equivalent for 24 of these OOV terms (that is, 51%). As
shown in Table 5, handling these OOV’s resulted in nearly 6% improvement in the MAP score over

the baseline where no OOV’s were handled.

Note that Tamil OOV’s pose specific challenges as outlined below: First, the transliteratable terms
mentioned in the third column of the Table 6 excludes some terms whose equivalents are multiword
expression in English; mining such multiword transliteration equivalents is beyond the scope of our
work and hence they were not handled. Second, 26 out of the 47 terms that are transliteratable were
inflected or agglutinated. While our mining algorithm could mine some of them, many of the terms
were missed at our parameter settings for mining. By relaxing the mining parameters settings we
could mine more such terms, but such relaxation introduced many more noisy terms, affecting the
overall retrieval performance. We believe that the use of a good stemmer for inflectional languages
like Tamil may help our mining algorithm and, compositionally, the cross-language retrieval

performance.
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4.8 Mining OOV terms and its effect on individual topic performance

In this section, we discuss effect of our approaches on individual topics of the FIRE 2010 shared task,
both for Hindi-English and Tamil-English tasks. Figure 1 shows the difference in the Average
Precision - topic-wise - between the baseline CLIR system and that integrated with our mining
technique. Individual figures provide the differences for each topic, in each of the three configurations
T, TD and TDN, for the Tamil-English tasks. We see that many more topics benefitted from the mining
technique; for example, in the Tamil-English language pair, in TDN configurations, 11 topics were
improved (with 3 of them with an improvement of > 0.2 in MAP score) whereas only 4 topics were
negatively impacted (all of them droppin < 0.2 in MAP score). Similar trends could be seen for all

configurations, in the Tamil-English tasks.

Fig. 1. Differences in Average Precision between the baseline and CLIR with mining

FIRE 2010 (Tamil-English) - T FIRE 2010 (Tamil-English) - TD FIRE 2010 (Tamil-English) - TDN

NNNNN

From Table 6, we note that the retrieval performance in Tamil-English test collection mining brings

maximum improvement of 6% over the baseline in TDN setup.
5. Conclusion

In this paper, we underscored the need for handling proper and common nouns for improving the
retrieval performance of cross-language information retrieval systems. We proposed and outlined two
techniques for handling out of vocabulary (OOV) words - using transliteration generation, and
transliteration equivalents mining - to enhance a state of the art baseline CLIR system. We presented
the performance of our system under various topic configurations, specifically for English
monolingual task and Tamil-English cross-language tasks, on the standard FIRE 2010 dataset. We
show that the performance of our baseline CLIR system is improved significantly by each of the two
techniques for handling OOV terms, but consistently more so by the mining technique. Significantly,
we also show empirically that the performance of the CLIR system enhanced with transliteration
mining is close to that of monolingual performance, validating our techniques for handling OOV

terms in the cross-language retrieval.
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Introduction

Tamil is an important language to learn different cultures of Tamilnadu and India. Teaching of Tamil
is difficult to the teachers of Tamil due to the more letters in Tamil and learning Tamil grammar is
difficult to the learners of primary and upper primary schools due to ineffective methods of teaching.
Grammar is indispensable for learning any language. Maximum teaching methods of grammar is
adopting formal grammar. Less concentration is transacted in the class room of the Tamil language in
functional grammar. Conventional methods of teaching of functional grammar are ineffective and it
lead the learners towards aversion in learning grammar. Negations have unique place in
communicative competency. Conventional methods discourage the students to learn negation
effectively at school level. Students are able to use it inappropriately. This study investigates the

effectiveness of learning package of Negations in Tamil among the learners of standard VI.
Need of the study

Conventional methods are unable to create the appropriate learning atmosphere for scoring more
marks in Tamil grammar of the mother tongue of the learners and also for the learners of the second
language as Tamil. Traditional methods did not help the learners to learn Negations in Tamil. It was a
challenging task to the learners of standard VI. An innovative Learning package can be encouraged
the young learners to learn more negations in limited time. Hence the researcher endeavoured to

prepare a learning package for acquiring more negations in Tamil for the young learners.
Objectives
The researcher has framed the following objectives of the study:

1. To find out the problems of conventional methods in learning Negations in Tamil at

Government school.

2. To find out the problems of conventional methods in learning Negations in Tamil at Aided

school.

3. To find out the significant difference in achievement mean score between the pre test of

control group and the post test of control group in Government school.

4. To find out the significant difference in achievement mean score between the pre test of

control group and the post test of control group in Aided school.

5. To find out the significant difference in achievement mean score between the  pre test of

Experimental group and the post test of Experimental group in Government school.

165



6. To find out the significant difference in achievement mean score between the pre test of

Experimental group and the post test of Experimental group in Aided school.

7. To find out the impact of innovative Learning package in Negations of Tamil at standard VI

in Government school and Aided school.
Hypotheses
The research has framed the following hypotheses

1. Students of standard VI have problems of conventional methods in learning Negations in

Tamil at Government school.

2. Students of standard VI have problems of conventional methods in learning Negations in
Tamil at Aided school.

3. There is no significant difference in achievement mean score between the pre test of control

group and the post test of control group in Government school.

4. There is no significant difference in achievement mean score between the pre test of control

group and the post test of control group in Aided school.

5. There is no significant difference in achievement mean score between the pre test of

Experimental group and the post test of Experimental group in Government school.

6. There is no significant difference in achievement mean score between the  pre test of

Experimental group and the post test of Experimental group in Aided school.

7. To find out the impact of innovative Learning package in Negations of Tamil at standard VI

in Government school and Aided school.
Method of study
Methodology: Equivalent group Experimental method was adopted in the study.
Sample selected for the study

Sixty pupils of studying in standard VI from Government Higher Secondary school,
Kalveeranpalayam, Coimbatore and another Sixty pupils of studying in standard VI from
Maruthamalai Devasdanam Subramanian swamy Higher secondary school, Vadavalli ,Coimbatore
were selected as sample for the study. Sixty students were considered as Controlled group and

another Sixty were considered as Experimental group.

Instrumentation

Researcher’s self-made achievement test was used as a tool for the study.
Reliability of the tool

Test- retest method was used for the study .The co-efficient correlation was found 0.85 in the tool

through test-retest method.
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Validity of the tool

Content validity was established for the test through expert suggestions. Hence reliability and validity
were properly established for the study.

Statistical Technique
Percentage, mean, SD and t test were adopted in the study for analyzing the tabulated data.
Procedures of the study:

Phase 1: Assessing the problems of the students in acquiring competency in learning Tamil

Negations for both schools of Govt and Aided in existing methods through administering pretest.
Phase 2 Pre-production stage..
Phase 3: Production stage.
Phase 4: Preparation of package
Phase 5: Execution of activities through using the learning package
Phase 6: Administrating pretest and post test to the control group and tabulated the scores.
Phase7: Administrating pre test and post test to the Experimental group and tabulated the scores.
Phase 8: Finding the effectiveness of the Package for Negation.

Data collection:

The researcher administered a diagnostic test to identify the problems of the students in learning

Tamil with permission of Principals of the schools. Pretest ~Treatment-Posttest was used in the study.
Hypothesis testing
Hypothesis 1&2

1. Students of standard VI have problems of conventional methods in learning Negations in

Tamil at Government school.

2. Students of standard VI have problems of conventional methods in learning Negations in
Tamil at Aided school.

In the pre-test, students of Govt schools and Aided schools score 19%, 28% marks respectively in
acquiring Negation in Tamil through conventional method and the Experimental group students
score 49 %, 56% marks respectively..It shows the problems of acquisition of Negation in Tamil

through conventional methods among the students.
Hypothesis 3:

There is no significant difference in achievement mean score between the pre test of control group and

the post test of control group in Government school.
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Stages N Mean S.D. df t- value Result

Pretest control 30 10.63 3.03 L
group insignificant

58 0.08

Post test control
group group

30 10.78 3.21

The calculated t value is (0.08) less than table value (1.96). Hence null hypothesis is accepted at 0.05
levels. Hence there is no significant difference between the pre test of control group and post test of

control group in achievement mean scores of the teachers in learning Tamil Negations in Govt school.
Hypothesis 4:

There is no significant difference in achievement mean score between the pre test of control group and

the post test of control group in Private school.

Stages N Mean S.D. df t- value Result

P 1 30 10.53 3.23
retest control group insignificant

58 0.29
Post test control group

group

30 10.28 3.28

The calculated t value is (1.85) less than table value (1.96). Hence null hypothesis is accepted at 0.05
levels. Hence there is no significant difference between the pre test of control group and post test of
control group in achievement mean scores of the teachers in learning Tamil Negations in private

school.
Hypothesis 5:

There is no significant difference in achievement mean score between the pre test of Experimental

group and the post test of Experimental group in Government school.

Stages N Mean S.D. df t- value Result

Pre test
Experimenta | 30 10.62 3.23
1 group significant
58 7.14

Post test
Experimenta | 30 16.56 3.21

1 group
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Achievement mean scores between pre test of Experimental and posttest of Experimental group.

The calculated t value is (7.14) greater than table value (1.96). Hence null hypothesis is rejected at 0.05
levels. Hence there is significant difference between the pretest of experimental group and post test of

experimental group in achievement mean scores of the students in learning Negation in Tamil.
Hypothesis 6:

There is no significant difference in achievement mean score between the pre test of Experimental

group and the post test of Experimental group in Aided school.

Stages N Mean S.D. df t- value Level of significance

Pretest
Experimenta 30 13.70 3.30

1 group P>0.05
58 7.08

Post test
Experimenta 30 19.65 3.20

1 group

Achievement mean scores between pretest of experimental group and posttest of Experimental
group.

The calculated’t’ value is (7.08) greater than table value (1.96). Hence null hypothesis is rejected at 0.05
levels. Hence there is significant difference in achievement mean score between the pre test of

Experimental group and post test experimental group in achievement mean scores of the students in

Tamil Negation.
Hypothesis 7.
Learning package is more effective than conventional learning in learning Negation in Tamil

The above two tables prove and confirm the Learning Package is more effective than traditional
approaches in developing Negation in Tamil.. Mean scores in pre-test of Experimental group is
(10.62 and13.70) greater than the mean score of post test of Experimental group by using Learning
Package in acquiring Negation in Tamil (16.56 and 19.65).

Findings:

1.  Students of standard VI have problems of conventional methods in learning Negations in

Tamil at Government school.

2. Students of standard VI have problems of conventional methods in learning Negations in
Tamil at Aided school..
3. There is no significant difference in achievement mean score between the pre test of control

group and the post test of control group in Government school.
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4 There is no significant difference in achievement mean score between the pre test of control

group and the post test of control group in Aided school.

5. There is significant difference in achievement mean score between the pre test of

Experimental group and the post test of Experimental group in Government school.

6. There is significant difference in achievement mean score between the pre test of

Experimental group and the post test of Experimental group in Aided school.

7. Learning package in Negations of Tamil is more effective than conventional methods in

learning Tamil Negation at standard VI in Government school and Aided school.
Educational Implications:
1. Learning package can be prepared for other subjects also.
2. It can be encouraged to implement to use in adult education
3. It may be implemented in Higher education
Conclusion

The study reveals that the students have problems in learning Negation in Tamil by using traditional
approaches. Learning Package is more effective in Learning Tamil Negation. Hence it will be more

supportive to promote the learners in learning Tamil.
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Abstract

This paper presents a novel preprocessing methodology in factorized Statistical Machine Translation
system from English to Tamil language. SMT system considers the translation problem as a machine
learning problem. Statistical machine translation system for morphologically rich languages is a
challenging task. Moreover it is very complex for the different word order language pair. So a simple
SMT alone would not give good result for English to Tamil, which differs in morphological structure
and word order. A simple SMT system performs only at the lexical level mapping. Because of the
highly rich morphological structure of Tamil language, a simple lexical mapping alone will suffer a
lacuna in collecting all the morphological and syntactic information from the English language. The
proposed SMT system is based on factored translation models. The factored SMT uses machine
learning techniques to automatically learn translation patterns from factored corpora. Using the
learned model FSMT predicts the output factors for the given input factors. Using the Tamil

morphological generator the factored output is synthesized.
Introduction

Statistical approach to machine translation learns translation patterns directly from training sentences
and generalized them to handle new sentences. When translating from simple morphological
language to the rich morphological language, the SMT baseline system will not generate the word
forms that are not present in the training corpora. For training the SMT system, both monolingual and
bilingual sentence-aligned parallel corpora of significant size are essential. The corpus size decides the
accuracy of machine translation. The limited availability of parallel corpora for Tamil language and
high inflectional variation increases a data sparseness problem for phrase-based SMT. To reduce the
data sparseness, the words are split into lemma and their inflected forms based on their part of
speech. Factored translation models [Koehn and Hoang, 2007] allow the integration of the linguistic
information into a phrase-based translation model. These linguistical features are treated as separate

tokens during the factored training process.
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P(T|E) = P(T) P(E[T) / P(E)
T" = argmax P(T) P(E|T)
T

SMT works on the above equation. Where T represents Tamil language and E represents English
language. We have to find the best Tamil translation sentence (T") using P(T) and P(E | T), Where P(T)
is given by the Language model and P(E | T) is given by the translation model.

Factored SMT for Tamil

Tamil language is morphologically rich language with free word order of SOV pattern. English
language is morphologically simple with the word order of SVO pattern. The baseline SMT would not
perform well for the languages with different word order and disparate morphological structure. For
resolving this, we go for factored SMT system (F-SMT). A factored model, which is a subtype of SMT
[Koehn and Hoang, 2007], will allow multiple levels of representation of the word from the most
specific level to more general levels of analysis such as lemma, part-of-speech and morphological

features. A preprocessing module is externally attached to the SMT system for Factored SMT.

The preprocessing module for source language includes three stages, which are reordering,
factorization and compounding. In reordering stage the source language sentence is syntactically
reordered according to the Tamil language syntax using reordering rules. After reordering, the
English words are factored into lemma and other morphological features. A compounding process for
English language is then followed, in which the various function words are removed from the
reordered sentence and attached as a morphological factor to the corresponding content word. This
reduces the length of English sentence. Now the representation of the source syntax is closely related
to the target language syntax. This decreases the complexity in alignment, which is also a key problem

in SMT from English to Tamil language.

Parallel corpora and monolingual corpora are used to train the statistical translation models. Parallel
corpora contains factored English sentences (using Stanford parser) along with its factored Tamil
translated sentences (using Tamil POS Tagger [V Dhanalakshmi et.al, 2009] and Morphological

analyzer [M Anand kumar et.al,2009]. Factorized monolingual corpus is used in the Language model.

The parsed source language is reordered according to the target language structure using the syntax
based reordering system. A compounding process for English language is then followed, in which the
various function words are removed from the reordered sentence and attached as a morphological
factor to the corresponding content word. This reduces the length of English sentence. Now the
representation of the source syntax is closely related to the target language syntax. This decreases the

complexity in alignment, which is also a key problem in SMT from English to Tamil language.

The factored SMT system’s output is post processed, where the Tamil Morphological generator is
pipelined to generate the target sentence. Figure.1 shows the architecture of the prototype factored

SMT system from English to Tamil.
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Fiqure.1 Architecture of the prototype factored SMT system from English to Tamil

Morphological models for Tamil language

Morphological models for target language Tamil are used in preprocessing as well as post processing
stage. In preprocessing, Tamil POS tagger and Morphological analyzer are used to factorize the Tamil
parallel corpus and monolingual corpus. Morphological generator is used in the post processing stage

to generate the Tamil words from Factored SMT output.
Tamil POS tagger

Parts of speech (POS) tagging means labeling grammatical classes i.e. assigning parts of speech tags to
each and every word of the given input sentence. POS tagging for Tamil is done using SVM based
machine learning tool [V Dhanalakshmi et.al, 2009], which make the task simple and efficient. The
SVM Tool[] is used for training the tagged sentences and tagging the untagged sentences. In this

method, one requires Part of speech tagged corpus to create a trained model.
Tamil Morphological Analyzer

The Tamil morphological analyzer is based on sequence labeling and training by kernel methods. It
captures the non-linear relationships and various morphological features of natural language in a
better and simpler way. In this machine learning approach two training models are created for
morphological analyzer. These two models are represented as Model-I and Model-II. First model is
trained using the sequence of input characters and their corresponding output labels. This trained

model-I is used for finding the morpheme boundaries [M Anand kumar et.al, 2009].

Second model is trained using sequence of morphemes and their grammatical categories. This trained
Model-II is used for assigning grammatical classes to each morpheme. The SVMTool is used for
training the data. Generally SVMTool is developed for POS tagging but here this tool is used in

morphological analysis.
Tamil Morphological Generator

The developed morphological generator receives an input in the form of lemma+word_class+Morpho-

lexical Information, where lemma specifies the lemma of the word-form to be generated, word_class
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specifies the grammatical category (POS category) and Morpho-lexical Information specifies the type
of inflection. The morphological generator system needs to handle three major things; first one is the
lemma part, then the word class and finally the morpho lexical information. By the way the generator

is implemented makes it distinct from other morphological generator[M Anand kumar et.al,2010].

The input which is in Unicode format is first Romanized and then the paradigm number is identified
by end characters. For sake of easy computation we are using romanized form. A Perl program has
been written for identifying paradigm number, which is referred as column index. The morpho-lexical
information of the required word class is given by the user as input. From the morpho-lexicon
information list the index number of the corresponding input is identified, this is referred as row
index. A verb and noun suffix tables are used in this system. Using the word class specified by the
user the system uses the corresponding suffix table. In this two-dimensional suffix table rows are

morpho-lexical information index and columns are paradigm numbers.
Conclusion

In this paper, we have presented a morphology based Factored SMT for English to Tamil language.
The morphology based Factored SMT improves the performance of translation system for
morphologically rich language and also it drastically reduces the training corpus size. So this model is
suitable for languages which have less parallel corpus. Tamil morphological models are used to create
a factorized parallel corpus. Source language reordering module captures structural difference
between source and target language and reorder it accordingly. Compounding module converts the
source language structure to fit into the target language structure. Initial results obtained from the

Factored SMT are encouraging.
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Abstract

This paper presents the Shallow Parser for Tamil using machine learning approach. Tamil Shallow
Parser is an important module in Machine Translation from Tamil to any other language. It is also a
key component in all NLP applications. It is used to understand natural language by machine and also
useful for second language learners. The Tamil Shallow Parser was developed using the new and state
of the art machine learning approach. The POS Tagger, Chunker, Morphological Analyzer and
Dependency Parser were built for implementing the Tamil Shallow Parser. The above modules gives
an encouraging result.

Introduction

Partial or Shallow Parsing is the task of recovering a limited amount of syntactic information from a
natural language sentence. A full parser often provides more information than needed and sometimes
it may also give less information. For example, in Information Retrieval, it may be enough to find
simple NPs (Noun Phrases) and VPs (Verb Phrases). In Information Extraction, Summary Generation,
and Question Answering System, information about special syntactico-semantic relations such as
subject, object, location, time, etc, are needed than elaborate configurational syntactic analyses. In full
parsing, grammar and search strategies are used to assign a complete syntactic structure to sentences.
The main problem here is to select the most possible syntactic analysis to be obtained from thousands
of possible analyses a typical parser with a sophisticated grammar may return. This complexity of the

task makes machine learning an attractive option in comparison to the handcrafted rules.
Methodology

Machine learning approach is applied here to develop the shallow parser for Tamil. Part of speech
tagger for Tamil has been generated using Support Vector Machine approach [Dhanalakshmi V e.tal.,
2009]. A novel approach using machine learning has been built for developing morphological analyzer
for Tamil [Anand kumar M e.tal, 2009]. Tamil Chunker has been developed using CRF++ tool
[Dhanalakshmi V e.tal., 2009]. And finally, Tamil Dependency parser, which is used to find syntactico-
semantic relations such as subject, object, location, time, etc, is built using MALT Parser
[Dhanalakshmi V e.tal., 2011].
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General Framework and Modules

*  The general block diagram for Tamil Shallow parser is given in Figure 1.
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Figure.1. General Framework for Tamil Shallow Parser

. Tamil Part-of-Speech Tagger [Dhanalakshmi V e.tal., 2009]: The Part of Speech (POS) tagging is
the process of labeling a part of speech or other lexical class marker (noun, verb, adjective, etc.)
to each and every word in a sentence. POS tagger was developed for Tamil language using
SVMTool [Jes'us Gimenez and Llu"is M arquez, 2004].

. Tamil Morphological Analyzer [Anand Kumar M e.tal.,, 2009]: Morphological Analysis is the
process of breaking down morphologically complex words into their constituent morphemes. It
is the primary step for word formation analysis of any language. Morphological Analyzer was

developed using a novel machine learning approach and was implemented using SVMTool.

. Tamil Chunker [Dhanalakshmi V e.tal., 2009]: Chunks are normally taken to be non recursive

correlated group of words. Chunker divides a sentence into its major-non-overlapping phrases
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(noun phrase, verb phrase, etc.) and attaches a label to each chunk. Chunker for Tamil language
was developed using CRF++ Tool[Sha F and Pereira F, 2003].

. Tamil Dependency Parser for Relation finding [Dhanalakshmi V e.tal., 2011]: Given the POS
tag, Morphological information and chunks in a sentence, this decides which relations they
have with the main verb (subject, object, location, etc.). Dependency parser was developed for

Tamil language using Malt Parser tool [Joakim Nivre and Johan Hall, 2005].
Dependency Parsing using Malt Parser

MALT Parser Tool is used for dependency parsing, which uses supervised machine learning
algorithm. Using this tool dependency relations and position of the head are obtained for Tamil
sentence. There are 10 tuples used in the training data that can be user define. For Tamil dependency
parsing, the following features are defined and others are set as NULL and are mentioned as “_" in the

training data format.
WordID: Position of each word in the input sentence.
Words: Each word in the input sentence.
CPos Tag and Pos Tag: Defines the Parts Of Speech of each word.
Head: The position of the parent of each word.
Lemma: The lemma of the word.
Morph Features The Morphological features of the word.
Chunk The chunk information of the word.
Dependency Relation: The terminology given for each parent - child relation.
Sample Training Data
1 gjsusir _ <PRP> <PRP> 8 <N.SUB> _ _
2 pprewL_semer _ <NN> <NN> 3 <D.OBJ> _ _
3 surmd _ <VNAV> <VNAV>4 <ATT> _ _
4 gewwg g _ <VNAV> <VNAV> 6 <VNAV.MOD>_
5 g1 1960 _ <NN> <NN> 6 <NST.MOD> _ _
6 Gurl_® _ <VNAV> <VNAV> 8 <V.COMP> _ _
7 o ewd@ _ <PRP> <PRP> 8 <.OBJ> _ _
8 Qasr@sdlermresr _ <VF> <VF> 0 <ROOT> _ _
9.<DOT> <DOT> 8 <SYM> _ _

For Tamil language, a corpus of three thousand sentences is annotated with dependency relations and
labels using the customized tag set (Table.1). The corpus is trained using the MALT Parser tool which

generates a model. Using this model the new input sentences are tested.
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S.No Tags Description S.No Tags Description
1 ROOT Head word 5 NST-MOD Spatial Time
Modifier
2 N-SUB Subject 6 SYM Symbols
3 D-OBJ Direct Object 7 X Others
4 I-OB]J Indirect Object

Table.1 Shallow Dependency Tagset
Application of Shallow Parser

Shallow parsers were used in Verbmobil project [Wahlster W, 2000], to add robustness to a large
speech-to-speech translation system. Shallow parsers are also typically used to reduce the search space
for full-blown, “deep' parsers [Collins, 1999]. Yet another application of shallow parsing is question-
answering on the World Wide Web, where there is a need to efficiently process large quantities of ill-
formed documents [Buchholz and Daelemans, 2001] and more generally, all text mining applications,

e.g. in biology [Sekimizu et al., 1998].

The developed Tamil Shallow Parser can be used to develop the following systems for Tamil

language.

* Information extraction and retrieval system for Tamil.

* Simple Tamil Machine Translation system.

*  Tamil Grammar checker.

*  Automatic Tamil Sentence Structure Analyzer.

* Language based educational exercises for Tamil language learners.
Conclusion

Shallow Parsing has proved to be a useful technology for written and spoken language domains. Full
parsing is expensive, and is not very robust. Partial parsing has proved to be much faster and more
robust. Dependency parser is better suited than phrase structure parser for languages with free or
flexible word order like Tamil. Fully functional Shallow Parser for Tamil gives reliable results. The
Shallow Parser system developed for Tamil is an important tool for Machine Translation between

Tamil and other languages.
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Lyl

senflesflulley H0lpGlorfluilesr LiwsTuT® Cu®HEwsireng. HlpGIwmifluilest eueriddldh@Hd %Hewilevtlullesr
ukisefliy sellidswiywrs gearpralall L g Gy oy ileyd smallwrsds seuflaflepws LweTLBHSS]
aumED Blewsvullsy FOPGILTHS Hreysewsnr HSHE RT PUYBIHEDLO6YL 6T &DMIbSTEeuettTiq U|sTeTg.
Ssreug sHewils urinewiullsy CQumrfluilsy o srer GrPlulluiey Fmmisewerds SHewflerfld@ HM
auensuiled wrHMssHrEeusrigujsrongl. @)dbsmaw aufpennosenerd CBETHLILESH senflesf]l Glomyluiliisy
TOTLISTGLD. Gomyf) CFwsvLI(BHeuglsd 2 drer spupmbi@penmullsst CGTEHLILSTET (B)sVdbdBemTD. (B)dHemd
PuBGwen meTer, CasTflonil L susrigfseafllarTe)d Clwryfl o VSLWTESF  @LpedlesTTayLd
FAewg b wrmiul’ HIb euEHEngl. Qwrfleow @dbsmasw FAsngaysaflledBmhg L 6L (Hdba Goryluilwsv

FnMIBEVET (PEODWITHE SHMI, LIWeTLGHGSEeuetvrigwr s L muwitb eyHuL_(Herergi.

CumT@sr wwdasd SOPETIL LweTUTL 196) 2 (HouTsHGHEleTn BleweoliuTBsenarud ,g%ewtlevtlouLf]
gitey CFwwwCurg gpu®@Sn CurPuenwliiyd Hessmerud ,unewnd SalliliLgDhasTer
auflypemmosemeryd, Gurfluilis) gmib suswasliuT B Cpplwpednsemearujb B SHbIm nIUSTS @)
SL_(HewT emSMF.

@unensClwriflwmiie); senfleflGCwrfluilwie; Clrflselsriflsvmi Liib:

SOpEwTluiler @Quisvsensns Gsafleurs BlbgICsTeTer spedlwssfluey, 2 (Huesiled, GsrMuied
wHmyb Curesstenouilwisd Gumsitm Grlullwied mley @)esTmlwien owiTgesr.

wesfls  cpsweremwt Cumsityy sSewfleflswwuid QupensCwry] Pleweurs GupewsuGs ,Crifls
QarLisemerts Yhhg6ETsTereyid, 2 (heurdhsayld, CFiuemeuds@gh PuHACW Guihens Gmluwmiiey
(Natural Language Processing). @)ssemaw @umpsns6lwrifluriieney Gnelsmsirer o heurdasliu®aEm
auflpeomsepd  WDLUBSSVICL Semflet] Guruilwesy (Computational Linguistics). sewflesf]
Curluilwedlsir gewewrCGuir® OGuriflsdds Caeweuwimrer wWeTeram LTS Hmallsenar o (Hourdds
2 soyib HIL LG Qurflsesrflsomi b (Language Technology). @smeu cpsiTmibgmeir Sifllp GlLoesr
CUIT(HeTHeMET 2_(HeuTdhGeusDE CHolGTaTeTILBHISID Lig (1pewD suaTiEF LT Ligwtlassir.

senflasllsa 0l euaridd] sTeirug HL01psH CsrLTaHemert) yfbgGarsrareyd (Understanding), oeunenm
2 meurssay (Generate) Ggswaunwrer SUPQWTY DPleweuds HewllefleE eflliLugnDETS BITLD
CuphosTsrerGousisriqw Usnllsemerd @GOlGESDSG. HU01DS5 Sreysewend gwHewflesfl  LiflbgI6lg%smeirEmnLD
ausmsulled OCarOriusneg Owrfluilwsd eailslaepd CarTiurhseEbd glenewryflElsTnesr. b evuilef]
Qurfluilis Casriur@hssmensblarenr(® Gwrlullsstr gemwlienu, @)VdbseThemebdh & euwilesflsCshhm
suswauilsy mlredlsentas )Programs(, Wesresram @)evssemrors wrHMlé QsTHSSG), SLOPGTIUieT
Caemeuemw FBlewpeyCFiiiw Geussor@b. @susurm  HOPGOTHIUT HewIOLIeHL  §3(LPBISEW LDEYL 63T,
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allglserras  wromdGurg SBPELTHUilST  FHETEL 6TIpddh  updhaled LLGuM  (pewMEB6T
vweTuhSsLLBeugTer GFrpaemerts Liflas@nGurgib(Parsing) suflewaliu@agbCurgin (Sorting)
usvGeumy  Curfls vweTuT BHF FHESOB6T  eTHlTmeT. @)SFemaw QT LweTLTL HF

Aossevsaflsv gpeTmigTer QuTmsT wwdasb(Word Sense Ambiguity).

slflev Fhgl ewmypslmsa (Sandhi Checker), o @ueflwey uglumiiell (Morphological Parser),
Qsrflwey wuglumirefl (Syntactic Parser), ewmrall (Indexing)(QemsvsvenLey, OGsrLTevL 6y,
QurmerewL_ey), sSreflwmd GCuds yMleursir (Automatic Speech Recognizer-ASR), @uipglr
Eumrfleuwitiy (Machine Translation) g&lw Qurlwrite GweaTQuUITHsT &malssmar 2 (HoursE
BV @G Hemaswt GILIT(HET WWdHSLD @)L WnTe SewLdlearmer. Geuhennd Ffl6Funw, QLT her wdhsF

QFTVVST T MW 2 (h6uTdBGeuaiTiy Wk Hjsudlwiid.
CuT 6T WSS - ailerdasLd

‘Word Sense Ambiguity’ srssreniid <, midlevd QFred gllflsd GgaflalsiTenio, @GLILID, &[HdbEIOWESHLD,
Cumrpsirowdasd, @) HOuTmeTUBBemsv, Cgefleupm  Blewsv  eteors LLCeum — Blewsvaserlsd
CurmeTesTereriiLI(hEloTD .  sTesllenid,  sewllefGwrfluilwiedlsy  GumT@hsiT  wGSHD  eT6TEM
®SWTETLILIHSSTDGI. B)SHeWEHW GILIT(HST LOWISHHBIHMETH Henareusngd %ewflssflGomrfluluiedlsy “Word
Sense Disambiguation YWSD(” stestmy g mysuir.

@M OBTLIT 6T SewioliLiley GeuaflsCasTHnSS D 2 dr@sTHmIHHleid CleusuGoumi QuITHETHHSIDSGI -
@)dswEw Glurmerenw wrpur® gnubBeausnH@Giu Ffov CFrThHEEpd Fo GBmasEHL @B,
Cpraasliu@Elermer. sl wrLilevdssardgdled pHelFTed &Dlds L GUTmsT, L GuTHsT GHUSS
PHOIFTE 6165TD eUMSBLILIT(HID BTETLILI(BHSIDGI. BT Blewsvullsd sph ClFTEVISHEGHLI LIV GlLIT (6T
@)HEHHOTLD .y eTTev, @)euDMled (Hbg GLIT(H6T WL 6TeTLIG! LTMILIL L gi.

CuT 6T WSS THUDBEUSDSETET Blew6eVLILIT(H56IT

SOPEI TS HTeysmser 2 svsarrallu CUTgGwrifluller geTemigssmerd 6o TenTiy HLLCHT®H FLod6l%eTs
Flov  sesflhpemenosHemerd GETaTy (HEHBBTMET. MUPSSIPHS FnMISEHLD LSSTHBHISEHLD L LD
HTVBIGTEVLONS [Bl&IDHEICS Tt (Herarssr. Frdhl, GHmlev, eul L myid CUTeiTDemey FTihg UL EHbHEHLD,
BIODFTTHS UPHGHEHD CuUia, sTWHGl sTeTeId BlewevliurBseEpd HPELTHS FHreismerd
senflesflullest ssHySSmenis@E aTHTrHEUTY QPEeLLULBSGSHIMUSDGHL GuTgaldlsemear o (Hourdsd,
USMH GLD (B)VL_ULMIBETTSE B|6eWLOSI6ITD6IT.

QFrhaseflett  (FevssenT eueSLILTL L BT [iawenwwrer @evdssemr ofley (Grammatical
Knowledge) wpmid 2 svdlwed gnjlailesr (Pragmatic Knowledge) gismssrGuir@® oml#l8mmrid. <y ewmsd
SunHewM %6wstlentd&Hd BDMISSHeuglev LVCeumy Griflwienioli|F FdbH60E6T 6T(LYSTDEIT. HjeuDEDDF
FflEFugH@ 2 Huestlwed, CsrLflwsd LGLliuriiayssT gienenryflHeaTmer. s GHTL M6V spedTmIS @
Guhul L. eWWLILEET STewriuL_eOTD. sTeugk GOIULL L Casrimfe @)L belumib CFrhssr

BBISEH S &6 CleusuGaumi suswauiley @)emenrwievmid. SLIGLITE CUIT(hsT WSS sTHLBSIDSI.

Y uElVGSHl0  edlolwidg (Transliterate) erpgbGurgr  wWeopUL@BSSOLL L sedldb@Gpliiy
TWSGIGEHmeTL LweTUbSHCeuaisrhb. Qpermsd &Hmled, Glblgsd, 6v,p,6m, m,5 CUITSTD 6TYHEIHSE6T
Caupiur@seflardlls  vweaTUBSSLILBUST CUTHT GWLLWLD Heupewn 2 Fafd@EnCurg)
Qzafllallevevrs @GLBleweWD STeRTLLBBDGI. THSSHISGSHTL L Th, LTL LD sTedTml 6T(pglauengLt ‘padam’

6T6T M) 6T(PHTT6V LIL LD 6T6TMY LilgLILIGMH @G eumiitiil(hbalmg). stesr@eu wdseflesr GLiwim, earitiGLw,
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wseuf], Curmstaseaflesr Guwi Gursrpeupewms Heuprs 2 FflEHEln Blewew gHUBEDGL. eTerC6,
@ouhenn @I BIGULPeOM G ©l et (heuyEeussdr(hLb.

Cumrmst Coumur igmHE Coummientd 2 (HLSEHLD, Fbdl LTHDEIGEHLD, 6V,0,6m, M5 Ceumiim®BsenLo
&S ukisTHDIETD6ET. CLogIh FTfleww s, @) 145560 CGUTSTHENeUU|LD FIeweRTEF i1 6oTm 6vT.
UTL sVsemerll Lilgdh@Gurg stefllsmwwrsts Liflbgi6lsrerarGsusnr(Ho wsirenid Chrddls) GlFrhaemeart
UAbugsTed 2 enrpewL 6T IbCUTg CUT@eT wwBiGaug GCsfwmrwsy GlFrhasenearts LlflliLigmreib
CumrmsT wwWBIGHDG .Curmst wwdsd ghuLTseurn LNfEECeuaT(HID 6TETLINGS  HeuaTdhd 6D
Qs mrererGeusnrig wig Sjeufuwid .QuUTHET 2 _ewT(Hd FPT GHWMBS B)d STVSHBV LITL 6V&H6af6) 6TeLEVTF
CErmasemerwid LIMNs8s stpgised Geustr(hid, ereflswioliLi(hGsCeuassTHb, FramTrentls GuEFdHeuLpddlev
@) (H55CeusmT(HID 6T60TLIGI CUITEHTD HetTewiogser HewL LilgbsliLdlermer .Cogih, sTpdgibenL_uilsy
whHpeursefllhhg — shisemer  CoumiLBH)SSCeuswTRIL  eTOTLSDEHTHNLD  @)SHMBW  BleweD
[OCGEEE LD

1. eflFClFThHEHeTTe THLIBRSM GCLIT(HETLOWIEH S LD

fev geoflg CFrhasst QBT THeflsy LweTLBSGSIDCLTSE @)MmCaum CUTHETHMeNS SHhg BIHEl6TD6DT.
SPlD seflss FHev GFrhHosemers OCsTLTseflsd LweTUBHSHODCUTSH Heweu CHTHMIHHV speiTm)
Gureveyb Gumrmefled B)HSsumi Blewsvsaflaid &renriiLIBESTDGI. sp(h CBTL M6 Couemsv sTedTm ClFT6L
STeRTlILBBEDGI. 981 Cauewevenwis’ GBIGESHADST? vevgl ‘Cousd eTeTaID YW SEHMBH GDIGSDST?
sTSTD  WWESD THUGSDG. CTLi plwould YsHG YOGS VNG IYBDE YT IJYDHD
QFreveme eweushCsH, @bHd OClFTey RwHdhsTer GHUESIDG sTedim VWS DG Bresr Geuensv
UTBIS Gevredr.
[youswr - youi + g2 youewrs Gl [aumL - aumpL b, Sewevswis auupL ],

[Bremsv - sreb + g9 srewsvGlmupsy], (LTSS - SSTUUTSHTLD, FewiowsDLITEBTL]
[<>2v - >mu(River) srevsr(Number)], [ersvorevor - srevsrsvorso(Thinking) srevsrsvor(Counting)]

Cuh@Pss Fev CFTHaHEHL T @)TerLrid CeunHmieny 2 (HL UHSHIGTOTSHT H6V6VGI &6vlFolFTeVSTesTT
staorm  GULuGw @bl CUTpTLWsSSSDGTW  STrewrwr@Gd. @dbsmasw  Guriudlerp]
Caumiu@SaIusDHGF fev @)L misaflsd ‘@6t Frflepw LwWsTLBSSLILGH DS

HTH)+ 22 = HTNS => HIH) T BT + 22 = HrBlewet.

HTH) + 2 = srewr => &1 + L(B)er) + 20 = HrL WL, L 19 6M6IT.

2. Qs TLremwiiy Blensvuiled sTHLIGS M GLIT (BT LwdESLD

@ Oasri ewwliley ervevrF GFrhasepd Fflwrear GUTHemerCuw FHHHZIBSTHTYID Heweu
QuUTHETESTaTERLD  WPewpuiled WWdSD ahHUbBSloTmeT. ‘wpL L ror Ggeflar wewsal —eTeTaRILD
QBTLM6D (PLLT6T 6TeTLG GHLIeNE@GL CUITe»L Wrds auHAEDST VUG H|6u6dT LOM6sTald @ LI
CQuuwrenLwrs uBHS ST eTeiTalnp Glud gHuBdnsg. @)sSsmaw Blawevullsy Ceaupmiew 2 Hy
WemDMHE UHEUSTID (WL LT6T eTdTUSDEG I OSS, SThLsTall QI B TIPSTSSTID @)dHFHemabuw
Gl sHUBSDGI. B)sewest HemLoliLl Qurer wwdsib(Structural Ambiguity) eresray Gomyluiluisd
SWlepiser  ammieui. Ggrifleit ympleweoullepid  SsBlewevullepd  wrmiuL Twed  @Glinblers)
O BHHSTVID Sjemeu 6T(HGGIHEBTETEBLD LpewMUileVId @Lped H(Hd Gluimmenaid Geumi(hdlesTment.
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3. QFrmasenerts UNGgd Ceiggid ersgiFlearm Bleweoullsy sHuBSD CumTmer

LOWI&SLD

SLOPl0  CouTdFelFrsvepiLer LVGeum’ L L’ (Hiser (@ ewemralsiimerr. jsusurm () swenruoGuLTg)
SuPHIEGaTCarGuw @i @ewwry  alldl 2 (meurslerngl. @susurny GFTHHEBHLT Pl (HBewear
@ swewtds@Curg QFrhaemerts Uifggb CFrggih sTpSHIH D supdaid &reTiiL(hElTDG).

sl Qurflullwsy ailglliug seflss plorm CurmearsrTs gmamaismearssr (Auxiliary Verb),
LU (hser (Affixes) llgewen ol Bsar (Clitic) Gumrsrpeaupenmis LNNGE TWRSEInL TEHI 6TEOTLIEDS
ifmieugl GUT 6T LWEHSSSNH G WPoHEWE &TTeRTLOMELD.

Qurgieurs sm GFrvensvls LIfs8srT CxisGsm sTpsIDCUTEHI Fmmoubhs SHSBlT g LlienL Cu
wrmiSlerm Bleoew THUBFEDSGI. THSSISHT LTS, SjeusyiL Ser steirm CFigg erwpdlerrsd with him
sTedTmy QUTHSTLBID. Sjsusit 2 1 Geur stetrmy LM sTepslesrmev he at once stesrmy QLT ETLIBILD. sTeTG6u
llads HeueTsCsTH @)L wdlbg CuT@meTwwssd gnpuL rsaurny CxisCsr LNfgGsm sTpsGeuetsr(hib.
LVE®VESYED, TPl LD Curern Hlev smeFCFrhasswerwd LIfdH 6TWSHISN onL T
@#Gurey  Qurlt  vwesTuTL (B allFlsewer WedPWITSL  LWSTUBHSSlOTTY & ewstlent]euLf)
Cuomflwimiieyds@id GlLmmer wwids Ol eurTliLgmh@Ld LIues S (HLb.

*  gIeHenTENEHEIT 6T
all@(supgial®, Cumiail®), Ly ssial®), sraislal®). u@(uTBHu®, CaugameaTiiu®h, emFliL®).
B\ (uTTSH515061% Ty, LGdHHH0ETETIY®). BOCFISHB, sTiig®h), uTTsSHD). Qarar®
(QaMbgICsTesT(H), LUTTSEIS6\sTeTY W) Camsrer (LTTdgIds6%msTar, GUddh6sTsirer, WlbHsI
Qs msirer). afll®, el Lgl(urisgal’ ®, Cufaill @B, urisgall’ L g, Curiial’ L g). u’ @,
vl gi(opPlwuiul @, eflardgsiul®, Fmplul L g, GCsidssiiulL g). Geauew@ (UTidHs

Gousssr(hid, ClFsLLVBeuswT(HLD, 6T HBouaT(HID). 2 siremgi(Cls flwsupbgisTarg), urL_ Ll (HsTarg).

Qameir, 2 ewr, b, CuT(®), euwm, Hm, 2 6r @HCUTEHTD WMDLUKZIGGHHD CuHuL L FGiewenTalenerdsst
TWSs upsHld GCuds eupsdleid sTevTliL@SsTner. @ 6Tl speiTmidE Guhul L

169 T 6D 6ITH EIHLD (&) 66T Bl 6 (HLD.
Ijsuiser L Sgall HF ClFsrmeri.  euiser Lgsg ol (& GFsTmeTi.
Mg stpdliwgred @euallm GsTLTaHEndbdlemL_Guw Glur@msr Caumiur® GClgefleurss G fAlng.

*  iflgemer
BITEHT - WS HH T, |6UEHT HT6IT, L1GLITEHISHT6IT, B{b6vTT6VHT6IT.
% UerGerrl
£1p, Guoev - siewmuileTH 1, HeMeVCLo6v. euifl - Hewflevtlourfl, yHeiTouLf.
el - sjsuswerail, CGudwengailL_.
%+ allewer aflggl
Gurg - CererearGurgl, UTTSSCUTSI. LIy - 9 FeiTLLg, ClFTsTeTLIL.
*  QurgiBleney

HEHIT - | B 6ITH . HTEVID - (3)6WL_dEHT6VLD, FBISSHTEVLD.
ouy - QFsiTmI6uT, BL_HGI6UT.
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2_(puesflwg)id CUIT(HeTLOWIdhasLpLd

(5 OFTeL @i 2 (KL ClBTeTL_HTHEGeuT VUG HSHE CPHUL L 2 (HL6THETTEEeur @) [HdaeVmLD.
uvGaum 2 (HUGTHETTE) 2 (heurest GFTHHeard sewflefleuflt LGLlumie GFiisug ‘o @Lssflwisd
u@Lliumiiey’ sTeTUSTGLD. @sHaTs 2 Huelwe uglurialsear (Morphological Parsers) 2 peurdsii
Ul HeumEledimer. @sueurm 2 (Heurdh@GnEUTE GuTmeTwwdsss GFrhaaflsr FAbsssT ChToHsd

BEEHHTEH 2_6TET6UT.

Quipslr Qurfeuwitiise (Machine Translation) senflesflQwrflulwsd allgwurer &) @HHlensv
2 muestwev (Two Level Morphology) erssrm Qurflgssrenw@Gmlsg prmieui. @ Gsriiflsd
g plemsv (Deep Structure), ypmplewev (Surface Structure) oy&lw @ rewr@id SrewrliL@®d. @)eumhHmisr
ypplswevuilsd sThgalls wrmur@®d shHuBsudlsVensy. DerTsd, GILIT®HsT WwdhsHF CFTHEHST 6uHELTE
9B Blewevuilsy Gl eHLBSMSI.

SOl srewriiLB 6T Tsafllsy CouTdblFrhaer seflsgid all@dlsGarHmid SrenTiiL(haleTmest.
SeoflGs CFTHHMeTd: SHTL_Pleush @ I BTTHEmarts LweTUBESSeTD. wHmeuHenm 2 sraf B GlFiig)
YUIeyFiICs LGSHSPw (prgujd. CeurFClFrHEHemeT D L (HHewerujd Ligdhgl, CUIThsT Louidd sty
suewasLILI(hSglusM @ 2 (HLevwed LGLumiiey Seudlwnrdng.

Qumifluflwisd suewasILTL_ 1960 CLITHETLOWISSLD

Qurfuilwed  ogriuenLuiled Gurmst DwHsSMS, elweflwed (Phonology), e muesflwev
(Morphology), @asrLflwev (Syntax), Gerheur@meamsnwouilwsy (Semantics), smssTLev (Discourse)
YW Blemsvsaflsy susmaLiLi(HdgHe0mid.

pdwetlwe (Fbd)) Blewsvuilev, Covewer Glruigmer, ' Casmevd GlFuisTssr eTaTLMDIID (PSHVTEUS
Gouswev Liswllewpwd GPISSIDG, B)rewrLreug Gouswe smallewws GHSESDG!. o HuesTwe Blensoullsy,
‘Breir 55 afpGpeir stetm GsTLIleL 55 eTeTn LW TS GVISEDST VLG allewerTeniids
GUGSMST sTeTULD GiiLD gHu®BSmgl. CSTLAwed Blewevulev, ‘preir @GrmwCsrmE Fsnsewuis
urigGgeir stetim GsTL ML @) revsr(h) suenSWTHL QUTHEATCETaTaTeVTLD. BTN F)TTenIh FewHewiLi
uris8smrid eredTmId BredT Frrwenid Fewsuld CFipblhdb@GHLEUTE UTTECHedT eTedTMID GLIT(HSIT
u@GSngI. QFrHEUTEHeTm Blewevuiley, ‘LFswrs sruiws, ‘LFewsts Glumridl, LFews 2 1 ) SyHw
Qs rLisefey LFems sTedTn ClFTEL cpsiTm Coumiil L ClUTHsTHeWenTd GHDISH BHSIMGI. cpsiTaileL 6TH LI
CUTHemeT 6T(HSHGIH0HT6ToUG 6TETLSHI BT I HSHS CFTLeWVLI CUTMISSHI. HHBSTL 6D Blswevullsy,
JHUED CurmsT LWSSGHMBH BewfleslldhEd SNMUSSTPIGWTSH. HeuDemD 2 V&lweD Blailsr
(Pragmatic Knowledge) suruileoraGeu o ety (pigujib.

Cupenss CUTHST LWEHEEBISMETS STdgHeDaEsbsdnigl Plewen - aufl(pewMEBEN6T 6TeleuTm
Hewtlevtld @ eflliugl GMlSs1, LGsum Blewsvasaflsd oy rmuitielLmlesTment.

QuT 6T WSSSHMBS SalliiLghHE@&lw CuTgeurer Fev aulflpenmassir

sewtlestloufls Sulipd CsTLTsemer yutey CFLwbCurgd HubBSD CUTHsT LWSHSmS BoHEL
CQurmeners Ggefleurass yflbgCarareugnh@ o moluredwesflisd wrHmmiIser giewewryiflalsrmer.
CUT 6T WWSHSHSWS B)evEHenT eusmasliLmrl iger suruileoTsGou Gsafleyu®Bss Wigujb. Cuwi, allener
SliuewLulled o Heurgld GFrmhaserrs o (hohuefwsd, 6Ty uGluriiassneards 6ldresr(h

9|13 FCFTeV, afl BB H6r Y BlweuhHewDLI LGSSHISSTeT @)eunennd FMGIFIW (LpLgujid.
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‘ysuer GlpUisTeT pmrer erestm QBTL MV, Sjeusht G BliepWESSTET(CBUITSTET) allhmTesT sTedTm)
Goupmiewio wewmBHSHIBlOTHI CUITHETSHAMST? HVVGI Sjeusit Giewileww CbiigTest (GBII+d+d+ ) 607)
Up@ allbpresr eteorm QUTBeTURSIDST? 6TedTn Mwib THLBSEDEHI. @)FHmEWw Blewsvuled Gl mL_iluiev
guiailer oyiq ienL_ullGvCw GgafleyGlLim (pig ujb.

I3 FOFTVVTE THLBSD CUTHETLWSHESMG oG SlBemerd6ETeanr(® GgeaflayCuUmeoTid. al@Sl%EemTsL
gnu®BED CuUTHsT LWSSHBDE RFClFTLmVEGETEIT(H Clgafley6lLmeVTid. THSHIGHTL L T,
‘L gsrer  etetip  QFTeVedled Lilg eTeiTLG GUwrTs euHLLEUTEI LIGSTET sTeTMmID  eailenerwirs
uHLLCUTG LIgSSHTeIT 6TTMID 6uHLD 6TTLIGMET OigFGlFTey surullevrsls QuDpyHng. o6
steorend ell&S ‘yeuerme) prsir eupGgerr eresrenid GsrLiflsv CQuuwiBE@GL U6 subssrsd Geummienio
afl@d) starmItd ,‘eubSTev Brest suHSBsusir’ sTesTenId GHTLMed afleweards @l L@ eubSSHTeL )6V 6T6ITLIGI
Blubgener all &gl sTeTmID LIdGdHgH STl Bl wplySngl.
‘B eterm Geme @) HCeumy QuTEeTsHSlSTHT . SuDewD @)L LIGUTHeT g liLienL uil GG
CrigCasr MN5CsT sTrpswprwd. il genslithasrsayn, suswslLBSSHIISHETHD, GLIT([HT
Qsafllallharseyd sThysTtefl ) GG siwgioug s LTwwrdng. @)aGureasrn LGy Quryll
vweturl (h GpPlEst SUP6IwTY @evssarmisaflaid GwrPullue alflsafllaid srewrdsdlanLd
SHleiTmevr.
BlenmeUTS
QuUITmST LWSSHBDBTET WL LILEDL &  STTEThIGET, CUTHsT wdsd  eHuBeusm @i
BlewevliLTHEemar epsTmrasll LGdgId Grfluilis) susnasliuri iqe)h S@&bs 6THEHSHIHS TL (h%6ETHL_65T
rrutiClupmesr. Gueiid, CQuUITHer wWEEGWSS saillitiusn@Giu Gurgeurer Fsv suflpewmssr,
senflesfloufls slpmiley GFwwbCurg gpuBFn HAssVEEHD YrruliGluHmeT. m OlGTLemT
&I Curg Guwi, eilewer, gwewrallener Gurern SliuewL CoumiuThsemer Db
vwetuhsglerred  uVGeum  CuwrPll LweTuTl HF  Hbsevaser  FHCFLWLILIRL.  jewesTeuhLd
@Crailgwrer Gurfll LwesTuT HH6lsTsTenSHeWLT LiweTLHSSHIsussereuf) ,&evvflevtloufl Gomiflwimiiiey
QFisugn@ eTaflemwwirs @) HE@GWw. @HCuTearn LLCaum Grlweniliyd JnpsHemer WPeODLILBSS
Geuemrigwr &1L mwih eyHuUL_(BiTeng) sTedTLINS @)d S Hewr &l 1gEaTL HH DI
CaibeSHEHSILIL L SHIeHTHTDLIL 19 Uie)

1. yewereui & .9 55F5wedlbis ,S0pEWTY Sjewoliflwed ,6\winuliLeT Slpriieusid ,fgmburib.

2. LrsLi QurpGsr, (2006), @)ésrevs s Bevdsenrd, Lw6lumifls Geuafluf® ,ClFsTenesr.

3. erib.67. misaomest, (2007), Sy livienL_g SLp B)eVsHnTID, SjewLwirerid &l ms .

4. Gurr. serElgl 9. sawssrev, (2008), sl Gevdssemr @uweser, Blu, 6lFepsr

Ysamajei.

5. weweweuir QF. eweu. sFewrepsd, (2004), CQsrevsridlwg CFTLAw, o V&SSP TITILFHA
BlmyeuestiD.

6. ewarsui o). STCLTSTET, glewenTallenaTssr , ) ie]dh L (HenT .

7. 5101 @ewewrwib 2010, wrpr B HL_(HewrsHer.
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sewflesflufley Grmioedr sumleuigeu pedlGLIWITLILY

(pewereui @)rrar GlFsvevLILIGHT

Currdflwi (gpiiey)
UTTSSTFIT LIVHVHSPELD, SHl(HFFSTriiLisTer]

Grmrwesr sufleuigeuts Guwiiliy eredTLg Crmwer TS ISHmerL LweTUBGSS S 2 engHemer
e0lWIST eu1g SHl6V 6T(LPGIUS] By &LD. HyeueurTm 6TWHILCLITG SLOUD TIPS SHIHSHEHSBTET HILisu 696015611
HewL&HTHSEUTHI HemsHEwrer wHemmrm eedlwenerls LweaTLBSGS) TpSIuSTGD. SLOp Comilullsy
@)dswa&w WPwnHdF ylwsevsy. HL0lflsL HlewL & @ pHev ClomflOlLwitil) Brsv Ll L esTri ewg eTedTLIT.
SBEHTOD FaVB(HBL UTL VBeWerd SOV pedlCLiTdgieTorssri. HLOlL @leVsvTs spedlaearTest
ow,0¢, @, an, wf YSwaunewn @6LwiTdgsTenCUTg Hlrbhs 6TSSHIbHMTL LiweTLRSSl 60T .
SLOLPlD @)V6VTS 6UTESE 6T(LPHSHIHHENET 6T(LPS 6TEBT(LPEHM LTRSS LILIL (HeTord).

uflggryrestmu swrgrdssrid eflerrarw 1 &136145 s rid!
sS4 iwenibevgr2usrrigsrw ewibudeurid uGs3 wGls3 !

Grmrwesr suflougeusBley SOUPLI LIgnIeULEMET 6TUGHILD UPSHBID LIOTTEID LISTOlesT(HhiI%TeVIOT S
esWTarliLil (h) uHeUSTEHLD. Y hiSlVSSCv S Hewr eTwgIb HUlpMlehiser sulpsF Apliyls Guwi
semerujld (L GLwf, 2ariiCuwi pgHevTerensu) CFTHEHsweTW|D CrmioesT 6TSHD 6T ISlITD6OTIT.
SPH&ECs o M prafsl uswurl HF QFrhHasemearud edllClLwTdg sTIPHIFSTDHOTT. SHevall
Blemevullsd HLllewip oy BiISlevibsuLfld HMHa all(HoLGeuri e sug alled sLilewip sTpHld SHMeTT. HLOLD
suflauigeuid CsMwTgeuisEnhs@dd S0 sHUESa D Crrwsr suflougbengl LOHLD LwsTUBSS6oTi.
S|UTHEHST (phalwiors, efywripssileut, Gurls HCwrenrds @Gl eord. Qurdluiluiey o mlepiser
Grmrwesr suflouigeudbensd Wlsayld HyHlswrsts LweasTUBHSHSSTDETT. spedldFFTeTmisemerd spedlwiest
FTTMISDETW LD STL LY OCFThHEHmerd sFrermisertsds &riLeyd Lp Curfld GCerhesCert(h
UL QS ST Leyd eters LIsVGaum Blewsvsearley Grmiest sumleuigsudemwsLlt LIwTLRSSHISITD 6T .
SuisEhst GO 555 Cuerrl L eurserms, Frevwey Jrevd, &Teo(holeusd HHCurenrds
@olndlLsvrh. sllpriialGe oy feuwenLw Geusflpri Lsumn Up slrrail Qumlwrymiddwmreri
&epd Fblewyp Crmrwesr sTPsFld st LweaTURSSeri. Sl Ulp prhsefley @)rewr®), cpsTm
SIVVGI BT6ITE LTDLDTHEBEE e GHlpGwp)] surphg eu@HLD BlewsVw|id 2 6T6rg|. 6uiEsr b
STLEWTHwTd Holewy beir@ LwesTURSS @uevTHauTserTs 2 sreneri. CuFs Csfhs earaine
SUTHEHSHEG TWSCeur LEsECeaur Lwlhd HenL LiLFevewsy. B|dF@Ledle euTIPLd [6UTHET BHLOK)
urrbufl USFHL  UTLOSDETULD  LUDSmeTUD S  eTWSGISHemTeVTY  Grmiest
TS H1EHSHMTEVCW WlSleTmerti. sTaarGou SjeunmEmdh@ Grmwesr eufleigsu spedl Quwiiiiy Wgseyld
CaemeuliL(hElpg). srearmrs, Gwrfaflwev Cagsrerrilfssr wsedlw BrHsefllsd suflurl B
uTL Vsemer  Grmiet eTpdgibsaflsy TSl LweTUBSSIEleTmeri. Gusweprl(h @)bslwailuisv
Suieuren et Grriedt eTdbEHIBaNeD 6TpHIUBD Yieud ST 1 UBBETT. HHSHTOD HHEHTEVSH
senflesfld@  (psiTedr 2 6iTer  &TeVD. euPpewmsd Sriiubss GCeuswrHd stedim CHTHBUPLLD Heur
saflewL_Guw 1888 s6flGvCBw afleurdléasiiul L sres HmlSEmmib.

Grrwesr  sTWdHIsHmarts LwesTLUBOSSS Slrral  Cwrflssmer erPgID WD TDSSTLY (M
BromTeRTyHE WertmbCs uweaTuBSSULL L gl Gatenpiwids Senflefl  wasdhdleid Grmest
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suflauigeutb Wlasey ChemeuliL@D peirmi. LY @vddlwmbisenarts uryplwud CF b CBTHelsy LisvHLD
QPweTml  eumHESTDSTT. ST LTH, HMISGH LI SUlp Qesdlwunisemer Grrer suigeull
CQuuirdieyd  FmSmgl. ewevlrfl it sTHSrsd H6wlss @Crrilu  prpsefasrer
SUTHEHHL_ UL BTVBBIGHEHLD UGS H1b HIL L igwensy, GHuqliuTids@Gd  suFsluyLedr
@)_(pereresr. Digital Dictionaries of South India etssrm gemgdlev L Q] OHTTH BT 2 siramest.
@euppilsv ClFrmHasenerd CoHL CrmioeT sT(pdgIdHEHD LwsTLBHSSILBGE STmer. SOV sTpgIUSD G
BBl LuYsHLllveTs SUlisEpd WHMID wwBICETOsmeart LHPlw  CgeaflallsVeVrseuisepd
Grirwest sufleulgsugbeng s LwsTLBGSHE TmeTi. @)esurmresr CoHLeVIdb @ eusFdlwimras L6lemiis o) e0ds]
augeumbiser SeupmlinsTer Aplinyds Golufbseflardll LweaTu@SSLLESSTDeT. SHenflaflulGev Llipd
S L Fg CEFiwl tulphF @)eVeOTHeuiE6T $BISH6T &(HHHIBHmT GIrioeT suigeuGslsD 6THl 6uDe»MI:
sewtleotlulledBbg1 S T SGIbsHafled GLmiSlesrpesri. sHewllest] sulfl yFfAD@GL LwsTUBSDGI. CH®H
CQurdlsafly  slpF GlFTevswevd CoHBUMITEERSGHD YHTTHHaND GFTeVewsVS Hhg ClLT 6T
CahusuiasEnd @ Crrwer sufleugaud @Cr £rrss 3)(hdbas Couaisr(heug @)eTHwenOWITHS!.

Grrwesr sTWSHISHH6aTL TS JoupewmS S sTSGIGsailsd ClUmIFHL sTedTn  Blewsvullsh Lisw
CleTwhiser $HEUTEH 2 (Heurssliul Hererer. @)$lev Ll LM 2 ewrulled SlHSsmBsT ClFIW
Cousnir(ROIeiTMTeY YmIKleL 2 wrdh@Gd OlFstimy Fmdbs OCeusr@. SHCUTH Hm sTedTn  6p(H
CeTowTeTgl (3)(F Slewrsensr 2 _(Heurddl Gwed FHemruilsd g BIFlevwd Hipd Flewruilsd S 6THS
aulfl eu@Gdgerergl. WHEMTEH GlweTwd YsHailsrT steTLL. @)bsmeHw Crmesr euigeu 2 sraf(H
CoeiTLOBIGERST ] eTedTLIGID  GUIULL $555 speitmy. @)Slev  H0lp  sTWSFHIbHewer  GymLosdT
TSI HH6T0 GLMID suFd 2 srengl. Hesflor gewpuileri @)senesr BlBLOTHL LWL (DG EIH ST 6T
Universal Digital Library eresrugley mrsvseflesr  Guwiiasst  Grmwest  sTupSgidbsHefled Sl
TIPS SIS SHETEID S (heTement.

Grmrwesr suigsutt QUi Woeorpsedlsd FH L b suGds Blmieuerid sweoligil it SHrmIETev
TOTUSTGHLD. WpSSlwwmesr SOlpmiiey BlmisusTmsst wevead emevlirfl ot sriislyedlesr sufleulgeu
yopeowCuw ehmit LweTuBGsler. Seupmist WhHBlwwrs yFAweallwe Blmieusrapd Crmregm
WPS®SWT SLOPTIIeY BTeVSWPLD GDIILNL ddbd .

o 1926-36 saflsv GFsreneartl LIVEHMVEHLPHSST Geustlull i’ L gblipts Cursyrdl LlGerssr
603 Qg aubenG LIl TS GlETenTL sufleugeudbensls LweTUBSHwgl. GlaTGsvrssr
LIVEmVESYESS6T @)l whHmid sllpritey Blpisustd @)bHs sufleugsensCuw ThHm FBi%h
@levEElwd pHeVTET LIPBISTD @evdElwnisener edl6lLwidhgierergl. sHaier, LEHEDTH

S L ib gy aslwensu spedlullemeniraemani’s LiwisdTLI(hG 155607 M 60T.

* ITRANS- g midlevs APlw erpdgidbsameruyd fev Apliys GOluTHEmearud LwsTLGSS6r .
@bsd Sl b 1912-G)ev 7CBetTHAD BLbH FewHCSH WSS THl6r LGTTTL (hd &HLpd LOMBTL Ly 65T
uflbgienrenwr L 1q uig].

« ISO 15919 @hslw Qurlsenssrer Crrwer GOUTL® Wewpedwd ShaieTergl. H%HEeu
Lesreri Gosd S GPluf(hsemers sallidb@d wenmulled LssuTL 1960 GHOIUTHGEmET [e»LDd|
LTDDI (PODDUS SHSSI-

*  usiterT_ () 660 QBB BIHeTEHG pewmuileitd Crmivet spellGlLIWITLIL&H6T BewL_6LImledTm6vr.
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o OuerdeGaussiliur LVEHMOVEHPELD, WHIWTdH F LD, CHTVET LIDBMOVBHLPSELD, IndileD
Blpisusstd  swrflgs  gmdled  @ewrigd  igrmeitevsdll L Crager Sy dlwesreyd  Grmioedr
suifleulg ugbFlsL HLOD @)eVEHHWIBISET, HETTHE6T (PHVTETEUNEMM 2 (hHoUTH S 61 (15565TM 69T

@susurm  sewllesfls LweTuTL 1960 Grmwest  sufleugeud LweSTLURSSLILBL  Bleweouilsd, Grmioedr
suflauigeu edlGLwILiley LsvsuswEwTer CoumLT(hEer HTenTliL(BeUsDSd &TeRTeVTLD. §60ELIWITLIL
wpewpulled @ Fieww @vewsv GCr sTwPdHH LVCuM auemsHuld GLWTESSLILIGUNSS & TevwT
YyEng. upswpn RLHOWTSSLTE  YrTiHSTY  SeuhPlnHlewL_Cw  Fev  euigeumisaflsd
@meowlurGh  Avsupslsd Coumiur@G o steneng HPlu  WHDG. G)sHETer (LpHSluiwmeT
STTNTBISOTTS @)(HLiLiswsy suHLOrm. SLfleieTer eTWHgISHHeNe) Flev Grmwedt sTHEHI LpewMUilsd
@svemsv. 2 ulCrsgssmarts CUIMISS suswyuilsd ymbiFlevd GPled GlBlysd Yslw  @)rer(h
TIPS G155 EHdHGHC (1 auigeuSmBGBuw LweTLI(HGSISTD6T. 68T, 60T, b, JpBlweuNenn CeumyLi(HdgILb
suemasuilgnid, &, 1p, o YSlweunpewnm CeumuBSHID suswasullepib, 7,m YSweunewnm GoumLIBSHEHID
U SHUNILD H6sfGH6ufl 6T(LPSHEHIBH6T (B)6Vem6V. BI, € YW 6T(PSSHIHBEHSG G Hevtl sufleuigeuid (G)svemev.
sTearGeu Bloupewm Crmivedr eTdFled @GMWlGsL Lw 2 ddlaemer pedlOLILITLILITOTT 6T 6% W T68dTL 6vTH .
WPB50I8ev  Frafley sTUPFlweuTHeT VLG S L dFx OFiigeuiser Hbs ChréssslCoCw  @)hs
Coumiur@sewer Hoh@Gh suswsulled GPuFHsewerds enswTeITL i, BlVID CrmieT el audbensds
wswrenth  edlCuwigss efrwrwyefleuir enswranr  wewmEHeher Hev LlarCearmyrsd eT(hbIdh
Qamrsirariiul L e, v rHMLD GlubHmest; Fev yFHw GBuFBH6T 2 (HouTdhSLILL L 6vT.
@Dl6L 2_uNGly (L g1 56T
o gple 2 ullisefled Qu@EbLTaDd Coumur® @)svensv. aiu e o @besnm GLsVE, HTLH 666D
QsrLmil e Y MlepiTsearTaid LwsTURSSLIUL L (pewm. efrwrwefleui weom ISO (1) 1591
wpmib  KOELN-gy6v  vwetu@ssiiu g  google Indic  QufQuepsensud
AeirarCeudamsu b CFrsgHLI LweTURSS WG

off | &me0 | Gum | @&. | U [ISO | ISO |PennU | TL | L | Madu | KOE | google | IT
wme | (Qeu U Qur | Gom | (1) ) ty C rai LN | Indic | RA
cofleury 6L 1B 1591 NS
9
1] A a a a a A a a a a a A a/Aa a
a I i i i i I i i i i i I i/l i
2 U u u u u U u u u u u U u/U u
(3] E e e e e e e e e e e E e/E e
6@ (@) o o o o o o o o | o 0 @) 0o/O o

« @M &ymer  QuUWiUY  eTImTID  STLEO6IL O gJemerrGuImy
SAMETOUHGLD  ai 6T6u 6T(LPGl6rT]. BTV (HGEUEL DL (BGLD ei 6T60TM| 6T(LSI6OTITIT.
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google Indic

G@IL6HT  Quilw  T(PHFIS GOuiLmLwb CEFSHFIL

UweTu®G HH W |
afff |&meL |Gum | Q. | U ISO | ISO TL |L |Mad | KOE | Goog | ITRAN
Lom G U Qum Gym| (1) | () | Penn. C |urai |LN |le S
werfl | Qeu 1B 1591 Uty Indic
1)) 6L 9
2 ai ei ai ai ai ai ai ai ai ai |ai ai ai/Al | ai
«  66M- au 6T60TL LIWL6OTTeN&ONTe0 6@(h &F6mLOWL 60T LIWLIETUGSSLILL (B6Teng).
google Indic HGHEIL 63T QLFIWLI 6T(LPHDSWILD CFFTHFIL LTSS WIG).
afff | &me0 | Gum | Q5. | U ISO | ISO |Penn. |TL |LC |Mad | KOEL | google | ITRAN
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w | 6L 1B 1591
6ofl 9
uiy
661 | au au au au au au au | au au au au/A | au
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U
«  QpLGuilgser
M
ofy | &ned 9. |, IS1O 150 | Pen 4 | koE | 808 | rra
wre | GQeu | Gumy | Qumr (1) nU | TL | LC le
. i Ggm | 159 | (2 u | LN | NS
cofleury 6L 15 19 ty ra ndic
i
- _ i i i R i aa/ R - aa/ aa, A
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F I i i i i I i li/r] i |1 |1 10|/ “i'l
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wgemrs S pd CarGereyd GpL (Hullisemerds GOlsasl Guflu erwssissmerCu LiwesTLBHSSHI

FlesTmert eTeiTLIg) GDILIUIL_G5555].

AMITOITIEEAE LM

(0]

& F & U - @eupmleit speOlliOILIpSHIHHEHLD CLPFEFTeIHEHLD ClLIHLOLITEID s FTTHL

QuUWITESLILIL (HeTeTsoT.

* 5 mpFrrer QurflOuwitiy- K. 951G gellliGursdwurs sumwCurg g, )

2 _ullrsepsdlenL Guw eupCurg h apsGaredwrs sumbGurg kh, gh.

" 5 - C 956 alltursdwrs eumbGurg j, @ m o ullisensslen_ Guw

auHBUTG S cpFlaredlwirs sumpoGumrg ch.
" g -t d 958 apdLFredlrs sumbGurgy th, dh

U - @frrer Qurfleluwitiy- p. 951G edlli6lureiurs

epFQFredwrs sumoGuirg ph, bh.

euhH@urg b,
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or | @ | Gum Ul @ | 1850 Mad google | ITRA
Qum n.Ut EL
werfl | Qeu Ll Cogm| 159 | (2 urai Indic NS
8 y N
. . : 19
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,dh
p,phb
P P P P
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6TeoTll  QUIITSSLILL (BeTemeor. KOELN  [himjeucid @eumenm  Quiflw

T(PSHBSSHMTE HTUG M, Y, R, L, V eTeorll QUIWITSHG6Ten G).
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Abstract

This paper describes Agaraadhi, a dictionary framework for indexing and retrieving Tamil words,
their meaning, analysis and related information. With a database of over 3 lack root words and their
corresponding meaning in English and Tamil, this paper proposes a framework to encompass various
features such as morphological analysis, morphological generation, word usage statistics, word
pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary,
number to text conversion, phonetic transliteration, live usage analysis from micro blogs and more.
Describing various components of the framework the paper concludes with a discussion over

dictionary statistics and possible features for future extension of the framework.
1. Introduction

Most of the Tamil dictionaries are synonym based and they do not give enough information such as
morphological analysis of the word, possible case endings for requested word, pleasantness score,
word usage in the web and social networks, equivalent words or meaning etc. To overcome these
issues we propose Agaraadhi, a framework. Agaraadhi Framework consists of a Morphological
analyser, Morphological generator, Word pleasantness and Word usage score finder as well as
analysis of current usage in Social Networks, Picture dictionary, equivalent Tamil words, Generator
(Word suggestions), Spell checker, Phonetic transliteration, Number to Text Converter, Rare-Word of

the day and Social Network sharing.

Agaraadhi dictionary has more than 3 lac words in various domains such as General, Literature,
Medical, Engineering, Computer Science, etc. The Agaraadhi framework dictionary is a Tamil English
bilingual dictionary. The following sections describe the framework and list the benefits of such a
framework over traditional online Tamil-English dictionaries. A few features proposed in this
framework such as popularity score for a word, to best of our knowledge, are not present in any other

world dictionaries.
2. Agaraadhi Framework

Agaraadhi Dictionary Framework was designed to provide additional information to the user

regarding the word that they query about. Agaraadhi framework presented in figure 1 can be divided

197



into two major divisions, online and offline, in terms of the time of processing. This section describes

the various components used in the Agaraadhi framework in detail.
2.1 Online Process

Any user query is sent sequentially to dictionary and literature, to retrieve corresponding data from
those indices, fetching phonetic transliteration from transliteration modules, morphological
information from morphological analysis and generator module and fetching live usage analysis from

micro blogs. All those Information are sent to user interface pages, shown in fig 1.

Agaraadhi Online Dictionary Framework

Online Process Tamil Tools
-— 4[ Output Process ]-7 Morphological Twitter Update
89 e
- A Input Process ;
4’[ P ]—. Morphological Word Usage Statistics
Generator
| ‘Word Suggestion I | Social net Sharing
Offline Proce
O Word Sweetness ‘Word Popularity
C?& Score generator Score generator
Index
Number to Text ‘Word of the Day
[ 1 Converter
:r Phonetic Picture Dictionary
Transliteration
Word usage in Spell checker
Literature /
/ /
[ Web Crawler ] B
Fig 1: Agaraadhi Online Dictionary Framework
2.2 Offline Process

Tamil words and their meanings are entered manually and stored in text files. Those words are
sequentially sent to modules such as popularity score generator, pleasantness score generator, picture
dictionary, phonetic transliteration module and the resulting information is abstracted as a word
object. Tamil literature such as Bharathiyaar songs, Avvaiyar songs, Thirukkural and lyrics are

crawled using a static web crawler and are indexed in hash table as key value pairs.
2.3 Features of Agaraadhi Framework

Agaraadhi dictionary framework consists of more than twenty features such as Morphological

Analysis Morph Generation, pleasantness scoring, popularity scoring, spell error suggestions etc.
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3.1 Morphological Analyser

Morphological analyser [1] chunks the query word and gives the morphological features of the query
word such as root word, parts of speech, gender, tense and count. If the Query word is padithaan,
Morphological Analyser gives as padi as root, word represents male gender and query word is past

tense and so on.
3.2 Morphological Generator

A Tamil morphological generator[2] needs to tackle different syntactic categories such as nouns, verbs,
post positions, adjectives, adverbs etc. separately, since the addition of morphological constituents to
each of these syntactic categories depends on different types of information. The generator is used to

generate possible morphological variations of the query word.
3.3 Spell Checker

Spell Checker is used to check the spelling of Tamil words and to provide alternative suggestions for
the wrong words. It uses the Morphological Analyzer. The Morphological Analyzer is used to split the
given Tamil word into the root word and a set of suffixes. If the word is fully split by the analyzer and
its root word is also found in the Agaraadhi dictionary, the given word is termed as correct.
Otherwise, the correction process is invoked to generate all the possible suggestions with minimum

variations from the given word.

3.4 Word Suggestions

Word Suggestion gives the list of equivalent or related words for the given query word.
3.5 Word Pleasantness and Word Popularity Score

Word Pleasantness score generator provides how easy to pronounce the word.

Word Popularity shows the word usage in the web. The Word from agaraadhi is given to web and

found the frequency distribution of the word across the popular blogs, news articles, social nets etc.
3.6 Word Usage in Literature

This feature finds the usage of words in popular literature such as Thirukural, Bharathiyar Padalgal,

Avvai songs and Lyrics.
3.7 Number to Text Converter

It converts a number to Tamil word equivalent as well as in English text. For example in Tamil we
represent oru Arpputham (gmysid) for 100 million, Kumbam (@ouw®) for 10 billion and finally up to

Anniyan (55 ww) for one zillion.
3.8 Phonetic Transliteration

The pronunciation of words in Tamil and English language, as distinct from their written form based
on the phonology and it can also vary greatly among dialects of a language. Phonetic transliteration

module splits the word into syllables and gives the transliteration for each syllable.
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3.9 Picture Dictionary

Pictures, photos or line drawings to depict popular words have been included in the dictionary to

enable efficient learning for children using this tool.
3.10 Social net Sharing and Twitter Update

The framework also provides features to format results to be shared effectively on social networks. An

Agaraadhi Bot was designed to post updates and word of the day on Twitter automatically.
3.11 Word of the Day and Word Usage statistics

A rare word is randomly chosen and is displayed in the opening page to facilitate users to learn a new

word every day.
Word Usage Statistics [3] shows the usage of the word in the social network over the past one week.
3.12 Tamil Word Games

Games play a vital role in learning. Currently Agaraadhi has two Tamil word games namely
Miruginajambo and Thookku Thookki. Miruginajambo is an unscramble game and Thookku Thookki

is a Hangman game in Tamil.
4. Conclusion and Future Work

This paper describes Agaraadhi, an Online Dictionary Framework. Agaraadhi online dictionary is a
bilingual dictionary containing over 3 lac words on various domains like General, Medical,
Engineering, Computer science, Literature etc. This Online Dictionary framework encompass various
features such as morphological analysis, morphological generation, word usage statistics, word
pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary,
number to text conversion, phonetic transliteration, live usage analysis from micro blogs etc.
Providing APIs for programmers and developing mobile apps for Agaraadhi framework will open a

good platform for many researchers and developers working in Tamil Computing area.
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2_(H6UTEHSSSH NS T GLO6STELIT(HETH6IT ©

S.No. Components Software

1 Operating System Windows 2000 Professional or XP or above

2 Application Server ASP.NET 2.0, AJAX

3 Web Tools HTML, Javacsript

4 Database MS SQL Server 2005

5 Browser Internet Explorer, Mozilla Firefox, Netscape, Google chrome -

with unicode support
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CoeTEUTHET 2 (Hourdhsadhdley speubleur@ Uy Blewevuileid FHrobsl Grurl (B uley Cm6lETeT(®
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allpoyd Gwriflulled HsHGHS S&HS CFTVmVSG GHifley GCFiiw CouesrigweuisarTsHayh, GBI IHg
SSLHEOT LML GSUULIGHSGHD  GHYSD, FHON PSWuNODES SHHSSlV ClBTaT®R I HDbHs
SIODE G LD ELPVIS G LD THDTHELIT6L SID

QT PELwiLTerTiser @) sl et

QureLwilienLgd

ST &HEL_6THETTH6LD

Sasrralsaflst LweTur®h GOdSH eTbgisTer uieyseflsd e WoHHw uleursd HHSLLIHILD
anmigGwer (Hartmann) (1989) jsuigeflesr giiey Qurfleuwiiiureriser sroiser QwrifleLwirdss
allpoyd  CFTHEHEhEGHF Fnbs Wepuilsd Hysrralseafley GUTHTESTETOT s(h HL L ewioLIewLI
2 (HUTSHHQTTIT. B

Select Determine Determine Search For
Appropriate Problem Its Appropriate

@ =>| Reference Word Canonical Headword
Word Form

Noﬂ ﬂ

Relate To Extract Determine ﬂ

<:' <= Original <= | Relevant <= Appropriate | <
Context Information Sub-Entry

Hartmann (1989) : Sociology of the dictionary user :Hypothesis and Empirical Studies, Worterbucher
Dictionaries Dictionnaires [Art 12], Walter de Gruyter, Berlin, New York Vol. 1:102-111

CumflEUwITILTeTT&H6fl6iT 6TEHTERTBISEBHLD &S5 E1HLD
1. e1hg wrFflwrer srrlsmerun CaibosHdHH 2 LGWTHEHTLD.

- QrPeuwiiiusrigefley Gu@bUTVTCarri Wlaseyd Ulrdssl Qupm, wéEser woHSluils) HFlsi
CualiLL &an g1 HSHTTHGemar s LweTUBRSHIuSCvCW gy ieud T HEleTmeri. Caiid &mbigserfl st
GAfwigsst wHoID CuTNCLWITIYS FGiewD BewTUTHST HBWPSELILBSSHID H6VVG 2and @6 d @ LD

SSTTHGWOTL LISTL (DSBS GHTLBIGD GrPeluwiiiuTariseflsy LeVT, SenLd euenr Shisenerd
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&TeVSHIHCHDHL LgHUESHIECsTeTerToCvCW HemLd suswy GrfelLwitiyl ussllsaflsy CGTLThg
= (H)LI(h 6T D 6T T

2. wBWL_GS YBTTHHW6TL LeTLRSSI6U ()60 @ 6UT6T).

- Ao QuTPELWILILUTTTEET DHWL G&  YEHTTHSewars LweTUBSSHIeuged GCuflgid oy ieud
srQEerperi. “QurQuwitiureriserts eaileThi@gd [BTBIGST 6THIE CFITDTID  6THIGETS
SSTTHBemeNdS GETent(h) Glasvsy Geussriqujsiteng); eyolesrefley, eusuiGurgy sthiseaflsir FlmenLogseflsy
pLEmas meudgdg Chllan CgTensvCudlsafain ySEwTCearTi Hamd SHhiserg FibEsH% B%EHd: S
aflergsd o pdlermeri. euisefler FbhEsmbiGener BlourHsleh@ GUrmL (B Brmiser srl1EUTgID
9 &ITHHEHLCarCGuw @) Hma&HCmmrin” ster Aev grileri gnmidlermeri. @eireyd Fsoi, GOlLLTs
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@svemev sTeiTLINSG 2 ewTrmgl, Cflursaupemnsd Gsflwealevsnsy eTedr LI THRIGLOIS 6pLILIECST6TERLD
ewgflwi @evevrwsd CGumsug m YpW(HESs, GOILUILL euridamssehd@dhd Fllwmrer allarddbissr
srer SeflsSGmrwr starm Cgeaflayb oMM @Hmalls Gwliusemsu b Fwwnbisaflsy )4 GUTeTD6ouissT
JHU@SGIFETDTT. @QHCUTHID  DBWLES — YSTTHEHET  DTewTUTHEHSGL — CluLarailsd
vwetuGEDCsQwrflw  CurPEuwiliuTeri&HeErdsE  bs  erallp@ll  LweTL(heuglsvensy.
(B puilgn paswL_&a Wsteflwe) o &HrTsl @)Sedlhhg aldlallvdEaTHeaTnd eTeTLINS 9|Ms)

2. yarrglseaflsy GUIOUIL LUl 1 (hd@GD CFTHHeTS STTTeTorsLs LIweiTL(hbgeVTLD

- Quepburevrer QT PEuwitiuTariEer Sarrdseaisy UL LUl 19mE@GD CFThHoHemeruyb,
alleTdSBIGMETULD STTTOTLOMSHL LIWGTL(HbSHEVTLD 6T6UT 6T6WT6WTLD Gl& meiTiy (hhd ssrmesri. @)HesrTCevGui
fev Fuwwnbisellsd B (YPODEG peuauTs Heuprer GTHELTILYLL  Uesllaensr BTD LTTHS
Wuydlearmg.  Cuwed  @)HICurey  GsrrHsaflledmhg  eTRSSLOLLL CBry  euTidengser Flev
Gouemearseiflsv FOUBSLILIL L &L_(hewr LD &SI Iq (& LD GLVIS G LD, S|emeu
UL GSLULIGHEBGD  SewDEGLD FHmid  Qurmbsrwsy  Cumeug @biE  GOILUILS55855.
2 FTrewISSHEG @ewenTwidgdled uUreueITH  LweTURSSILBILD Browse estedim  eurisensdd,
Ssrralullest  suruilevrs  Cohriglt Gumr@mst CaTerepCurgl, @erhsafll 2 ewrey, Hlewer FHewLp,
usbdeuerid, Sy GCiuigsd wHMD YOHBPESH0 6TedTn  CUT(HeTHMeTH  HHBIITDSEI. ) 6vTT6V,
2 aisremouiley BFCFT 2 ewIiGHeuHd GILIT(HST 6UVID UBHHD, Y WGHSV GCLTETDEM6UIWITELD.
@)bplewsvullsy  @FCFTL LWSTURSSLILL 14 HEGD @GHLPMOWLD ST FHiewmenwuw|ld HBlwTg)
CQurPeuwirssOUl1gHEBGD UmLLYSEET 2 &hs Ourmsers S5 SuniauGsrlh  YemsLl
Lg LIl & Ehd &L GLhnIGYliLgams sThLbhsdlall HSlarmgi.

3. bd & 65Mbs allagwibsrGer eTeiTn CLITHE

- flov Geusmenasaflsy GrHELWTLILL Lssflgeafley FHLBILD Hevi @& BwEGS CBMbs allagwibgsrCer,
@)BDHTH6luVVTID y&ETTHledws Lyl L CeuswriquiBlsensy 6T6dTm  sTevrewr(ipld  GClsmreir(h)  GClFuwisL
u@&lsrmerri. Glurgeurs Curflouwissiur UGurg Gwrflseflsy LTty SHwid GlLMHmeuisGer
CQurPeuwitiysemers GFileusTsd @)dbsmaw Absewearwrsd Guflgrsl UlrFsFamer egib sTpTg
sTarm sTevTewT GarermiFlngl. @) mullenid, flev Ceusmerseaflsy Biewrewilw allaguisigssmear Glomyl
CQuUwTSGHLCUTg ue Cosrewrhisefley QeuNewDL LGSHIL UTTUUg E)STHWenOWTSSTH ST
2 grrewissh@ 1996-b gew® wGvAw aflwrerd Csemsuuilsr CTHCLWILILYL Uesllepw sHIY
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Y& QurPeuwidivert emeur Uetert obBlmeustd CHEGTETL FL L BL 6uigdbensuiTs) (Loresr
BOGL UPHG) SlUTVTGL Bleweveww L bss GO 56551 allwrer LwewsHlearCGurg,
QB sy Blewev sthu@wrullesr erumm Ceuettrigws @)V surest sufleusndssst GnlHgH Feor Glomluiley
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JhULGInigw @leuailwrerts vwewsdled eorunm Ceusttrigws eulflouendssHsT 6THTHI  HEUMIHEVTS
QurflOluwisg Merert Gu@md HAssEhsHE 2 veurer HOOWTHCLIWTLUTETT SSDE (LpeiTesTi
eyrmerwrer CQurAeuwitiyl ussllsaflsy FRUL®R Seubhswnd ClFeisuGer (pigdbsbeul eTedTLIG ULPE G
allFrrenswruilsy Q5fbsg. @engalld GUILUTSE 9 TibLsSTVBISN Feiter FeiTerr clle1gulnigEMhds G LD
Sasrraluilest giswentClsranT® Glurmener 9Mlbs UlstarGr GrelLwiTd @G eui &TeliGLTSE6D
srrullest vweTUT® GwDBHH CuTs, SardhE Osfhasgs STCET 6THTHI BT IWILIAISDS
wpoHPliwrs Bl QFwiul’ L Cs @)hs Haumidbdd STrewrid 6Ter aillFrrensnruilsy spLiLjd6ls el giib
GO S5E55.

4. 1% euemaswirest CmPELIWITIL ST D GlaFiliwievrLD.

- fAev EQIPELWITOILNTIHET SHBISHEHSGHS SleWL &G 6TeUMBWITET Liswfsemearujb GlFiig aill_sumb
6T  eTeuTewTLD GasreisTsitamenri. @)a Fflwsvev. Fev PO L giewpseaflsy WGHHS Fmewwo
C&srewT(erer  sp(heul HM HiMMEBeTID  ellDLesTearyTa @)HLILITT TN 6TEHTENIMNSE  HeUMI.
CQurPeuwitiyseaflsy v Nfleysedr 2 ar@®. eweu FlL Ggiemm GrHlELWTLILSST, WHdHHI6u
QurflEOuwitiyser, sewflesfl GrHCLWTLiILSsT, QUTHeTTSTISSGIemD TN ELIWiILSsT, allarbir
CQurPeluwitiyser  Gumsirp  wuwew  Ulfleysearreorer  giewmaseaflsd  GrPlOuwitiyls  Lesflsemer
CuhO&Tsier LIy suswasWTaT FMenindsst CHemeuliLBESTmer. enswred '@sHemert ()HeTTeL (3)6u6dT
WPLp&@GL' 6T SUTlhHg Jeuhewnd FoubslUL L aufseafl b slusL 0u@s o Agid. Clwrf
Quuirliurerigsep LsTdems WL HCW GUlwrsds G&msrermg QTACLWTLILGT Srdensd HTdHs

S eueT QFUIW L ewiLL L euT&HeTTeur.
5. uevgriul L GBITSBeNOTL LI 6sTL (B H60

- UVSTLILIL L. &TTHEBm6TL LweTUBSHISD sp(h GrflOuwiiiurersnyts QuThdhs susmyuilsy Ll
10 eurGeumsgntqul pedtmrs @) LiLllenib, Heuestdh@Gmpey sTHLL b @S0 Gl sumiiliLy 2 sTeTengs
Cu@urevresr  QLTPILCLIWTLILITETTSST 2 ey  SoumiSledTmesri.  6rliLg? LD  Glewmerley
CQurPLEuwitiyl  ussilsemer  CuHEETsTEHD  CTPELWliILTaTTST  spedTmdH @G  Gpul L
I EBITEHHWENS ST weusHprug QubpewasCu. Bl  srTeudslD@d  CEFwwliu@in
QumrflOuwitiyl  uswilseaflsy  Hev  Fuwwmsefled Grivewflullesr < riougHed NrGwrHlssii’ L
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uTiss WiysleaTngl. 2 srrewissng, 100 ussnismerds Garenr @ GTHE LWL LewTlenw
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BT &EhH@&S OsTLhd uswilulled, Hribusdled vweasTURSSIW srTHemw  allhsgs UNCSTMH
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Abstract

This paper describes Agaraadhi, a dictionary framework for indexing and retrieving Tamil words,
their meaning, analysis and related information. With a database of over 3 lack root words and their
corresponding meaning in English and Tamil, this paper proposes a framework to encompass various
features such as morphological analysis, morphological generation, word usage statistics, word
pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary,
number to text conversion, phonetic transliteration, live usage analysis from micro blogs and more.
Describing various components of the framework the paper concludes with a discussion over

dictionary statistics and possible features for future extension of the framework.
1. Introduction

Most of the Tamil dictionaries are synonym based and they do not give enough information such as
morphological analysis of the word, possible case endings for requested word, pleasantness score,
word usage in the web and social networks, equivalent words or meaning etc. To overcome these
issues we propose Agaraadhi, a framework. Agaraadhi Framework consists of a Morphological
analyser, Morphological generator, Word pleasantness and Word usage score finder as well as
analysis of current usage in Social Networks, Picture dictionary, equivalent Tamil words, Generator
(Word suggestions), Spell checker, Phonetic transliteration, Number to Text Converter, Rare-Word of

the day and Social Network sharing.

Agaraadhi dictionary has more than 3 lac words in various domains such as General, Literature,
Medical, Engineering, Computer Science, etc. The Agaraadhi framework dictionary is a Tamil English
bilingual dictionary. The following sections describe the framework and list the benefits of such a
framework over traditional online Tamil-English dictionaries. A few features proposed in this
framework such as popularity score for a word, to best of our knowledge, are not present in any other

world dictionaries.
2. Agaraadhi Framework

Agaraadhi Dictionary Framework was designed to provide additional information to the user

regarding the word that they query about. Agaraadhi framework presented in figure 1 can be divided
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into two major divisions, online and offline, in terms of the time of processing. This section describes

the various components used in the Agaraadhi framework in detail.
2.1 Online Process

Any user query is sent sequentially to dictionary and literature, to retrieve corresponding data from
those indices, fetching phonetic transliteration from transliteration modules, morphological
information from morphological analysis and generator module and fetching live usage analysis from

micro blogs. All those Information are sent to user interface pages, shown in fig 1.

Agaraadhi Online Dictionary Framework

Online Process Tamil Tools
-— 4[ Output Process ]-7 Morphological Twitter Update
89 e
- A Input Process ;
4’[ P ]—. Morphological Word Usage Statistics
Generator
| ‘Word Suggestion I | Social net Sharing
Offline Proce
O Word Sweetness ‘Word Popularity
C?& Score generator Score generator
Index
Number to Text ‘Word of the Day
[ 1 Converter
:r Phonetic Picture Dictionary
Transliteration
Word usage in Spell checker
Literature /
/ /
[ Web Crawler ] B
Fig 1: Agaraadhi Online Dictionary Framework
2.2 Offline Process

Tamil words and their meanings are entered manually and stored in text files. Those words are
sequentially sent to modules such as popularity score generator, pleasantness score generator, picture
dictionary, phonetic transliteration module and the resulting information is abstracted as a word
object. Tamil literature such as Bharathiyaar songs, Avvaiyar songs, Thirukkural and lyrics are

crawled using a static web crawler and are indexed in hash table as key value pairs.
2.3 Features of Agaraadhi Framework

Agaraadhi dictionary framework consists of more than twenty features such as Morphological

Analysis Morph Generation, pleasantness scoring, popularity scoring, spell error suggestions etc.
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3.1 Morphological Analyser

Morphological analyser [1] chunks the query word and gives the morphological features of the query
word such as root word, parts of speech, gender, tense and count. If the Query word is padithaan,
Morphological Analyser gives as padi as root, word represents male gender and query word is past

tense and so on.
3.2 Morphological Generator

A Tamil morphological generator[2] needs to tackle different syntactic categories such as nouns, verbs,
post positions, adjectives, adverbs etc. separately, since the addition of morphological constituents to
each of these syntactic categories depends on different types of information. The generator is used to

generate possible morphological variations of the query word.
3.3 Spell Checker

Spell Checker is used to check the spelling of Tamil words and to provide alternative suggestions for
the wrong words. It uses the Morphological Analyzer. The Morphological Analyzer is used to split the
given Tamil word into the root word and a set of suffixes. If the word is fully split by the analyzer and
its root word is also found in the Agaraadhi dictionary, the given word is termed as correct.
Otherwise, the correction process is invoked to generate all the possible suggestions with minimum

variations from the given word.

3.4 Word Suggestions

Word Suggestion gives the list of equivalent or related words for the given query word.
3.5 Word Pleasantness and Word Popularity Score

Word Pleasantness score generator provides how easy to pronounce the word.

Word Popularity shows the word usage in the web. The Word from agaraadhi is given to web and

found the frequency distribution of the word across the popular blogs, news articles, social nets etc.
3.6 Word Usage in Literature

This feature finds the usage of words in popular literature such as Thirukural, Bharathiyar Padalgal,

Avvai songs and Lyrics.
3.7 Number to Text Converter

It converts a number to Tamil word equivalent as well as in English text. For example in Tamil we
represent oru Arpputham (gmysid) for 100 million, Kumbam (@ouw®) for 10 billion and finally up to

Anniyan (55 ww) for one zillion.
3.8 Phonetic Transliteration

The pronunciation of words in Tamil and English language, as distinct from their written form based
on the phonology and it can also vary greatly among dialects of a language. Phonetic transliteration

module splits the word into syllables and gives the transliteration for each syllable.
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3.9 Picture Dictionary

Pictures, photos or line drawings to depict popular words have been included in the dictionary to

enable efficient learning for children using this tool.
3.10 Social net Sharing and Twitter Update

The framework also provides features to format results to be shared effectively on social networks. An

Agaraadhi Bot was designed to post updates and word of the day on Twitter automatically.
3.11 Word of the Day and Word Usage statistics

A rare word is randomly chosen and is displayed in the opening page to facilitate users to learn a new

word every day.
Word Usage Statistics [3] shows the usage of the word in the social network over the past one week.
3.12 Tamil Word Games

Games play a vital role in learning. Currently Agaraadhi has two Tamil word games namely
Miruginajambo and Thookku Thookki. Miruginajambo is an unscramble game and Thookku Thookki

is a Hangman game in Tamil.
4. Conclusion and Future Work

This paper describes Agaraadhi, an Online Dictionary Framework. Agaraadhi online dictionary is a
bilingual dictionary containing over 3 lac words on various domains like General, Medical,
Engineering, Computer science, Literature etc. This Online Dictionary framework encompass various
features such as morphological analysis, morphological generation, word usage statistics, word
pleasantness analysis, spell checking, similar word finder, word usage in literature, picture dictionary,
number to text conversion, phonetic transliteration, live usage analysis from micro blogs etc.
Providing APIs for programmers and developing mobile apps for Agaraadhi framework will open a

good platform for many researchers and developers working in Tamil Computing area.
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peweTaui &. FLOPFCFeV6U6IT,
@ swewris Guyrdflwir,
Feyps g Wlailwsv Cumrfliiueref], ai.g0.1q. LIVSHMEVESHLHSHLD,
Geugyrir - 632 014., Geugyrir wmeul L 1b. HOpBT®H, @)HSwir.
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PTG

@ssrempwr CsTlOBIL L WHSSleD, LSw LyBlw Hest(HLg LI E6T 2 (HeuTeT 6U6ITeRTD 2 6iTeng)l. (3)H60T
STTMILTSL S Y CFTHEHeT 2 (Heurer eusssrentid (3)mobsInagl. o sryemriors, Cell Phone-g
CFBud  eTedTmId, ewHLUCUSF sTedTMID  ewYHlGTEDTL. @)FHICUTL, FHLPlL 2 sTer LMW
UTT S BHEHEHGL CUT (T eT6dTerr 6TedTm Wleugid WGhe CHemeuwir@d. 2 sryewrons (Heflm -
WITEDEIT). LOTeRTEUTHEHdSEH @)HICUTTD @vsdlwd FriwTerd GFTmHaEnd @l GlLITHeT 6T6iTer6loussTHI
S0p ST T cpsVid allerds Gougl B GHeH Chemeuiim@Lb.

@bs BaTer sl &TTSH GeaTlLT|Hefley, o uTidengeminds SeuflliGurPuley UL F& GFinwug
QaTLBIGCUTES, W@ UTTHMBMUW UPBIGD CUITERTD 6ulgeUESILIRL. @sHE&GL yslw
QsTflevmI’ LD LweaTUBSSLIUBD. B)hs Befer HUlp O&rTHeniws SUlP - SO - Yy BISleVd sTTECH T
VG GEdlevd - P - D stearCmr F)HCoumy (pewmsafled iy GeusiT(BLOTETTEYID
vweTu(hss Ly id. @)SHaTer suFdluyb Lslw OsTleVBIL LibGengd Clorenr(h g auenLiodariL @I,
@bs BeTer S0 HEHrTH CTRLT(HT HPBETENID (PHDEHETD 6UTTHMBHEHEGL GClLIT(Hewear
QULPBIGLD.

Blewev -1 :

56960 Chemsutirest Crenwd Caiey GlFiiw CeusnuT(RIb. Li6TesTi euTidengsenerds et LiGlLmmluilsy
S L FF QFinyibCurGs (pup suridbswsemuiufd, SN E I (HSTEHLD )T HeNSHDTU LD 6ULPBIGLD. B)hS

UFSWITEV, UTTSHMSHMET 6T lBTHS CFHiTey GlFiliwieOrLD.

meleor SO isundl

& Sl Lp o English
oUTTEmSGmWE 5L F& GlFwajlb =24 GOl
SIS
24do|
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2 _srrewinrss  Slp Cuwrfloows GCsiey g, "g" eae&m ewsmss S Lds CFiST,
FPESETLUTH DS Y (HBTEMLD 6UTTHEDHBHEMET  6ULPMHIGLD. Capewauwirer suTTHembeniwt Ggiey

CF By L_65T B &6iT SLOPLI GlLIT(Heweru|Ld, oy kislevls GlLmmeneruyb GlumevTLb.
eeor &1l &l

¢ §UlLp ¢ English

MUMTEMSMWE GLLES BlFWwoylD | El

@RS 'e_rJLEIH;: Glg,@ri:a:mé:aﬂm (simrouflamsullar) (1p&5GI6U(1DES)
The first letter of Tamil alphabet

Blewev - 2 :

9Bl GlTiflenwd Cxiey ClFigl, "a" 6T6iTD 6TIPHMBSH HL L Fa ClFWIST6V, & 1D 6UTL_6UTM] 65T
S| (HBTEMLD 6UTITHEWSHHENET 6ULPMhI L. CHEWEUWITET UTTHewBewid G ey GlFIigeyL 6T B|BH6dT ) mISlVLI
CuT@eweruib, HOpLt CuTHeweruyb GlumeVTLD.

Beeor Sl SisTIdl

o Gl Lp & English

Enter your word
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pefieor 101 &Il

@ Sl ¢ English

Enter your word | _Go|

@unrer : he firstletter of the English alphabet
yrdloy GpEHhsmraslar (Hsrouflonsullar) (pasdiou(pss

QB THVBIL LI CFWVTSS euewTLIL LD :

ER Diagram for Tamil Dictionary

Tamil Word [ Tamil Meaning Englizh Meaning
4= Word ID ,Contains |g= Meaning 1D ,Contains [g= Meaning 1D
English Word Tamil Word Tamil Meaning
&= Word 1D ; Has @ Word ID Contains |g= Meaning ID
i b

S L 2 (HheuTsHHESS)6T LIy BleweVsss6ir :

euflend eTevor. .
LiLg [Blen v i

st aflsr wrgflepw 2 Heurdh@ssv (Prototype)

Qb5 wrfl ey eugSnE @riyse Gumise (Prototype Approval)

CoeTOLIT ([ Eh S S T6sTd: SHewilewt] BlTsLHemaT 2 (1h6U T %560

pefer s HsTTHesTer GLL LT CUengF 2 (Hourd a6

CL L rCueng 6LossT6LIT(hEHL_65T (3) 6 65515 %6V

QuesrQLTHaflsT srHews ey Fiigsd (QA Testing)

N[N G| W N |-

pefer 101D YsrrHlemw GewemTwsSew BImie) s

@)ementi uFF B)vevTs Hewhlenfluflepid LwesTLBGSD Desktop Application
ARRmIGETY

9 B L Gewg CleunMlsTioTs (1pigHsHev.
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2_(H6UTEHSSSH NS T GLO6STELIT(HETH6IT ©

S.No. Components Software

1 Operating System Windows 2000 Professional or XP or above

2 Application Server ASP.NET 2.0, AJAX

3 Web Tools HTML, Javacsript

4 Database MS SQL Server 2005

5 Browser Internet Explorer, Mozilla Firefox, Netscape, Google chrome -

with unicode support

@bs Querelurmsr Microsoft Visual Studio.NET 2005 with .NET Framework 2.0 stesrm pefesr
QBT mHIL LiGensds GlEmeanr(h) 2 (Hourssiu@n. @bs Clwsrelurmst MS SQL 2005 Server srssrm
FApliurer, Gouswred CFwWeTHDEI 19w G L rCuew LweaTUBHSSS SwiTilehsLiuBILb.

@bs @)® GweaT6lurmersaflsst @emewtliLiley 2 HourssliL@L Bafer WD ETTH s Cousddled
SHAUVEHEMETI &H(HLD.

S

pefer slp Ssrrwrerg 100% Fsafsd senflant Blred GemmasT HYOHDSTE 2 (HeuTdhsrLBID.
@BnaTs BEF Anbs susmasullsd srésl Grurl (b it GwmelsTsreriiLi(bib.

CoeTEUTHET 2 (Hourdhsadhdley speubleur@ Uy Blewevuileid FHrobsl Grurl (B uley Cm6lETeT(®

100% Bug Free GlsirOlummermas 2 HeurdaLiLiBlib.
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ErfleLwiiigyg semsvuiley 9 srTIlullesr LweTLT®H

@) ermi@Lorer /6L Heupbrseir
FeVGTeT (@)1 M6V Sevallulliish LIVFHWeVHEHLSHLD, LEeVF wr
E-mail: s.ilangkumaran@gmail.com

QurPeuwitiy’ ussfllseaflsy  srrslseiear LwesTuT@h GSTPlweDLWTSSTSSTDG. @) HLILeID
AnFev Ceusmensaflsy GlLMgh ysTTHEmerCu Bl CFunutit@w CwrflELnuiliyl Lewllser os%esr
QupswssseaTenwenitds ST LG Saupl, pmals GFwuhens 2 ewriensy GLrPHELwTLIL] Lesflseaflsy
QsuafliLBdgSlermert. Ambs CrPELwtiy Lswil eresfled, Hemeu QTHEOLIWTESESLILIL L sheu 6T6dTMD
2 ewrieweud Hrrg, GO L QT CwrflulCGaCw UL Ssliul’ L uswL LIl sTenib 2 ewrieneuCu
Ly iGuTi& @ eTmuBSS CoussTHID.

@ per ogliuewLuilGeCw  y&ErrHluilest LwssTuT®h spp GrHEUWITOILL Lesflulled  eTsusuaTallsD
LwsTU(BSSLLI(BHS FApLiy; wHMID, HFHMeTH HEWTEHD UM BET sTedTedrT sTedTLIG HDHEH
@)susuriiey GCumlsTsirariiLil (Hsirengl. @)sesr cpevd GrPELwitiuTerisepd, GrHELwTiiyd
SIHD LTewTUTHEHLD SHeussilEsd sSupalll L Fsv aillagwmiseEnd, ssa0sEHD GleuafllliL@SsLi
pwupd CQFinwuliul (hererg).

&T6V HMEVLTS BT LeTLBSS) au(pld Ldbsd eugalled @) mdb@h wrLeuld] S&ETITHEer sThs erailn s
@ssrempwr  Brigserley QT flOLwiiigyl ussllEEnd@ 2 geydlermer sreitugl FHhdlbs Ceuevvrig s
allagwioTsGou ) (HhESlOTMSI. BTEHSG BTET UETTHEl UKD 2 _6V&El6V, L) LBl BBy 1L EHd LD,
I TFFABEHSHGD THD YBT (PHe0H6T lEayd @)STHWenWTHSTS @) (HdHE STDEIT. MHEHIITEV, LISHLHW
S SBITHBe6rud, Iy eulfl HEITHeeward ally yBlw HErTHlaenid, LleTesfliis) )a5rmds e
@lsitempuwr GHedlsd Wlsayld Wohalwdgiauld suriibsemeuiTs @) HobSHTDer. @leneu LdhsHs 6ulgeails)
i Qe G)ewenTisSleVih, snswL s LleTeliis) HBITHldb SHalrseayld o (HLIHDILD DL b
UHESTD6T; g1 uTCoauNEBHHHBHID By, & LD.

usvGeum gy teyseflest suruilevrs, GLTglours SarTHaemerts LweTURSSH CouTT ST LIWeTUTL 9L
wpws»wwrs HPlwrwey  @wESlsTmerri  eterm  CgafllayLBsH @) (HSSlSTDT. 2 FHTTNTHSIM G,
*Queredl (Fawley) (1990) jsuirgser gnplugreugi, srrdlasverts LwerLbhsgCeaurt wWa sd
GOMbHS Tl GGl H BT LIWGTUTL IqeneT 2 i haleTenssri. Sjeuidser GleumiwGer GlFTmasaiflest
Coriglt Gurmewer flweyd FHlwret sTSHHIHEHMeT YDV bGIE0lsTsTaTeyCL Y ETTHHmOTLI
vweTu(hssl  sumslssTperi. wrmrs  CFTLIHeuTESED, o FFfls@ allgd, Fflwrear emmuils
LweTUBGSES ST L LU 1 HEBSGD uTHSBIser, F6lFTevssE amm sTSliEGFrhosst Gurstn
uvGeum  GUlligyseflsy BT Hbsewm  ClaTsTeuBs  @)VeweD  eTTLGI Ul GOHDEFTL (.
@pearmCeCuw QU@ bureTGarri  grmiser GBI CFTHHEERSGHF Fifleur evevg GCurdlw
BH6UVHMETLI GlLID SeuplallRSSTDHTT. HH6T aileN6TUTE HeUTHST BHHIGET LiswL L1L|HeTls) SjeunswmLl
rGuiras QFbEuUTEH SeunTaTOlsT(h euTiGemsemwls LweTUBSGS OCGTL THE 6UTFSTHeDETL|LD
GYLILSID PSI) all Gt

@bBlewsv, @  Gwrlulld  uewLliysemer  CQeuaflullP  eTSSTETTHEREGHF — FArwsens
allemerailsdlermer erarmred, CTHEOLIWTLTTTSERSEH HWSHBTL eI  WSLEUfW  Fenwenw

gphu@®ss elhElsiiper; e6leresfley, LML EHILLIGHBGHD  Cwrlullsd LweaTLBSSLILIL 19 (5 ELD
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Qerevgs@gHs sflwrer Gurmsner MbgIs6ETsTEHD 85 Ceuswerullsy, Hmeir GoTHGLIWITHS
allpoyd Gwriflulled HsHGHS S&HS CFTVmVSG GHifley GCFiiw CouesrigweuisarTsHayh, GBI IHg
SSLHEOT LML GSUULIGHSGHD  GHYSD, FHON PSWuNODES SHHSSlV ClBTaT®R I HDbHs
SIODE G LD ELPVIS G LD THDTHELIT6L SID

QT PELwiLTerTiser @) sl et

QureLwilienLgd

ST &HEL_6THETTH6LD

Sasrralsaflst LweTur®h GOdSH eTbgisTer uieyseflsd e WoHHw uleursd HHSLLIHILD
anmigGwer (Hartmann) (1989) jsuigeflesr giiey Qurfleuwiiiureriser sroiser QwrifleLwirdss
allpoyd  CFTHEHEhEGHF Fnbs Wepuilsd Hysrralseafley GUTHTESTETOT s(h HL L ewioLIewLI
2 (HUTSHHQTTIT. B

Select Determine Determine Search For
Appropriate Problem Its Appropriate

@ =>| Reference Word Canonical Headword
Word Form

Noﬂ ﬂ

Relate To Extract Determine ﬂ

<:' <= Original <= | Relevant <= Appropriate | <
Context Information Sub-Entry

Hartmann (1989) : Sociology of the dictionary user :Hypothesis and Empirical Studies, Worterbucher
Dictionaries Dictionnaires [Art 12], Walter de Gruyter, Berlin, New York Vol. 1:102-111

CumflEUwITILTeTT&H6fl6iT 6TEHTERTBISEBHLD &S5 E1HLD
1. e1hg wrFflwrer srrlsmerun CaibosHdHH 2 LGWTHEHTLD.

- QrPeuwiiiusrigefley Gu@bUTVTCarri Wlaseyd Ulrdssl Qupm, wéEser woHSluils) HFlsi
CualiLL &an g1 HSHTTHGemar s LweTUBRSHIuSCvCW gy ieud T HEleTmeri. Caiid &mbigserfl st
GAfwigsst wHoID CuTNCLWITIYS FGiewD BewTUTHST HBWPSELILBSSHID H6VVG 2and @6 d @ LD

SSTTHGWOTL LISTL (DSBS GHTLBIGD GrPeluwiiiuTariseflsy LeVT, SenLd euenr Shisenerd
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&TeVSHIHCHDHL LgHUESHIECsTeTerToCvCW HemLd suswy GrfelLwitiyl ussllsaflsy CGTLThg
= (H)LI(h 6T D 6T T

2. wBWL_GS YBTTHHW6TL LeTLRSSI6U ()60 @ 6UT6T).

- Ao QuTPELWILILUTTTEET DHWL G&  YEHTTHSewars LweTUBSSHIeuged GCuflgid oy ieud
srQEerperi. “QurQuwitiureriserts eaileThi@gd [BTBIGST 6THIE CFITDTID  6THIGETS
SSTTHBemeNdS GETent(h) Glasvsy Geussriqujsiteng); eyolesrefley, eusuiGurgy sthiseaflsir FlmenLogseflsy
pLEmas meudgdg Chllan CgTensvCudlsafain ySEwTCearTi Hamd SHhiserg FibEsH% B%EHd: S
aflergsd o pdlermeri. euisefler FbhEsmbiGener BlourHsleh@ GUrmL (B Brmiser srl1EUTgID
9 &ITHHEHLCarCGuw @) Hma&HCmmrin” ster Aev grileri gnmidlermeri. @eireyd Fsoi, GOlLLTs
CQurPeluwitiyd gewpuilsd Fewr srevd wuwipnd CQupp CrEhGLWliuTaTTEEHL  Shiseaflsr
BHOLIWT  SHOBIGLLUL TH(HES — wohsealler FhGsasbisenend  semerud  Cprdhdled  @susurm
CFweOLIReugID cuSHL6NEHGTMGI. 6TVEVT(HHEGL 6TeVLT allagwmisEHD 6STHSHebs Bluimwib
@svemev sTeiTLINSG 2 ewTrmgl, Cflursaupemnsd Gsflwealevsnsy eTedr LI THRIGLOIS 6pLILIECST6TERLD
ewgflwi @evevrwsd CGumsug m YpW(HESs, GOILUILL euridamssehd@dhd Fllwmrer allarddbissr
srer SeflsSGmrwr starm Cgeaflayb oMM @Hmalls Gwliusemsu b Fwwnbisaflsy )4 GUTeTD6ouissT
JHU@SGIFETDTT. @QHCUTHID  DBWLES — YSTTHEHET  DTewTUTHEHSGL — CluLarailsd
vwetuGEDCsQwrflw  CurPEuwiliuTeri&HeErdsE  bs  erallp@ll  LweTL(heuglsvensy.
(B puilgn paswL_&a Wsteflwe) o &HrTsl @)Sedlhhg aldlallvdEaTHeaTnd eTeTLINS 9|Ms)

2. yarrglseaflsy GUIOUIL LUl 1 (hd@GD CFTHHeTS STTTeTorsLs LIweiTL(hbgeVTLD

- Quepburevrer QT PEuwitiuTariEer Sarrdseaisy UL LUl 19mE@GD CFThHoHemeruyb,
alleTdSBIGMETULD STTTOTLOMSHL LIWGTL(HbSHEVTLD 6T6UT 6T6WT6WTLD Gl& meiTiy (hhd ssrmesri. @)HesrTCevGui
fev Fuwwnbisellsd B (YPODEG peuauTs Heuprer GTHELTILYLL  Uesllaensr BTD LTTHS
Wuydlearmg.  Cuwed  @)HICurey  GsrrHsaflledmhg  eTRSSLOLLL CBry  euTidengser Flev
Gouemearseiflsv FOUBSLILIL L &L_(hewr LD &SI Iq (& LD GLVIS G LD, S|emeu
UL GSLULIGHEBGD  SewDEGLD FHmid  Qurmbsrwsy  Cumeug @biE  GOILUILS55855.
2 FTrewISSHEG @ewenTwidgdled uUreueITH  LweTURSSILBILD Browse estedim  eurisensdd,
Ssrralullest  suruilevrs  Cohriglt Gumr@mst CaTerepCurgl, @erhsafll 2 ewrey, Hlewer FHewLp,
usbdeuerid, Sy GCiuigsd wHMD YOHBPESH0 6TedTn  CUT(HeTHMeTH  HHBIITDSEI. ) 6vTT6V,
2 aisremouiley BFCFT 2 ewIiGHeuHd GILIT(HST 6UVID UBHHD, Y WGHSV GCLTETDEM6UIWITELD.
@)bplewsvullsy  @FCFTL LWSTURSSLILL 14 HEGD @GHLPMOWLD ST FHiewmenwuw|ld HBlwTg)
CQurPeuwirssOUl1gHEBGD UmLLYSEET 2 &hs Ourmsers S5 SuniauGsrlh  YemsLl
Lg LIl & Ehd &L GLhnIGYliLgams sThLbhsdlall HSlarmgi.

3. bd & 65Mbs allagwibsrGer eTeiTn CLITHE

- flov Geusmenasaflsy GrHELWTLILL Lssflgeafley FHLBILD Hevi @& BwEGS CBMbs allagwibgsrCer,
@)BDHTH6luVVTID y&ETTHledws Lyl L CeuswriquiBlsensy 6T6dTm  sTevrewr(ipld  GClsmreir(h)  GClFuwisL
u@&lsrmerri. Glurgeurs Curflouwissiur UGurg Gwrflseflsy LTty SHwid GlLMHmeuisGer
CQurPeuwitiysemers GFileusTsd @)dbsmaw Absewearwrsd Guflgrsl UlrFsFamer egib sTpTg
sTarm sTevTewT GarermiFlngl. @) mullenid, flev Ceusmerseaflsy Biewrewilw allaguisigssmear Glomyl
CQuUwTSGHLCUTg ue Cosrewrhisefley QeuNewDL LGSHIL UTTUUg E)STHWenOWTSSTH ST
2 grrewissh@ 1996-b gew® wGvAw aflwrerd Csemsuuilsr CTHCLWILILYL Uesllepw sHIY
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Y& QurPeuwidivert emeur Uetert obBlmeustd CHEGTETL FL L BL 6uigdbensuiTs) (Loresr
BOGL UPHG) SlUTVTGL Bleweveww L bss GO 56551 allwrer LwewsHlearCGurg,
QB sy Blewev sthu@wrullesr erumm Ceuettrigws @)V surest sufleusndssst GnlHgH Feor Glomluiley
QurPeluwidss Geusnrguilhhs usiuils, FDED SHeusTdGmMeauTs @VGHeurs 6CBHBSlY  Blewev
JhULGInigw @leuailwrerts vwewsdled eorunm Ceusttrigws eulflouendssHsT 6THTHI  HEUMIHEVTS
QurflOluwisg Merert Gu@md HAssEhsHE 2 veurer HOOWTHCLIWTLUTETT SSDE (LpeiTesTi
eyrmerwrer CQurAeuwitiyl ussllsaflsy FRUL®R Seubhswnd ClFeisuGer (pigdbsbeul eTedTLIG ULPE G
allFrrenswruilsy Q5fbsg. @engalld GUILUTSE 9 TibLsSTVBISN Feiter FeiTerr clle1gulnigEMhds G LD
Sasrraluilest giswentClsranT® Glurmener 9Mlbs UlstarGr GrelLwiTd @G eui &TeliGLTSE6D
srrullest vweTUT® GwDBHH CuTs, SardhE Osfhasgs STCET 6THTHI BT IWILIAISDS
wpoHPliwrs Bl QFwiul’ L Cs @)hs Haumidbdd STrewrid 6Ter aillFrrensnruilsy spLiLjd6ls el giib
GO S5E55.

4. 1% euemaswirest CmPELIWITIL ST D GlaFiliwievrLD.

- fAev EQIPELWITOILNTIHET SHBISHEHSGHS SleWL &G 6TeUMBWITET Liswfsemearujb GlFiig aill_sumb
6T  eTeuTewTLD GasreisTsitamenri. @)a Fflwsvev. Fev PO L giewpseaflsy WGHHS Fmewwo
C&srewT(erer  sp(heul HM HiMMEBeTID  ellDLesTearyTa @)HLILITT TN 6TEHTENIMNSE  HeUMI.
CQurPeuwitiyseaflsy v Nfleysedr 2 ar@®. eweu FlL Ggiemm GrHlELWTLILSST, WHdHHI6u
QurflEOuwitiyser, sewflesfl GrHCLWTLiILSsT, QUTHeTTSTISSGIemD TN ELIWiILSsT, allarbir
CQurPeluwitiyser  Gumsirp  wuwew  Ulfleysearreorer  giewmaseaflsd  GrPlOuwitiyls  Lesflsemer
CuhO&Tsier LIy suswasWTaT FMenindsst CHemeuliLBESTmer. enswred '@sHemert ()HeTTeL (3)6u6dT
WPLp&@GL' 6T SUTlhHg Jeuhewnd FoubslUL L aufseafl b slusL 0u@s o Agid. Clwrf
Quuirliurerigsep LsTdems WL HCW GUlwrsds G&msrermg QTACLWTLILGT Srdensd HTdHs

S eueT QFUIW L ewiLL L euT&HeTTeur.
5. uevgriul L GBITSBeNOTL LI 6sTL (B H60

- UVSTLILIL L. &TTHEBm6TL LweTUBSHISD sp(h GrflOuwiiiurersnyts QuThdhs susmyuilsy Ll
10 eurGeumsgntqul pedtmrs @) LiLllenib, Heuestdh@Gmpey sTHLL b @S0 Gl sumiiliLy 2 sTeTengs
Cu@urevresr  QLTPILCLIWTLILITETTSST 2 ey  SoumiSledTmesri.  6rliLg? LD  Glewmerley
CQurPLEuwitiyl  ussilsemer  CuHEETsTEHD  CTPELWliILTaTTST  spedTmdH @G  Gpul L
I EBITEHHWENS ST weusHprug QubpewasCu. Bl  srTeudslD@d  CEFwwliu@in
QumrflOuwitiyl  uswilseaflsy  Hev  Fuwwmsefled Grivewflullesr < riougHed NrGwrHlssii’ L
GOILUIL L QETH suriGeng liLiewnt] 1pgeuenL_ujoGurg Coumy suridgensls LrGuwirssgled wpigeusmsLi
uTiss WiysleaTngl. 2 srrewissng, 100 ussnismerds Garenr @ GTHE LWL LewTlenw
pmeur @Cr mreflsy GlFiig wiysSgHalBHeaubserug oflw sriflwib. @)eueuTm BT6TE VLS 671D
BT &EhH@&S OsTLhd uswilulled, Hribusdled vweasTURSSIW srTHemw  allhsgs UNCSTMH
srrullet giememGarLedlsitCurg LAGCET®H surisengemw G wrPlliGuwiurert LrGwrslss
uTILILeT(®). @)g1 @)ewenTt HBTTS BT LTRSS CourilL1pid 9 Hlaid Cb(HledTmGi; 676levrentlsD,
Qeuirsewerts GUITSTHeUTHET BTETE VUG bhg QewenTit Sersdlemer o salld@Hs giewewT
Q& mrerUeuTHeTT () (hbSSTmevTi. @)skeurnrest Heumiser CUTHOTTHTISSHIewD ComPE LW iisefleib
T Mldemasasaflepb ClLipLoaTey &renTiiLBaleTn.
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&, QumTACUWilILTeTTSHsT YEHTTHBWeTL LwsTUBSSGIuSBleL lsayd alfliiurs @) ®eEs Ceusnr(@Ib.
QUITHHSTSH HSHTTHSef6T LILETLTHID, HFEOTesT WHMID GHeHMeuTeT LIWTUT(HHEBLD gn L g6eumTesr
QurflOuwitiysends@ el RallGbh. ewaswrs) @sualagwdbdle WGHbs Heuetid CHemeu. Gosyid,
ywpwrest  SErrsaflest  LweTLUTRSST  GDSSH  CQurgieurs  ueraflsefledlmbgID,  Hair
CQurPeluwitiyds sealsmerts Curdlés@g svallddn L Biseph wWempwrs GCurdlss Geusssr(hlib.
LOITGWST6U T 5 (615 & (3 S|& T THlas6ifl6dT (L (LW LO I T 63T LI6STLITL 1q 69 63TL Cuirdld@ib UL F&Hl60
uBHBISTOVBIGaD  FApliurer  QurEuwitiyser w6ty SrwTer  Ue»LLiLEemer

2 (H6UTd &SN GLD &I euLfler & @ LD 6THTLFD gwiLdleVemsv.
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Impact of SOA and Web 2.0 in Tamil Blogs
and Social Networks

Ferdin Joe |
PG Scholar/CSE, Einstein College of Engineering, Tirunelveli, India

Abstract

Social Networks and Blogs are the most powerful electronic media which reaches every nook and
corner of the planet. They are being viewed and managed by even devices using the embedded
technology. Service Oriented Architecture (SOA) and Web 2.0 are the technologies which are the base
for social networks and blogs. Tamil blogs are also gaining popularity among readers with ample
contribution from Unicode format of data management. Many Tamils all over the globe; especially the
Non Residential Indians (NRIs) have a powerful base of reflecting their thoughts on the social issues
of India using the Tamil Blogs. Social Networks like Twitter, Facebook etc., are also supporting the
Tamil Unicode nowadays and the Tamil Internet User Community is benefited in many ways. The use
of SOA and Web 2.0 plays a vital role in Tamil Unicode with Social Networks and Tamil Blogs. In this
paper, various Social Networks and Tamil blogs from all over the globe are evaluated. This evaluation
study is done to find the impact of SOA and Web 2.0 on the web. The views, target audience and
significant features of various Tamil bloggers and Social Network users are also taken into account for

this evaluation.
Index Terms: Social Networks, Tamil Blogs
Introduction

Tamil is powered by Unicode in the web, especially in the social networking is in the increase. Policies
were framed after the Tamil Internet Conference 2010 by the Government of Tamil Nadu, India. The
usage of Tamil Unicode was approved officially for any communication with the Government offices.
With the collaboration of Microsoft, Tamil Unicode was given a sort of recognition at the level of
silverlight frameworks. Due to these policies, the use of Tamil Unicode has increased proportionally
with the increase in the number of internet users. Lot many Tamil Language Researchers who were
new to internet usage, utilized this technology as a boon for their research. Encouragement for the
usage was enormous by the release of free and open source softwares like NHM writer released in the
CD of CDAC, Govt of India, Azhagi word processor and many more. Nowadays Tamil Unicode is
used to comment in various social networking sites like orkut, facebook, twitter etc and chat
applications of gmail, yahoo etc. Tamil journalists and magazine column writers found this
technology easy and quicker way to reach the editorial board. These areas are powered by the service
oriented architecture (SOA) and web 2.0 using blogs and social networking sites. These sites reach the
people with the Really Simple Syndication (RSS) and Atom feeds in a more effective way. Tamil
Unicode is used by the users to express the culture, activities and emotions of Tamils around the

globe.
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In this paper, I have analyzed many social networks and Tamil blogs. The use of SOA and Web 2.0 is
taken as the usage of these sites. From these websites, the impact of Tamil Users are analyzed for the

past one year and the major issues of the Tamil Unicode users are listed out as conclusion of the study.
Study sites & Criteria

Various sites like savukku.net, athirvu and many bloggers in blogspot and wordpress are taken into
account. They were monitored throughout the year and the issues were listed. This listing was done
until the release of wikileaks cables and the UNO report on Srilankan war. Most of the bloggers
focused on the Srilankan Tamils issue by slamming the Governement of India. Then the 2G spectrum
scam which is currently blaming the ruling parties of India and the State Government of Tamil Nadu.
Apart from these, the issues were raised on the byelections and the small incidents happened in and

across Tamil Nadu.
Aim of writers

The main aim of these writers was to change the minds of the people and they have succeeded
partially by getting positive comments from exclusive and anonymous users. They use to write this
stuff in Tamil Unicode and therefore the reader base has increased but the contents were not reliable.

The quality of writing included many third rated comments on National leaders.
Impact on readers

The impact of these articles made both positive and negative impact on the reader base. Though they
got an increased reader base, they failed to give quality articles. The issues raised on the Srilankan war
became a success with the advent of the UNO report on war crime. But in the case of 2G spectrum
scam, it is not. In the case of 2G spectrum scam, no one has the rights to comment on either the
Government or the politicians. The scam is still under the trial in the special court of Central Bureau of
Investigation, India. Based on some filthy youtube released tapes and opposition party
demonstrations, the real conclusion could not be made. But the Tamil content writers made their
attempt in this issue with ghost referred knowledge. The Parliamentary Accounts Committee (PAC) is
headed by Mr. Murali Manohar Joshi from the opposition party in the Parliament of India. The initial
audit report gave a doubt of loss of money due to the spectrum auction. But the writers were just
slamming on the Government for the illusion created. The Joint Parliament Committee (JPC) is formed
as per the demand of the opposition party and the trial is going on. Recently, “The Hindu” has given a
news stating that, the effect of JPC is becoming a boon to the ruling party itself and the opposition
parties want the committee to retire as they couldn’t achieve what they felt too. On April 28th, 2011,
the Parliament Accounts Committee’s report was rejected whole heartedly rejected by the committee
and a new Head was appointed. These activities show that the scam is not the offence of only ruling
party but there are some others who are behind. In this scenario, the content of Tamil writers in the
web came to be known as just illusions and confused the reader base. Similarly, the Government of
TamilNadu was criticized for freebies in the 2011 Assembly Elections Poll campaign. Elections are
normally the reflection of the pulse of voters. Without knowing the this pulse, the content was
published just by slamming the welfare schemes done. We need to wait till May 13t to see whether
the voters have rejected the freebies or they welcomed with red carpet. Without this made clear, the

media will never have rights to comment on the Government to change the mindset of people.
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Conclusion

In this scenario, as a neutral reader, the issues stated in the social networks and blogs need to be
analyzed thoroughly by the readers and then the issues should be taken into account. It is really an
offense to feed the people with wrong news. Tamil internet users need to take all these concepts in
mind before they read any sort of sensitive news in the media. The links posted in the social networks
need to be audited by any neutral organization upon appeal. The negative certificate on the content
will make the users to understand the difference between reality and illusions. Currently the Tamil
media in the form of blogs, social networks, TV channels are not reliable because of the backing of
single person opinion being stuffed on reader base. The auditing on the reality of content and the

certification of content will definitely lead the readers to get the correct picture on the issue.
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Tamil Classical Literature in the age of blogging
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Tamil classical literature popularly known as the Sangam literature is hailed by scholars around the
world as one best literary output of human civilizations. Scholars from various western countries have
patronized Sangam literature and produced various studies and translation on this literature. Many
Universities around the world have understood the literary significance of Sangam literature and have
opened departments to study Sangam literature. With such literary greatness, Sangam literature is
not much known to common people of Tamil Nadu. The common people of Tamil Nadu are more

exposed to literature such as Thirukkural and Bakthi than Sangam literature.

Except for very few Puram poems much of Sangam literature is unknown to common people of Tamil
Nadu. The only exposure most people have towards Sangam literature is the few poems which they
had read in their school Tamil syllabus. There has been no popular appeal or drive to encourage

people to read Sangam literature in the likes of Thirukkural.

Themes of Love and war essentially make most of the poems, and not well appreciated by children of
young ages. Hence the only time people are exposed to this literature they had not developed any
special interest for it. In such circumstances, the age of blogging and social network which are the
mostly used by the youngsters in the prime of their life can be effectively used to popularize the
Sangam literature. Sangam literature has strong emotional connection with present day lives. Hence if

Sangam poems are presented in proper way, it is sure strike a chord with present generation.
Obstacles to a common man:

The biggest obstacle for a common man is the archaic language of Sangam Literature. To understand
and appreciate the Sangam poems, a person has to know lot of background details like themes,
landscape etc. Dr.Kamil Zvelebil has once remarked that only trained readers can completely
understand and appreciate Sangam literature. A common man requires considerable education before
he can appreciate Sangam poems. More often than not, translating the poem or explaining the poem
line by line doesn’t give full experience of the poem. As an example I would like to take a poem and
explain how much back ground detail he requires to appreciate the poem
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If the chief of maritime land

Where,
the wet crab
seeing the stork,

Which looked

Like a water lily in rain ,
Gets afraid and
moves inside the hollow roots of
the mangrove trees ,

Like a bull which cut loose

from the rope tied by the herdsman,

Doesn’t return

let it be so.

The merchant sells smaller bangles

in this town.

In the following poem we expect the reader of this translation to know the following points to enjoy

the poem completely

1. How the water lily looks when it rains - and how it is so similar to the crane

2. Wet crab being compared to Thalaivan

3. Crane compared to gossip of women

4. Running for safety into hollow roots, as imagery for Thalaivan hurrying to Thalaivi’s home to
save his love.

5. Bull cutting loses from the rope tied by the herdsman as imagery for Thalaivan breaking the
shackles of the pressure from the society.

6. Small bangles to indicate the Tamil akam tradition of love sickness and thinning of hands and

loosening of bangles. Small bangles will fit the smaller hand and hence they can throw away the

memory of Thalaivan and be safe from the society.

It can be shown with further examples that traditional methods of translation and brief explanation

cannot give a reader the full experience of a sangam poem. Hence experimental approaches should be

considered to take this classical literature to the common reader.

Blogging as a medium:

Blogging as medium of communication has developed over the last few years. This medium gives

enough flexibility and freedom and in most cases free of cost. Blogging has become a popular

medium for readers who like to gather knowledge on various topics. Most internet users are used to

blog medium hence blogging overcomes one of the major pitfalls of Book. Books involve printing cost
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hence there are severe restrictions on page counts and illustrations. Blogs therefore can afford to be as
long as they want and can use illustrations as required. The blogging medium is also flexible enough
to allow audio and video. The flexibility of this medium can be really helpful in presenting Sangam

literature to the new age reader.

With no restrictions in page count, more explanation can be given on the theme, landscape and other

required back stories can be given in addition to translation to understand a particular poem.

Sangam literature has very visual nature to it. The poets of the Sangam infused elements of nature-
flora and fauna effectively in the poems to describe emotions. They play an integral part in
understanding the poem. Most readers’ knowledge of flora and fauna especially with names in
archaic Tamil is pretty low. Hence pictures or illustration of flora and fauna mentioned in the poems

helps the reader understand the poems better.
Experimental approaches:

The visual nature of the Sangam nature can be utilized and the poems can be presented in new
formats such as explaining poems with series of pictures or more experimental approach of comic
book format (with illustrations and subtext). Audio files with rendering of the poem along with
explanations can be uploaded. Lectures on the poem can be recorded and uploaded as video blogs.

Small animations can be made to explain similes and imagery of the poem.

Few examples of illustrating visual elements of Sangam poems are given below
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A more experimental approach of Sangam poem in comic book style
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With blogging medium we have no restrictions to creativity. Experimental and creative approaches
can help in popularizing the Sangam poemes.

Visual catalogs:

Visual catalogs of various flora fauna and smiles can be made into searchable online databases. In one
such effort visual catalog of 99 flowers of Kurinchippattu was created 2 years ago in my blog
karkanirka.org. This effort can be extended to include all flora and fauna of Sangam and also efforts
can be put convert into a searchable online database. Such visual catalogs would help the common

reader as well as researchers in understanding the Sangam literature in much better way.
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Few slides from the visual presentation of 99 Flowers of Kurichippaatu.
Relating to popular Culture:

Most themes of Sangam poems are still prevalent in popular culture though Tamil Cinema, either as
scenes or as lyrics for film songs. Relating the Sangam poems to prevalent popular culture helps
common reader understand the classical poems better since they are able to relate to the emotion of

the poem.

Themes such as love at first sight, opposition for love from parents, eloping of lovers, temporary
separation of lovers, wife cooking for first time and waiting for approval of husband, girls parents

mistaking girls love sickness and inviting priest to perform rituals are still prevalent as movie themes.

Relating the Sangam themes to popular culture makes them understand that Sangam literature isn’t as

alien as they had imagined and creates an interest in them to explore more in the classical literature.
Use of Social Network:

Social networks like Orkut, Twitter and Facebook have become the most popular medium for
knowledge transfer and sharing. Each of these social networks has hundreds of groups on Tamil
Language and literature. Sharing the links of the blogs at such groups helps spread the reach of
Sangam literature. This method popularly known as viral marketing is very useful tool. Many new
readers are exposed to Sangam literature this way. When a reader likes a poem he shares it to his
friends and any one is his friends list who likes the post passes on to his friends. This way with
minimum effort the reach of the poems can be maximized. The social networks have played an
important role in growth of Karka Nirka blog. In April 2010 Karka Nirka Facebook page was started
and presently there are 622 followers and growing. On average one blog posted in Face book is passed

on/shared by 50 other people.
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Conclusion:

New approaches are required to popularize the Sangam literature. There are many takers for such

efforts. Fresh enthusiasm and creativity can help to revitalize the Sangam Literature and take it to the

present generation.

221



222



wnnne@é SHeBogsan
CONFERENCE PAPERS

SLILD @ewevoriid 2011




Impact of SOA and Web 2.0 in Tamil Blogs
and Social Networks

Ferdin Joe |
PG Scholar/CSE, Einstein College of Engineering, Tirunelveli, India

Abstract

Social Networks and Blogs are the most powerful electronic media which reaches every nook and
corner of the planet. They are being viewed and managed by even devices using the embedded
technology. Service Oriented Architecture (SOA) and Web 2.0 are the technologies which are the base
for social networks and blogs. Tamil blogs are also gaining popularity among readers with ample
contribution from Unicode format of data management. Many Tamils all over the globe; especially the
Non Residential Indians (NRIs) have a powerful base of reflecting their thoughts on the social issues
of India using the Tamil Blogs. Social Networks like Twitter, Facebook etc., are also supporting the
Tamil Unicode nowadays and the Tamil Internet User Community is benefited in many ways. The use
of SOA and Web 2.0 plays a vital role in Tamil Unicode with Social Networks and Tamil Blogs. In this
paper, various Social Networks and Tamil blogs from all over the globe are evaluated. This evaluation
study is done to find the impact of SOA and Web 2.0 on the web. The views, target audience and
significant features of various Tamil bloggers and Social Network users are also taken into account for

this evaluation.
Index Terms: Social Networks, Tamil Blogs
Introduction

Tamil is powered by Unicode in the web, especially in the social networking is in the increase. Policies
were framed after the Tamil Internet Conference 2010 by the Government of Tamil Nadu, India. The
usage of Tamil Unicode was approved officially for any communication with the Government offices.
With the collaboration of Microsoft, Tamil Unicode was given a sort of recognition at the level of
silverlight frameworks. Due to these policies, the use of Tamil Unicode has increased proportionally
with the increase in the number of internet users. Lot many Tamil Language Researchers who were
new to internet usage, utilized this technology as a boon for their research. Encouragement for the
usage was enormous by the release of free and open source softwares like NHM writer released in the
CD of CDAC, Govt of India, Azhagi word processor and many more. Nowadays Tamil Unicode is
used to comment in various social networking sites like orkut, facebook, twitter etc and chat
applications of gmail, yahoo etc. Tamil journalists and magazine column writers found this
technology easy and quicker way to reach the editorial board. These areas are powered by the service
oriented architecture (SOA) and web 2.0 using blogs and social networking sites. These sites reach the
people with the Really Simple Syndication (RSS) and Atom feeds in a more effective way. Tamil
Unicode is used by the users to express the culture, activities and emotions of Tamils around the

globe.
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In this paper, I have analyzed many social networks and Tamil blogs. The use of SOA and Web 2.0 is
taken as the usage of these sites. From these websites, the impact of Tamil Users are analyzed for the

past one year and the major issues of the Tamil Unicode users are listed out as conclusion of the study.
Study sites & Criteria

Various sites like savukku.net, athirvu and many bloggers in blogspot and wordpress are taken into
account. They were monitored throughout the year and the issues were listed. This listing was done
until the release of wikileaks cables and the UNO report on Srilankan war. Most of the bloggers
focused on the Srilankan Tamils issue by slamming the Governement of India. Then the 2G spectrum
scam which is currently blaming the ruling parties of India and the State Government of Tamil Nadu.
Apart from these, the issues were raised on the byelections and the small incidents happened in and

across Tamil Nadu.
Aim of writers

The main aim of these writers was to change the minds of the people and they have succeeded
partially by getting positive comments from exclusive and anonymous users. They use to write this
stuff in Tamil Unicode and therefore the reader base has increased but the contents were not reliable.

The quality of writing included many third rated comments on National leaders.
Impact on readers

The impact of these articles made both positive and negative impact on the reader base. Though they
got an increased reader base, they failed to give quality articles. The issues raised on the Srilankan war
became a success with the advent of the UNO report on war crime. But in the case of 2G spectrum
scam, it is not. In the case of 2G spectrum scam, no one has the rights to comment on either the
Government or the politicians. The scam is still under the trial in the special court of Central Bureau of
Investigation, India. Based on some filthy youtube released tapes and opposition party
demonstrations, the real conclusion could not be made. But the Tamil content writers made their
attempt in this issue with ghost referred knowledge. The Parliamentary Accounts Committee (PAC) is
headed by Mr. Murali Manohar Joshi from the opposition party in the Parliament of India. The initial
audit report gave a doubt of loss of money due to the spectrum auction. But the writers were just
slamming on the Government for the illusion created. The Joint Parliament Committee (JPC) is formed
as per the demand of the opposition party and the trial is going on. Recently, “The Hindu” has given a
news stating that, the effect of JPC is becoming a boon to the ruling party itself and the opposition
parties want the committee to retire as they couldn’t achieve what they felt too. On April 28th, 2011,
the Parliament Accounts Committee’s report was rejected whole heartedly rejected by the committee
and a new Head was appointed. These activities show that the scam is not the offence of only ruling
party but there are some others who are behind. In this scenario, the content of Tamil writers in the
web came to be known as just illusions and confused the reader base. Similarly, the Government of
TamilNadu was criticized for freebies in the 2011 Assembly Elections Poll campaign. Elections are
normally the reflection of the pulse of voters. Without knowing the this pulse, the content was
published just by slamming the welfare schemes done. We need to wait till May 13t to see whether
the voters have rejected the freebies or they welcomed with red carpet. Without this made clear, the

media will never have rights to comment on the Government to change the mindset of people.
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Conclusion

In this scenario, as a neutral reader, the issues stated in the social networks and blogs need to be
analyzed thoroughly by the readers and then the issues should be taken into account. It is really an
offense to feed the people with wrong news. Tamil internet users need to take all these concepts in
mind before they read any sort of sensitive news in the media. The links posted in the social networks
need to be audited by any neutral organization upon appeal. The negative certificate on the content
will make the users to understand the difference between reality and illusions. Currently the Tamil
media in the form of blogs, social networks, TV channels are not reliable because of the backing of
single person opinion being stuffed on reader base. The auditing on the reality of content and the

certification of content will definitely lead the readers to get the correct picture on the issue.
References

Nothing in specific. Most of the eminent social networks and blogs were taken for this sudy.
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Tamil Classical Literature in the age of blogging
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Tamil classical literature popularly known as the Sangam literature is hailed by scholars around the
world as one best literary output of human civilizations. Scholars from various western countries have
patronized Sangam literature and produced various studies and translation on this literature. Many
Universities around the world have understood the literary significance of Sangam literature and have
opened departments to study Sangam literature. With such literary greatness, Sangam literature is
not much known to common people of Tamil Nadu. The common people of Tamil Nadu are more

exposed to literature such as Thirukkural and Bakthi than Sangam literature.

Except for very few Puram poems much of Sangam literature is unknown to common people of Tamil
Nadu. The only exposure most people have towards Sangam literature is the few poems which they
had read in their school Tamil syllabus. There has been no popular appeal or drive to encourage

people to read Sangam literature in the likes of Thirukkural.

Themes of Love and war essentially make most of the poems, and not well appreciated by children of
young ages. Hence the only time people are exposed to this literature they had not developed any
special interest for it. In such circumstances, the age of blogging and social network which are the
mostly used by the youngsters in the prime of their life can be effectively used to popularize the
Sangam literature. Sangam literature has strong emotional connection with present day lives. Hence if

Sangam poems are presented in proper way, it is sure strike a chord with present generation.
Obstacles to a common man:

The biggest obstacle for a common man is the archaic language of Sangam Literature. To understand
and appreciate the Sangam poems, a person has to know lot of background details like themes,
landscape etc. Dr.Kamil Zvelebil has once remarked that only trained readers can completely
understand and appreciate Sangam literature. A common man requires considerable education before
he can appreciate Sangam poems. More often than not, translating the poem or explaining the poem
line by line doesn’t give full experience of the poem. As an example I would like to take a poem and
explain how much back ground detail he requires to appreciate the poem
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If the chief of maritime land

Where,
the wet crab
seeing the stork,

Which looked

Like a water lily in rain ,
Gets afraid and
moves inside the hollow roots of
the mangrove trees ,

Like a bull which cut loose

from the rope tied by the herdsman,

Doesn’t return

let it be so.

The merchant sells smaller bangles

in this town.

In the following poem we expect the reader of this translation to know the following points to enjoy

the poem completely

1. How the water lily looks when it rains - and how it is so similar to the crane

2. Wet crab being compared to Thalaivan

3. Crane compared to gossip of women

4. Running for safety into hollow roots, as imagery for Thalaivan hurrying to Thalaivi’s home to
save his love.

5. Bull cutting loses from the rope tied by the herdsman as imagery for Thalaivan breaking the
shackles of the pressure from the society.

6. Small bangles to indicate the Tamil akam tradition of love sickness and thinning of hands and

loosening of bangles. Small bangles will fit the smaller hand and hence they can throw away the

memory of Thalaivan and be safe from the society.

It can be shown with further examples that traditional methods of translation and brief explanation

cannot give a reader the full experience of a sangam poem. Hence experimental approaches should be

considered to take this classical literature to the common reader.

Blogging as a medium:

Blogging as medium of communication has developed over the last few years. This medium gives

enough flexibility and freedom and in most cases free of cost. Blogging has become a popular

medium for readers who like to gather knowledge on various topics. Most internet users are used to

blog medium hence blogging overcomes one of the major pitfalls of Book. Books involve printing cost
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hence there are severe restrictions on page counts and illustrations. Blogs therefore can afford to be as
long as they want and can use illustrations as required. The blogging medium is also flexible enough
to allow audio and video. The flexibility of this medium can be really helpful in presenting Sangam

literature to the new age reader.

With no restrictions in page count, more explanation can be given on the theme, landscape and other

required back stories can be given in addition to translation to understand a particular poem.

Sangam literature has very visual nature to it. The poets of the Sangam infused elements of nature-
flora and fauna effectively in the poems to describe emotions. They play an integral part in
understanding the poem. Most readers’ knowledge of flora and fauna especially with names in
archaic Tamil is pretty low. Hence pictures or illustration of flora and fauna mentioned in the poems

helps the reader understand the poems better.
Experimental approaches:

The visual nature of the Sangam nature can be utilized and the poems can be presented in new
formats such as explaining poems with series of pictures or more experimental approach of comic
book format (with illustrations and subtext). Audio files with rendering of the poem along with
explanations can be uploaded. Lectures on the poem can be recorded and uploaded as video blogs.

Small animations can be made to explain similes and imagery of the poem.

Few examples of illustrating visual elements of Sangam poems are given below
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A more experimental approach of Sangam poem in comic book style

Ir HEJ\JC:E HE
‘:;f;, THINE &F
vl THE
BEALTIFUL
W OMEN WHE

WEASS THAT
ey
]
fﬁ; HE WEtE
RETLEN HOME
SOEN

KeskaniskoNsyasdprss's

With blogging medium we have no restrictions to creativity. Experimental and creative approaches
can help in popularizing the Sangam poemes.

Visual catalogs:

Visual catalogs of various flora fauna and smiles can be made into searchable online databases. In one
such effort visual catalog of 99 flowers of Kurinchippattu was created 2 years ago in my blog
karkanirka.org. This effort can be extended to include all flora and fauna of Sangam and also efforts
can be put convert into a searchable online database. Such visual catalogs would help the common

reader as well as researchers in understanding the Sangam literature in much better way.
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Few slides from the visual presentation of 99 Flowers of Kurichippaatu.
Relating to popular Culture:

Most themes of Sangam poems are still prevalent in popular culture though Tamil Cinema, either as
scenes or as lyrics for film songs. Relating the Sangam poems to prevalent popular culture helps
common reader understand the classical poems better since they are able to relate to the emotion of

the poem.

Themes such as love at first sight, opposition for love from parents, eloping of lovers, temporary
separation of lovers, wife cooking for first time and waiting for approval of husband, girls parents

mistaking girls love sickness and inviting priest to perform rituals are still prevalent as movie themes.

Relating the Sangam themes to popular culture makes them understand that Sangam literature isn’t as

alien as they had imagined and creates an interest in them to explore more in the classical literature.
Use of Social Network:

Social networks like Orkut, Twitter and Facebook have become the most popular medium for
knowledge transfer and sharing. Each of these social networks has hundreds of groups on Tamil
Language and literature. Sharing the links of the blogs at such groups helps spread the reach of
Sangam literature. This method popularly known as viral marketing is very useful tool. Many new
readers are exposed to Sangam literature this way. When a reader likes a poem he shares it to his
friends and any one is his friends list who likes the post passes on to his friends. This way with
minimum effort the reach of the poems can be maximized. The social networks have played an
important role in growth of Karka Nirka blog. In April 2010 Karka Nirka Facebook page was started
and presently there are 622 followers and growing. On average one blog posted in Face book is passed

on/shared by 50 other people.
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Conclusion:

New approaches are required to popularize the Sangam literature. There are many takers for such

efforts. Fresh enthusiasm and creativity can help to revitalize the Sangam Literature and take it to the

present generation.
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Introduction

‘Tamil,” as A.K.Ramanujan][i] says, ‘one of the two classical languages of India, is the only language of
contemporary India which is recognizably continuous with a classical past’. Kamil V. Zvelebil[ii]
says, ‘probably the most significant contribution of Tamil literature, which still remains to be
‘discovered’ and enjoyed by the non-Tamilians and adopted as an essential and remarkable part of
universal heritage’. According to Harold Schiffmanliii] “most Tamils feel that their language and their
linguistic culture really are different from most others in India” Though information about Tamil
literature in works by those referred to above is presented effectively, detailed information about
Tamil literary works especially Sangam literature presented in one of the most common online

reference sources, namely Wikipedia, is far from satisfactory.

The present paper aims at exploring problems connected with presentation of information about
Classical Tamil Literary works in the on line encyclopedias namely, Tamil and English wikis. These
two on line reference works being made free, people in different parts of the world have an easy
access to them. But unfortunately some of the accounts about Tamil literary works found in them are
often found to be highly skeletal, fragmentary, lacking in citations, disappointing the users remaining
unverifiable and being incoherent. Hence the paper makes an attempt at analyzing the problems

relating to presentation of information through online resources in them.
Encyclopedias

There are the highly traditional encyclopedias comprising entries developed as per norms of an
encyclopedic entry in standard encyclopedias such as Encyclopedia Americana and Encyclopedia
Britannica which contain useful information on Tamil literature. However, they are not easily
available to those who want to use them for updating their knowledge about Tamil literature in
general, specific Tamil literary works in particular. Even though the encyclopedia Britannica is
available as an online encyclopedia, the stipulation seeking the users’ credit card number even for a
trail run for a few days serves as a factor inhibiting its use. In this context, the Wikipedia
encyclopedias (Tamil and English Wikis), freely available for anyone who has an access to a computer
with an internet connection, in any part of the world, come in handy or easy to reach. But the
information about Tamil literature found in them is far from satisfactory as they are highly
fragmentary or skeletal. Against some of the Wikipedia encyclopedic entries suffering from

presentation problems carry instructions such as the following;:

“This article needs additional citations for verifications. Please help improve this article by adding

reliable references. Un-sourced material may be challenged and removed’ or “This Tamil related article
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is a stub. You can help Wikipedia by expanding it or ‘This article about the literature of India is a

stub. You can help Wikipedia by expanding it’.

Given below is a specimen entry from English Wikipedia on Nanmanikkatikai one of the Eighteen

Minor works of the Post-can;kam period.

NaUmallikkalJikai

From Wikipedia, the free encyclopedia

Nanmanikkatigai is a Tamil poetic work of didactic nature belonging to the Pathinenkilkanakku
anthology of Tamil literature. This belongs to the 'post Sangam period corresponding to between 100
- 500 CE. Nanmanikkatigai contains one hundred songs written by the poet Vilambi Naganaar. This
poetic work is famous for its clarity and easy readability and is often a prescribed text for schools in

Tamil Nadu. The poems of Nanmanikkatigai are written in the Venpa meter.

The poems of Nanmanikkatigai each contain four different ideas. The name Nanmanikkatigai denotes
this fact comparing the four ideas to four well-chosen gems adorning each poem. The following
poem describes four different groups of people who cannot sleep well at night, namely, a thief, a
lovelorn person, someone who hankers after money and a miser who worries about losing his
money:

HETEULD6TET LITTT & @ Giullsd @)eVemsv, HTHedlmL (B

2 sirambemeuliLimid @ guflsv (3)svemev, spevoT©lLIT(HsiT
G FtiisuLbeTedT LITTdh@HLD Hiuilsd &)sVemsv, L16ILIT 6T
STUUTTSGW G)svemsv guilsv.

[edit] References

¢ Mudaliyar, Singaravelu A., Apithana Cintamani, An encyclopaedia of Tamil Literature,
(1931) - Reprinted by Asian Educational Services, New Delhi (1983)

*  http://www.tamilnation.org/literature/

*  http://www.tamilnation.org/ literature/ pathinen/pm0047.pdf Nanmanikkatigai eText at

Project madurai

ygIt uweri 2 gafl | L &% 2 gafl | Font help | g owrssiy | epssrevs | arysed | Qsiigssr

What is given below can be treated as an expanded encyclopedic entry version which is in no way
complete[iv]. An entry relating to this post-cankam work can be attempted using various criteria

insisted upon for a comprehensive encyclopedic entry.
Nanmanikkatikai

Nanmanikkatikai is one of the Eighteen Minor Works known in Tamil as Patinenkil.'kkanakkuntlkal
It comprises one hundred and six quatrains, the first two quatrains being invocation verses. The
venpa in its variant forms is the metre of Nanmanikkatikai. However, the first verse and the other

two namely the 30t and the 615t verses have five lines in each of them. As the first two quatrains are
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in praise of lord Vishnu, people describe it as a Vaishnavaite work.

Those who view it as the post-sangam work would place it at the later part of Buddhists and Jains,
AD 100 to 600 AD.S. Vaiyapuri Pillai in his History of Tamil Language and Literature (From the
Beginning to 1000 AD) assigns 750 AD as the period of Composition of Nanmanikkatikai but many
scholars do not subscribe to this view. As certain lines from Kuruntokai, one of the works of Eight
Anthologies, has been used in the Nanmanikkatikai, it is possible to surmise that the
Nanmanikkatikai belongs to a later or post-sangam period. The lines that have a striking similarity

in the two works referred to above are the following:
STUJL TN WV GBI SHTewsVw|Ld sumiiaill (B
ojsresrmi eteireyid Gweal (Kuruntokai - 397)
Gyall oemevliLilaid osTCer stevrmy sp(d (Nanmanikkatikai 23)

As the coincidence between certain lines of Nanmanikkatikai and the Tirukkural is striking,
commentators believe that the former has'al certainly borrowed from the latter giving credence to
the view that Nanmanikkatikai belongs to an age later than that of Tirukkural. The quotes cited

below will illustrate the point made above.
@)evflemouilsir @)esTerTTHE Wirblgevtlesr &)siremoullesr
@eremwCu @sireorts g (The Tirukkural -1041)

@)siremouilstt @)eiTaarTHL  @)evVewevulley GleveiTerTTS
susitemiouilsst suemruimi L g @)sv (Nanmanikkatikai)
One of the verses of the verses of Nanmanikkatikai and its translation version are given below:
HETEULD6TET LI & @ Giulled @)eVemsv, HTHedlnmL (B
2 6TeTDemeuLILITT & @D Glufled (3)6Vem6v, speuoTElLIT (6T
CFieuLbeTedT LITTdHELD Guilsd @)sVemev, B LIGILIT(HsiT
STUUTTS G [B)svemev Giuilsv.
No sleep for those who are surreptitious; no sleep for
Those who have set their mind on their favorite women
No sleep for those who are keen on wealth creation
And those who safeguard such wealth sleep not.

References

The translation of the Nanmanikkatikai verse into English quoted above is the one attempted by the

presenter of this paper.
Tamil Wikipedia Gz @pigeyssr
s LD Hmvdserehdluwrer allsSllfigwralsd @) mbai.

2 BIG6T ledTeUsYISHE TEIT (Lpig6YSH6iT 6TFI6YLD @)6V6em6.
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"Nanmanikkatikai" uéssems @)bs allsslulley 2_Heurdseayb

As there is no entry relating to Nanmanikkatikai in the Tamil Wiki, an entry similar to the one given
below can be made:

[BTEITLOEWST G d51q 60 LIFI 6l 63T e80T P> 680Td> &) [RIT6VH BT PETMTGHLD. (B)FI P(H HWLFFBIBGBTED H6V6VGI
FhiIsD wHW HTeY BTVTGW. @)ser HAflwi ellerbllerTserri. @)g BTV 6lousesdTLTSSaTT6Y
BTHI. P FleV CloUHTLTESSBET MBI IlgHEMTTEV Y edTewer. B)HBT6V HTMI GCleUTLTSESOATTEY Y 6UT).
wFaudSsThS BIHUBILILGSPS Cleustlufl 1q60 106 LiTL_svgsT 2 _arerssr( 1904). &#). . Q. allgFeuprsd
QeuafluillBeirer wpiboenflasEnid. BreTwenflaen sterm mTedls 104 GeuswTLirdsst wL RS 2 _sTeaTsT
(urf Bleweowid, Gleremerr, 1954). @euflesr @esremrd LSILND SL 6T UTSGIF CFtiiuyL sl
Qe srewriiuL_ailsvsney wirg eored 104 Gy ser i HGw 2 sirerer. (@)srenredlssr oyl
alleriolilserri.  @)bmredler sSLeyer euTpSgHIs  UTLVE6T  FHwrewsos umn @) @HLLSTeD
@bmreordflwi eneusgemtour ereTmy LGS mri. @erepreordfAflwi Guwi eferbileTTasermi,
afleriblll etedrLIgG @loui OBTHeWVSGVIILIGTHeYLD, HLOPHBVEI6TONT DR &TTH6T BuiledTTi 6T6dTMI
SewEsEliL@eusred @eur Gluflsy 2 sirer prasrri srerug BUWlOTTrOresTs6lETasT(H (@ouir engevsri
6T OB TeTeurmperi. Ggd e»MeT FLWSSHGHISHT LV @)L Biseflsd & mewrliL(Beusred
@ bprevordiflwi enger@r sTetTmb GEmerariiL@E .

@Dl ser

LISlC VTSI LD 60T & (& BIT6VSHET (T eITLO6NTSBIg 605, AT 1g. 6TelV. LTVFHEBSTLD LilsiTewer eTedrdSIm
@leroupseTTi, ewFoudsrhs HTMHUSILSSWSHD HH6HLCued NG, waspudliiy 1904, sriirsv
1980, Smeurmisermi gL, GlFsrenssr 600 018

#. o, Qu  ellweuprser, (pibwenllseEnd HreTwenilaend, urflBlensowd, Gesrsner - 600 0108,
wpasmugliiy 1954, 11 sugy ugliiy2007

Enriching Encyclopedias

An encyclopedic entry will be a long essay comprising a preview or introduction followed by
treatment treatment of each item mentioned in the preview in separate sections. Diagrams or maps or
tables or charts are inserted wherever required. Use of photos or images or pictures as illustrative
materials is attempted wherever possible. A dictionary entry restricts itself with whatever connected
with that word such as phonological information, grammatical information, semantic information,
idiomatic information connected with that word etc. While an encyclopedic entry deals with
whatever connected with the subject referred to by the word. At the end of the article a brief
summary of what has been dealt with in the article is presented. For the benefit of those who are
interested in acquiring more information on the topic chosen for treatment in the entry, a short
bibliography is presented. Certain entries may be as long as a few hundred pages, a table of contents
is usually presented enabling easy reference and location of information needed in the entry.

On line encyclopedias offer the additional advantage of being dynamic : new information relating to
the subject dealt with are made available in the encyclopedia as when they are available, not waiting
for the next static format such as the disc or paper based publication to come out. The Tamil and
English Wikis are as much dynamic as the encyclopedia Britannica online, The Wikipedia is one of
the first user-generated content encyclopedia. The principles of democracy is enshrined in its making

and it would never become obsolete as it is dynamic.
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Mismatch between Technical Know-how and Tamil Studies’ Scholarship

Scholars who have a depth of knowledge in Tamil literary studies are not able to enrich the
encyclopedias like the Tamil and English Wikipedia as they do not have the technical skills needed
for serving as collaborative editors for them. But those who are well versed in using the computer for
serving as a collaborative editor have only a superficial knowledge and understanding of Tamil
language and literature in general, especially the Cankam or literature of the Academies in particular.
As a result of the mismatch between possession of computing skills needed for serving effectively as
a collaborative editor of Tamil and English Wikis and the ability to write convincingly on Tamil
literature with suitable citations and making references necessary to make their accounts about Tamil
literature authenticated and well documented. Even among the scholars who have a thorough
knowledge of Tamil literature, only a small group of native scholars are capable of using the English
language and the Tamil language for this purpose. Some of the foreign scholars who can use the
English language effectively for describing the ancient Tamil literature they are unable to give a
convincing account of the literary works as their understanding of the ancient Tamil literature.
Superficiality of native and foreign scholars either in the ability to use the computer or in their
understanding of the Tamil literature not only by the foreign scholars but also by the native scholars
or in their mastery of using either the English language for English Wiki or the Tamil language for
the Tamil wiki. As a result of this mismatch, some of the articles written for the wikis remain Stubs

which need elaboration and citations for increasing their verifiability and coherence.

Conclusion

The paper has focused on the sorry state of affairs prevailing in presenting information about Tamil
literature in general, classical Tamil Literature in particular in world’s most common dynamic
reference books such as English and Tamil Wikipedia. Sample material with problems of presented
along with improved versions of information. Certain procedures or practices relating to making
encyclopedic entries are referred to in the section that deals with enriching encyclopedias. The chief
reasons for information presented in the Wikis being incoherent are identified as the mismatch
between the technologically savvy suffering from superficiality in Tamil studies and those who have a
thorough knowledge in Tamil Studies but not being aware of the technical skills needed for presenting

information in the Wikis as collaborative editors
Notes
»  The Interior Landscape: Love Poems from a Classical Tamil Anthology, (1967)

> The Smile of Murugan : On Tamil Literature of South India

> Language Policy and Linguistic Culture in Tamilnadu, Chapter 6, on Tamilnadu from Linguistic
Culture and Language Policy, H. Schiffman, 1996.

> An entry complete with all the necessary components cannot be attempted because of space

constrains prescribed for this paper
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o L mHAflwls uewL_Liy: 0lp eflEalifigwr

QF. @ rr. CFsveud @ LomiT
hletresfliisd wHmid Hewflesilulwied Fiewm, eurl L FePT LIDEBNeVEBEHLPHLD, eumL L Ter, spevort_ LG,
seor_m N2L 3G1
selvakumar@uwaterloo.ca (OR) c.r.selvakumar@gmail.com
http:/ /valluvar.uwaterloo.ca/~selvakum/biop.html

GFCIFTH6r: H18lfleV Blewevorwsoryf] In L’ 1 mFnTuiLs Liswr_Lir), ilsbs) Gl myflsvmiL Lith

& (H&HSHLD

2 aley WaeaTempwrsls Glufu erallsy Hullsy @ ewewrwiouf] 2 (HeurTdlauHd LIVGDME HeHeVD:
serehFwd S0P alsSlinFigwr. @gal L b allésel (Wiki) steirenid QSTifled BIl LIGET6L 6uaTiThgi e (HLD
9@ gL Lrdiflwl uew iy (content created by collaborative authoring). sH@QuUTWE TDSSTLY @ H
Garig (10 Wevedlweir) Qermasr L kislw @& sewevdbsarehdliugdlsd 31,000 s BewrseEnds@n GLosv
2 meurssLGupmisTersT. sL_(hewrsaflsr #rrefl enu’l (byte) gjerallsy 2 s Gwriflseaflsr euflenauilsd
10 seugy QL sPlev 2 sirer @6 HuUlipd HeWEVEHBHETEHFWID 6T6UMTN 2 (HouTHHLILL B 6u(HFSTDG)
steormyd, LIim @)hslw Gwriflsaflspin, 2 s Guriflsaflspib Blspbg eumh allsSiTiqur sueriddser
upPlw  yerefld@gpliiyseflsst Sgliuemulled sUUll® HAv b FTihE HHSHVFVHEHL @)
sl (hewrulled supmsliL@BElsTner. L) BTEHS6lsD eurTepd wey wuewTUTL (B LilsdTesrevvtlujemL_tw
SOlpiHer  eThlewenthg  HMley, CasTHOBIL LS L BewliLL T 2 (Heurddleum @)
I LTEBSH0 6THTOETawTL  FAohsevsmst upplub, Sieyser upmluyd, Apliys dmmisst upHDluyb
suitiumleyd Ll L pfleyb B)& L Hlewrulled eurpmbisiLi(hib.

27,000 Guir vwesriseTTSL LFley QFigisrer @)d searsHle B gisTmin 778,600 Gar@liyser (edits)
QFwwt U’ B S HOIssT 2 (Heurdhsiul (Hsierer. Sl euariddld @i, HLolfled @)ewewruitd, Hesflesf],
CQurdlullwed, Hewev, Yflailwisy, wWHSHIUD GUTSHTDH Y N6YSHIMMHET S WITHGIdELD, LITer L
LITL_BIS6T (Lpg 6D &I,U_Isq WL L HTVEH6T 6UHT LIDEUMSBL LIHL LILEEDeT 2 (heuTddl LeTolL (b

allgdld Sl 1 sTeeurm) Giewent GlFiiIwIddm (HLD 6TETMILD & (HHGIH6T (LP6dTemsudsdsLiLI(BILD.

1. 9Plps1d
steflin eTFHICHTED (LPSH6V GUTEYTTH), 676YFHWEWT, Hewilevl] UMT TMSHSTL SEWTHSHIGLD LIV(HEwL_WI

I L_(HewPLiLimed 2 (HheurdhsLLBHeusTGeu. emms) &Hemg, LSBT, Haiend, LBIOTE0VT 2 DT HenL
BTeV&sT GumetTm 6T SN LswLLilevsElwid Cureimeupswmd saily, CeumiLev TIPS SHILILIENL LIL|% E1HLD
QPMHUTH] Ll L 1k, LY YPATWTHeT @)ewenthal 2 (H6UTHEHEUT. 6TTMTEID, LIVT 2 (heuTd@Ld
2 srsglenent Brevser (reference works), semsvsserepdwn CUTsTmenauw| GeslsHenCu LIVT 6TLpd),
Uesreori Lewemtsg1dh 6\HT@dbsLLI(DousTt. SlhssnissT GFinyd Qurpiiurdfluiseflsst LukiseaflisnLd
sally  sTepdFlev Cuflgsrs gl (Hewpliy @Vemed sTaTeOTD. HHousd Hlrlt 60D  Fnl (HewLpLiL
@ p&seVTID. YuieydbsL (Hewrseafler usoL iy v yAflwisefler o GHlusbisefiiyb, “am 6
SAfwrrs” G mé@h Bleweowid Coumi b LGl uswL L. 1993 oyer oyer® Blu, @)miSlevTHg
@#iersv (New England Journal) GeueflullL syiieygsrer speirPlest g fflwrrs 972 CGuewysds
GUUN_y®Hss [1]. 2008 oyer®), SjamssissT UHBIW ileySSTerT peiTewn GlFTersy L
@) srADmG e Gt (Journal of Instrumentation) Geusflull L g1; ol 169 oy liuskisemerd

Crips 2,926 Gui ysslenrullesr gffuiserTs CsfalssliCunmeri. oueTTed @)Ll wimet
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“Em B gFANwisst” uswL iy Ceaum euemswTegl. @eweu GUTE VT, B)G S (Hewruiled
GO UEQumD & B 9 FfMwis (collaborative authoring) LisnL L1l eTesTLIG SyevoTemiouiley o (HouTss
senflesfl  Frihs OsTHlOmIL L susFSwmre, ySlerhissr e nlailwey, surpailuid Hewevd
serehFAwmiser, Qurnlulwe easCuw®E6T, HdSHlIauwemear soHeusd LTy ewmdadwn (Information
Management system) Gumesrm wupusy wweTuT BHHGMD, SeflGseaturs Llenenrdgg GCFidsmos,
Ufgsplw gfgTer eusmsuled LR CFibhghl 6TSSHI(HUTESSLD CFim @uwePid gn L rfiflwls
uenL Oeopult upBlwg [10]. @eususnasd gl Lrdflwl usoL iy st usHLLUTS L HID
H|6VEVMLOED, GILD6ITHEVET 2 (HeuTdad CUTeTDeauDMIGE@GHLD LweTUBSSTDGI. GLTSGIUTS dn L rdlilwi
UL LY&EhdSGHL LusTUBLD Mleydsseus0ssT LsvauHenmud s60Curiefliur Lvsssmsd CFibhs
A Qeumii’ ©56% (Jim Whitehead) urrwfs@g susweggsearssled smrenrevrd [3]  @)susuendgwimest
o L rdAfwd uewL Uiyd@ SjliuemLwrs 2 erer CQariflevmpl Lseaflsd (poHeTeniowiTsr speiTm eildds
(“Wiki”) etebrm) jewipdaiin@d Gwsirse6dl (software). QusTaasgienn @b wsHe e0FILBID
GupritwesTum’ (5 @uwsTae60 (groupware) whmih LZiBlens sasTeniiig espswrer (Version
Control) (@)g Gwersev auigLeurws @ Cusvreanrenw (SCM, Software, Configuration Management)
aumsww  CFihsg) Gurerm Gweraey BILLBISGarTH GsrLiyswLwg @)hs aldslmil Lib.
Qurgiaurs @)bmL LsSler o galursd 9Cr Chrsdled L @)L kisaflsy @) Hb@GHW LT, @)swesrwiouy]
2 SL_(HdremwCWIT VUG Y eUmTSMSEWT Bl(HSHaLD eueTiG6\%BHHeLD, Lgid &L (DT emeiLb
2 pliLgsemeruld 2 (Heurddl GFissHayd, eTefllFTs susnsLILBSHOD, (LPST LIFe eIl BIGS6T 6T LD
SPIWITLDEY, 6T6VEVTd B L miGeleiT Ligleysemaru)id 16l (hd @ euFslujidb LewLGSI.

@ EsE_(Hemrulled pwHedlev aildd staTmred sTeitesr sTedrmy allerdsdlw LIn@, alldSmil LGHT6) eT6keuTmI
LVGIMDETTHS LIV BT (B SLIPTH6T spestBlementbgl gl Lrdflwls uewL LiLirsg @)&H0pESme0d:
HTEhAWGHMSB 2 (HeUTHS] 6UHBDITTHET 6TOTMID, BT SHIhiGewarts LUDMIW LITTEDeUBEHLD §(h BlSLD
TDSGISSTL B (svevg) case study) sreirenid o 6Mailsd weireneusslarGmest. g L TdAMwL LenL 1Liled
gMUBLD BeTewsmsT, FHbsVseT uUDPlD, SHLbBS O YyewrhserTs ubiseflds UL L pleneuw|d
usiEleT@mesr. @)S6STVBIL LGmsL LweaTLBSGS), @)seiT B Awrs CFinudgssdssensy LD
0% F(HEHLWTeS @) misluilsd gn midleiTCmedr.

2. afl& ) eT6iTMTEL 6TEBTERI?

aflGd) eTearn GFTLEMULD BT HHSSTEHSEMSWID Cur eSluyesst (Bo Leuf), euri® ssiresflmisrid
(Ward Cunningham) <,81Guri 1995 @ev omlppsiiu@sslearr. @bs alsdl (Wiki) ererepid QFred
ojsurull Qurfluilsv (Hawaiian) eflédlalsd (wikiwiki) erermrsy & Q& G sitmy, SH\SIE), werer
steorLgl Gumedin BT 19581 ubgl SWHSSCHTH allewreneuds GUlab@ ClFTevedlsy @) HHa CUDMDIE
(pmdevsdan  UnGurflseflsyd). eflleorours (sraflgrseyd) wTHDEIGHT gHUBSS UV
Qs rflemiL LD eTeTeitd GluThHefled @)F6lFTed @ermy HPlwliLHHSTDGI. B)BeweT &< codHGUTI(H
1Bl gsrpsewir, o 2006 gip yesTBI LIl 2 sreuThiSG6ETenTL st [4]. @)FClFTsvedlstr
vwetur®, @)&smdbaHHemey CFuHuBSSw CsTiflevmi LD, euri® ssresflmsrdo 1995 @)
WPHETWHL 2 meursslw  allsSlallsseleurs’  (wikiwikiweb) ereiremin  QueTQLITHaflsy &) b
QsrLm@asleormag  (http://www.c2.com.cgi/wiki). @ty 200 euswssEpsGL  Cevmest
aflGSQweTHBIG6T 2 sTarer. sTesflggin Wigwrallssl (MediaWiki) steirenin afléd) Qasriflpil Lgensli
vweTu(ss ymElevglsd 2001 b Gevr@h 2 (Hourss CSTLBIS], @letmy CLmE eueTTHI 6T,
QeveuFwrsds SewL @G, SLLHD ULgGemn  allGETIgT  eTETENID  HeWeVEEHETERF W STV
®3)560sTflvmIC LD ureueTs Pwiin@deTogl [5]. @)erm oy miSleLEWLTHUlleL 3.6 LLEOlWIENIS @ LD
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I HBVTRT HwVLILHET (SLHewrsepd GUILL®TSHEBD) CsTanL  (3)éHmessHaTehdwin sl
ureueTs LweTu®SSL LbSlarmg (stveur Gwriflseflsr s (heorsend Caihg 18 flsvedluissr).
@ esrm Crgsn 281 Gurflseflsy @)eu alldsl Cgriflevmil Ldbewslt LweTLBGS allsSllTigur (susns)
HMVEHATEHF IBIGET 2 6Tarerr [6]. st QuTHlEEnsGLTEs CoFibgl, salss NDsHss
sumewswrer (unique visitors), 1.3 MeveSlweners sraw@®Hmng [6]. steveor el sEpid
afls&nfigwr CUTeTn &HSSHIGMeT 2 _(houTshd), auaTTSEGHGE umHLILIHGSIUST V6V (LITTdd:
http:/ /c2.com/ cgi-bin/wiki?ContentCreationWiki).

3. sl efléalnTigwr

Sl eflsHinTigwr Qe bui 30, 2003 @év T BIsLCUDMGI. @)F6T surerHewms SO allsHlL
Pywrallsv sremwreord [7]. allgSlifigwralsr eureorhenm Cgesfl eTib. &Ufrwent Flfled BrevTHeyLD
sty sirermi [8] wrpliurengengs Csibs @). wwrbraer sterueui peuoui 20, 2003 wasv Huilp
allsA 0 Tigwraley Lbig upyl ussflwuTHos CsTLBmEw LIPGCs Hp allsSlTigwr eueridfuwenL wg
QBT dSwgl. WPsHaL L Bisefled, SOp eTipdgsbeafley sTpgeugih, alsHllTigureyd s Csemeuw et
SOIp @O (PpEBISMET 2 (HeuThGeudled Cu@ @)L iliur@sst @) phser. @)eorm  senllss
FweTUT(h&6eMed S eTpsgIEeT CFiliLengs Haily, TDHSHTLY 6TVVT (B)eWL (PHHIFHEHLD SHLOLSl6D
2 heursall LweTU®SS @uedlearmgl. @stm @bslw Curlsaflsd weirereniluilsd @G
allsElinfiywreurssd sl alssllnTiqur o srengl. sl all&EHll Figpwralsd s HewrasT 2 (Hourdg
ouglevitb, Levir CaFipbg L BewPLiLTs) gl L rdAflwl uenL LiLTg 2 66T _dsnisHenar eueridols Ll
uBlVID 6THTOHTETL BeiTemwsEemaru FAssvsmeryd allfla@ weireri, allsdlifiywraisy o srer
s Qenrsaflsit v staflw S5 eraf@Hsst uDPlE @GOIULL 0 CouadsrBHid. &L (Hewrsener Gleumib
apy@umm (“official”) “slRewr” srevremlEmBams HawThdSley GeTenTL Ty LD eillEalTigwm
@hFHw Qurflseflsy preaTaTeausrs 2 srergl (@)bs), CGaIkI@, WITESS slw Cwriflsehsd BSS!),
gerred Gwnhsa 200 erpsgisarreug (characters) o sirer & (Hewr&Her sTeiTm UTTESSTD SHLOLD
A Tigwr @hdlsE OSH @redvrLrd Blewsvullsd o erengl. HMVSBBETEHFUISST HILOTETSI
sTaentlbenas, grrefl  ewu'l. gerey (bytes), Qurss Ul oerey, &L (ewguilesr  Herid
S dlweussTeuHmlsL L (HIb G)eVewev 6TATMHTEYID, @)ewou HewaTHSVID S, GBS w Gurifsaflsy wLpshsL
2-3 Q)L_misaflev 2 srerg). @)liLgwrer “sr” geraf(hsemer 9L suswenr-1 §sv smewrevmd (G 2010
D TUNGVTEIT &T6)SH6iT).

4. APLILITEST BHETEMLOSHEBHLD 6T TOHTEITL, ClBTETEHLD Fd%E6V5EHLD:

perewgser: (1) Sl eTipdg sureurmilsy, LD BT 1960 sumTepld SLPTHsT, LLVEeuM| suewBLILIL L
GOwry) (dialect), uewTuT L1 LiSTLjVBISET 2 siTameuidhsr, @)liLigd SThIGHTTSS6U HETEITT6u6VT
HOTTE QPTPIHMTHE ol L TH 260G p(h CHTg CFTHHEHBEGLD In(HBVTRTOUDDITE 2 (H6u T W
31,000 sL_(hewrser Cl&TeTL LVGIDD &(HHSHIH6T FTTHS P(F CLTEH HMOVSHOTEHF WD 2 (HouTHE W)
WPSHST 1pewm. Fn L L rdAflw wpumhseflsy, ogiey allsSllinTigur Guretn wr@Hd LnkI&6STETondEdn 1 W
@ pwoFulley, sueripsiorer F)su suenswTer eueridd esHul L g GO 55868 (2) Lisrer
Carg, Ulsrer Apsrwewt, 1960s6flsv 2 Heurer sHlPEHMVEHATEHFWID (LPH6D HjewsTemLouilev
Qeuaflwrer Nl L Tesll&T SHeusv HeTEhFlwd, FHehFrayl SWIPL LNSHMVSSPHD Geuafluill L 34
QaT@Slser Garenr gDlallwsy, surpailwsh) sewevdbsmerehdwid suemy Gmmbsgl 20 SUPESemevs
searehAwmiser APlgid Quiflgiomin & Geusfloupbgsirerssr [9]. gyerred Ul afldalTiquiTaisy,
SHOUVHET 2 L IGGHL T @lsirempuwplensy Esiul B supBGouGasr®, Um  Gwryl  Hewevd
HTehAWmIECarT(h) 2 L gib@GHL 6T QPULIL SdnlquWSTHeD 2 6rargl. @5 Q)wenTusdlsd HlewL b
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Tywréssetley  (st.am gy mden) SHpsseauslann Casrgliuglan uvBaum SOL  SHSSIL
GumrgrlLmiger (stdli-erdli  HmGSs/CsTELyssr edit wars) mlaspeugid  FAmiLiresTenLow resr
s Dewrsafls 2 e[, Y eTTe) Sjeweu HLOD allsHlFigwrallsy Wseyd GmpmeurTsGeu Bl&pHaIsTaTeT.
Sp allsAinTipwralsy BlspHS SMHESH 2 PeuTl L BigssT W s QuHDLTEID eueripasmsGe
Blsphglsterer. @eweu  allsSlTigwraler mba  CU@HL  FrewTssr sTeiTend  ClBTeTeMSHLILILG
(http:/ /en.wikipedia.org/wiki/Wikipedia:Five_pillars)  fls0@u@bureyn  BLbaisrerer.  (4)
@) g16uswr SLOPV 6THRIGLD LUSlUTHTS H([HSSHIH6ET LIVVTUITHBmTEHS D FAPgid Gufgiwrs Lgeurd
2 siremrerr. FoU HHSHIHET 2 VFD GleuafliLi’ L el 6T 2 L gdb@GL 6T HewsvbsearehFn GBrdsley
ugleurdl o ereresr (e1.6T BlewewayGarer ergenL (memristor)). fAev seTHILNG LSBT Yy BIdeV
allsdlinfiywralGeor Ulp GQuwryl ealédlinfipurssafllGaor uglaur@g  wererGuw  Slp  eflEHll
Tgwraisd ugleurdl o sirerer. (5) QuilrdssaasTar LW HemeOFEFTOTHBRIGEHT (F)is) @5LpedlsD
2 meurTsSll LweaTuBSS ul @ererear. (6) slp BTLiged FHev LeTaflsafled LoTeRToUTHST LITL
Crrgdlev suflp eflEHlTigwrTensuls UTTSHIL LWeTESTETERE MTTHST 6TedTm W Hg @)sdTenild
Qurmtiurs allsHnfigwissr ubisafllGSnriser. (7) slp alsSllfiqur o meurd@h @Gedled Lslw
DY FTiHs, gl HeOPLILTOIG 2 Meurl L SHle0 LSw allipilur sueriwps Blewevdssir eTL L eumiiliL]
Mg sa1. QarvpIl LSCHTH W, WS (Fops) 2 peurl L, RSSIWLLL  LPSHEBISEHLD
SIVFLILRID @5 SHSSTS LUIpGwry) eflésHsepd 2 drerg.
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QeI 6T wpeiTamaKes. sulp aflsHATiguir oy Feuslsst s LuHAL L L sppseflaib @)si
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ureueTs eTHULaisvemev. yerred @)SCsemeusemend FIBID GHFQFTey (tag, flag) GO suss
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UL msd @) mesern. (5) slpisefler Qurifll vweTuTL 1960 QUTgIUTS @)eVBInSES SLOLDTSEH ELD
SOIPBTL DS SLPTHEHSGHD @G L @)L hiseflsy GPOUlLssdbs CoumiurhEer () HleTmer.
@)eweu @)reaTH) UEHSHWITRTEN6U 63T OIFTEVEULS &S6T, 6T(PSEHI HEWL (LPHEVTETEN6, LONMGI B BISl6VLD
Guresrp UIPQuryld CeErpasemerd Hlfled spedllClLwTd@d Gurwdg ssHu@®LD L@ wrourd®). er.6m
Toronto ersitenid GFTsLeWeV WTPLILITERTS HLOPTHT GrTmeT@rm eTedTmyd SHOPHTL (D HLOLPT 56T
QLrrer@Lm eTedrmid 6T&ISHV. (@)ILiguwiTer Hipsvsaflsy @) TenTenL_ujb suLpmIGeugid, CHHGsurt
Flwrer s (Hmreow oL WjWTMID uFSEer CFiwiiul (Hererer). @evnienasuilaib SLOPHTL 19 6)ILD
UTL BHTevsefled euphigld GFrmassr e @)L hiseafley wrmu@euensujd @Cs wenmulled Hidsld
u@dearmg). (6) Qermasst, QurflbenL, eTdg It Guwiiiy &lw uveuPsdDL LUDHPW D WELILIeD
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LUTL BIGET (gD, 2 wymiiieyd sHeval eueny UTL BisEhh LVGum HMleys CsTELiILdbEndhEGD Lulhd
FEhSGHL @)d CBrifleBIL LD LweTU®LD. WPHeT Wewpwirs LsT Tyl srpsed sl allsFerifl
stormy  allsFlTiqwralsr 2 poysSHlLwrs 2 srerg. 2 s Gwrhlseflsy wasv 10 Grhlseflsy
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ILLauement-1: G 2010 55 gjerefHssr 150 - @) BBlw Glomiflassr
SIMETHITEV, Y,eU6wTLI LIL_Ig WGYILD @&WILIL|5EHID:

1. Investigators, The Gusto (1993). "An International Randomized Trial Comparing Four
Thrombolytic Strategies for Acute Myocardial Infarction". The New England Journal of Medicine
329 (10): 673. doi:10.1056/ NEJM199309023291001. PMID 8204123

2. Collaboration, The Atlas; Aad, G; Abat, E; Abdallah, J; Abdelalim, A A; Abdesselam, A; Abdinov,
O; Abi, B A et al. (2008). "The ATLAS Experiment at the CERN Large Hadron Collider". Journal
of Instrumentation 3 (08): S08003. doi:10.1088/1748-0221/3 /08 /S08003.

3. http:/ /users.soe.ucsc.edu/~ejw/collab/

4. wiki, 9&0e&Curi® g mdle garrdl (OED), epssrmrid ugliiy, 2006; Third edition, December
2006; online version March 2011. http:/ /www.oed.com:80/Entry /267577 ;

5. Ao Geusva (Jimmy Wales), sorfl #rmiasi (Larry Snger) opdlw @)meumd @evru Gprésmm

allsalinfigwrensy Blmysuid apesr, Bluytfigwr (Nupedia) erssrapiin wwmdl 2000 Gev QprL_mig

Fs Qeunm CQumpallsvemev. 1999 @lv wridhE @ FALme (Mark Guzidal) sreirueui aflésls

QaTflvmIL LGemss Qaran® Careuls (CoWeb) staruisns plmiaissri.

http:/ /stats.wikimedia.org/reportcard/

http:/ /ta.wikipedia.org/wiki/ s18lip_eféaiifigwr

Gaevfl. 61id. srliLilyoewt], $101p ellsHE 1 Tiqwir, weslleurssi s Qeuafluf®), meubui 2010..

http:/ /ta.wikipedia.org/ s1pd_oHemevda6mEhdl b6t

10. Leuf, B, Cunningham, W, The Wiki Way. Quick Collaboration on the Web. Addison-Wesley,
Bostron, 2001.

11. Bordin Sapsomboon, Restiani Andriati, Linda Roberts and Michael B. Spring, “Software to Aid

v ® N

Collaboration: Focus on Collaborative Authoring”
12. Dillon A. How Collaborative is Collaborative Writing? An Analysis of the Production of Two
Technical Reports., pages 69--86. Springer-Verlag, London, 1993.
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E-Governance Activities in Tamil Nadu

E.Iniya Nehru

Senior Technical Director,
National Informatics Centre Tamil Nadu State Centre, Chennai
(E-mail:nehru@nic.in)

A number of G2C services are being rendered electronically to the citizens through a single window
mechanism. The list includes different types of certificates such as Land Ownership Certificate,
Community Certificate, Birth Certificate, Encumbrance Certificate and Nativity Certificate etc. along

with other services such as Scholarship portals, permits, passes, licenses to name a few.
The Major E-Governance Projects implemented recently are:
Tamil Nadu - E-Services of Transport Department:

A single portal which enables Citizens to file Learner’s License application online, Register their
Grievances, know the Status of their redressal, Appointments to visit RTOs and Know their RTOs has
been implemented. It also provides the facility to Dealers to file the New Vehicle Registration
applications online, generation of Heavy Vehicle Training Course attended certificate online, filing of
applications by the Financier for endorsement of Hire Purchase agreement and hire purchase
Termination online. 1577 Driving Schools and 1307 Dealers have already enrolled. More than 1,10,000
New Vehicle Registration applications, 60,000 Learner’s License applications are filed through this
system and 15,000 Heavy Vehicle Training Course attended certificates are being generated through

this system every Month.
Tamil Nadu - e-Services for Department of Commercial Taxes

To facilitate the Dealers of Commercial Taxes the Government of TamilNadu provides the anytime
anywhere services like Online filing of VAT returns, Online payment of Taxes with 5 different Banks ,
Online submission of Form-W refund Claims, Online filing of e-Request for saleable forms, Fast Track

Clearance system at Checkpost and Online submission of New Registration application.

# Transport.... =l
€ C & | © tnstagov.in/transport/transportTamMain.d Y
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The system also provides the facility to all the Citizens to search on the commodity code, Tax Rate,
TIN number, VAT clarifications, GO’s, Notifications and Circulars issued by the Government, contact
Details, VAT Act, Rules and Auction details. It helps the Department to monitor the status of Returns
filed by the Dealers and also to identify the Non-filers. More than 3,10,000 Dealers are enabled for
filing e-Returns online. As of now, average of 2,30, 000 Dealers are filing their Returns online every
month. More than 2 Crores of Sales and Purchase invoice data are being captured every month. More
than Rs 1500 Crores of Taxes per Month are being paid through e-payment through the 5

Nationalized Banks.

alenilselfls SHemm
Commercial Taxes

Department, Tamil Nadu

General Information

VAT Clarifications

VAT Circulars Tamil Nadu Value Added Tax * Rules
*_G0s &Notifications Tamil Nadu Value Added Tax Act 2006 has come into effect from 1st January 2007 ~ Forms
M VAT is s multi-stage tax on goods that is levied across various stages of production and supply with credit given for tax paid at each stage of 2 F'ms'.
* Commodities Search i * Citizen Charter
TN Search ~ RTIAct
o VAT is the most progressive way of taxing consumption rather than business AR UE
# Refunds  Contacls
~ Auction NE*/ E filing - datil ining dealers- not dated so far # Feedback
~ Hlpiing
B NE' =~ An Ordinance to bring provision of the Tamil Nadu Value Added Tax {Second Amendment) Act, 2010
# Checkpost FTCS L i
** Stopped Business Dealers List As on 07/03/2011 (As per Data received from circle office.) ** e-Payment C ~  NIC Mail
NE Membership fee in Traders Welfare Board is enhanced to Rs.500/- with effect from 01/1012010{Click Hs w
: *  Traders Weffare Board
Toll Free Mo - 1800 425 1959 FAQs on e-Retumns? 0
Call Centre No - 044 26290962 Help File For Filing e Retums Search Site

To file e-Returns Choose Your Division

CT Policy Hote 2010-2011-Demand No.10

(English) Coimb and Salem Division Dealers
CT Policy Note 2010-2011-Demand No.10
(Tamil) Chennai and Other Division dealers
CST Return filing dealers mandated for e-
Total No. of Visitors (Since 3112/2007). 15759643 Disclaimer

| Taxes Department Designed,
pauk, Chennai - 600 005.

emaivat

Tamil Nadu - eDistrict : Scholarship System

The Web based system implemented by the Government of TamilNadu, provides a facility for
students to file application for scholarship online through their respective Institutions, as a first step
towards bringing in transparency in the processing of the scholarship forms at various levels of the
Government. The system has the necessary provision for requisite backoffice work flow for
processing the application. It facilitates quicker processing of scholarship applications of the
student and also it provides the status of the scholarship application through the
website/CSC/SMS to the students. Automatic SMS messaging services is also sent to individual
students who have provided the mobile number in the scholarship application. 1200 institutions
dealing with the Scholarship of the BC/MBC and 54 institutions for SC/ST students are making use of
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this facility in the state. About 3.7 lakh students for BC&MBC and 2.45 lakh students for Adi Dravidar
scholarship have applied so far.

Scholarship System Home

BC, MBC Adi Dravidar Minority Welfare
Scholarship I Tribal Welfare Scholarship
, | Scholarship ! .

'D'e'sjign'eﬂ'&'i‘lﬁst&ﬂ By: National Informatics Centre, Cﬁénu‘at

Tamil Nadu - Government e-Procurement System of NIC (GePNIC)

The TamilNadu Government implemented the SKoch-Challenger 2000 and elndia awarded GePNIC -
the total automation of the process of physical tendering activity on internet in a faster, and secure
environment adopting industry standard open technologies. It is highly generic in nature and can
easily be adopted for all kinds of procurement activities such as Goods, Services & Works, by
Government offices across the country. All the registered government departments on this application
are double authenticated one with the Login-id and Password and other one with the Digital
Signature Certificates and PIN for their ensured security transaction on the internet. The departments
create Tender and Corrigendum and publish them on the site. Bidders bid against the eligible tender
and bids are encrypted with the bid opener’s public key. The same bids are opened only by the Bid
openers DSC.

GePNIC has been implemented successfully in the State Governments of Orissa, Tamil Nadu, West
Bengal, Uttar Pradesh, Haryana, Chandigarh UT Jharkhand, NICSI, Mahanadi Coalfields Limited
(MCL) Orissa, PWD Punjab and Viskhapatnam Port Trust. It is also being implemented for

243



procurements under Pradhan Mantri Gram Sadak Yojana (PMGSY) of Rural Development Ministry in
21 states, covering the North Eastern states. Around 52,080 tenders, worth over Rs 85,089 Crores, have
been processed successfully from 2008 to February 2011

B G EUREMENT

ystem S

Latest Active Tenders | Tenders by Closing Date | Corrigendum | Results of Tenders

Government eProcureme

Welcome to demo eTendering System

User Login
Download Latest Tenders The eSubmission Tender System enables the Tenderers to download the Tender Schedule free
of cost and then submit the bids online through this portal for demonstration and training Login 1D * l:l
purpose only,
Tenders by Location Password * l:l
T = Login
# Latest Tenders 4

Tenders by Value Click here to Enroll

Tender Title Reference No  Closing Date Bid Opening Date
Forgot { UnBlock Password?

Tenders by Classification

Tenders in Archive Mo active tenders available Search with Tender Reference noftender
idiTitle/Description

Tenders Status F

Hnaleads #. Latest Corrigendums
Corrigendum Title Reference No Closing Date Bid Opening Date
Announcements
Awards

Site comp atihilit‘

india.gov.in@

__Theoatlonalportsotinda | Certifying Agency

Tenders INDIA IR g3

Contents owned and maintained by respective Organisation

Visitors No: 921052

Designed. Develuped and Hosted by
National Infamatics € entre

Version ; v1.08.0520-01-11 Disclaimer
(c) 2008 Tenders NIC, All rights reserved.
Site best viewed in 1024 x 768 pixels,

Tamil Nadu - eDistrict Project of Social Welfare Department

An initiative of Social Welfare department covering 215 Citizen Service Centres and 10 Block Offices
of the Pilot district of Krishnagiri District to provide five different services of interest to the citizens.
Services of Marriage Assistance to Widow Daughter, Orphan Girls, Widow Remarriage, Inter Caste
and Child protection scheme are some of the services one can avail through the registered CSCs or
facilitation centres at Block/District/ Taluk. Being a workflow based application the transparency in
processing the application for the marriage assistance is provided to the citizens who can verify the
status of their submitted application using the ID number provided in the in the acknowledgement
receipt of their application. Facility to provide the SMS messaging service to the citizens after the
approval of their application is also implemented. More than 885 applications have been received to

date and are in different stages of processing.
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JamiliNad

Welcome cacari, From POTTAVELI Village , Ariyalur Taluk , Ariyalur District \‘

Application for Moovalar Ramamirtham Ammaiyar Ninaivu Marriage Assistance Scheme

PR — ‘

Sekar Apphicants relationship to bride * |~ datect - 88

ALAGIYAMANAYALAM, Ariyatur, Ariyab, TAMIL NADU., ALAGIVAMAMAVALAM Arfyaka, Ariyatur, TAMIL HADU. Tl
pincode: 621704, pincode: 621704.
201, xeimoran emanw, 15, 201, svamam o
i eyt A ."-T'Q'«'?.".';ﬂ:.'.“" s, s,
Admiistration Type * [ Biock & administratian Uit * T
e — mona G- —
Father name. Bhend [ AT QUL 1]
Mother nane amo Qs 1]
Religion = [ setect | Community * [~ seleet — ]
Dute OF Bt = Educaion * Com-  ®
Aanustincome *
e e - —
Father mme Aheng ST Quul |
e swauns —
(g o | R e |
Oecupat | Date O Birth * [ =
Addrass > (ones =
~|

e

| Application Summary | Poriod wise Pandancy xrlslu'udrl Duzﬂct Dndlburd |

[Rowﬂ .nmmmu_l

B ooved M eciocios M ronoe B norumos

Block wise Application Summary

9"" W AP AR
i) E”“ .u\D e qd" = o
s ,..«w*"“w“;m@’“ et W ““‘ et W

Tamil Nadu - Pregnancy and Infant Cohort Monitoring & Evaluation System

An Online monitoring system that helps to monitor the health status of Pregnant Women registered
with any PHC in the rural areas of Tamil Nadu has been successfully implemented from 2008 across
1500+ PHCs. All the 385 Block Medical Officers and 42 District Health Officers are making use of the
system for the effective monitoring of the PHCs in monitoring the health conditions of the Pregnancy

women and Infant cohort. More than 28 lakh records of Ante Natal checkup details are maintained.

The system captures the details of the pregnant women at various stages like ante-natal care, delivery,

post-natal care etc. Similarly it captures details of infants like growth, immunization etc.
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Password
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AN Mother General Information]

AN Mother View - General Information

[aNC 1D No. 4009301155 Para .
\Name of al mother Parameswari LMP 18/08/2009
[Name of Husband | Silamban EDD | 25/05/2010
[Phone | 9787275635 Date of AN Registration | 13/10/2009
|address *kupamal chataram Height { in cm) | 144
|Age of mother s Blaod Group A
ECo.mmunity [ s¢ YDRL | Hon-reactive
:Edﬁcatibn Status of AN Mother fi High(étﬂ. 9-10 HIV Status of AN Mother [ Negat'i've
[Education Status of AN Husband Hr.Sec(std. 11-12) [ ) [
f - HIY Status of AN Hushand Negative
\Gravida &
IRemarks il
liio. Dz;e | PIag.E_! (En?'n Weight Date | Date | IF& i?;:nodf Uring Urine 'Hb in | Blood :lf;?':r: ?nf _ I I']:E?t:fsk :nr:::
I it ‘of visit Ho) (Kg) of TT of IFA |Nos. S Albumin | sugar gms | sugar witie |Rate/mt dotacted Given
Ultrasonogram done
' Ultrasonogram done ' Date Result Findings
1st Time [ | 1
|2nd Time
3rd Time
AN Referral
;High Risk referred
EIf yes Specify the Complication
[Date & Time of Referral
Place of Referral
[Compliance
MNatal Referral, Delivery & Death Details
|H:gh Risk referred i :" No if yes Spav.::if'y the Cum;ﬁ'l-iéa';ti'an

|

Tamil Nadu - Technical Institutions e-Governance Portal for Directorate of
Technical Education

To enable the Citizens to get basic details of all the 430+ Polytechnic Colleges and 450+ Engineering
Colleges and to enable the Diploma Students studying in these Polytechnic Colleges to know the
Attendance details and Semester Examination results for the current Academic Year, this web
application was designed and hosted by the the DoTE of Government of Tamil Nadu. This portal has
3 different sections for the Citizen, for the Polytechnic Colleges and for the Student of Polytechnic
Colleges to get to know the entire details of their interest of Polytechnic and Engineering colleges.
Institutions and DoTE are provided with the staff profile and institution profile of all the institutions.
More than 5.45 lakh of citizens visited the site from its launch in March 2010.
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wwnxl |:5'. it

Fle Edit Wiew Favorites Tools Help x & -

¢ Favorites |£e-Go\remancE Portal of Directorate of Technical Educ... | | a - 8 % e - Page - Safety - Tooks - @~

GOVERNMENT OF TAMIL NADU

DIRECTORATE OF TECHNICAL EDUCATION
Technical Institutions e-Governance Portal

“Your Ragister Numbar 7 | District-wise List || Summary B
[ View Attendance Details ] Course-wise List Institution Cod= 2 | E
Alphabetical List Passvord 2| |
Search. W i:Calevaiama ]

Your Register Number 2 ‘ |

Schame? (31 Ok Details about Engineen"ng (.‘oﬂegu

[ View Examination Results ]

UmvEIm -wise LI*st
Course-wise List
Alphabetical List

Search | | [ inCollege Name |

Engineering & Polytechnic Students :
Know your Scholarship Processing Status

You are visitor no. : [ITFIE since 10 Mar 2010

Send your feedback as e-mail to egov._public @ yahoo . com
Optimised for 1024 X 768 moniter resolution
Web application designed and fiosted by
National Informatics Centre, DEE. of IT, Govt. of India, Chennai

Dorie & Internet 45 - ®aww -

National Informatics Centre has been providing informatics support to Central Ministries, State
Government and District Administration. E-Governance initiatives have already made a large impact
in various sectors including agriculture, rural development, judiciary, health, education, transport and

administration.
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New Media and Tamil - using softwares, tools
and Technology

S181p wHMID LSlw eari_g1d - GlFwedlssir, CleTClLT(HeTs6r, QSTiflevBI LD LiweTLT(H

S. Gunasegaran
New Media Trainer
ACTA Trainer (Singapore WDA Approved), 2D animator/3D visual specialist

Temasek Polytechnic, Singapore
Abstract

Recent developments in new media and Tamil computing have changed the overview of creating
Tamil contents and engaging applications especially using revolutionary iphone and ipad technology.
The Internet has brought the world closer and helped creative industries to make realistic
achievements in the e-learning environment  As with introduction of Unicode and technical
capabilities to include Tamil as part of iPhone and iPad, the teaching and learning approaches are
changing.

This paper looks into ways to create engaging contents, using digital music, animation and high
definition audio and videos. It will showcase the usage of new learning environment using Adobe,
Toon Boom, Second Life, Blackboard, Moodle and Eon Reality to engage with new Tamil around the
globe. It will also examine the need to create more digital games and tools to address the learning
needs of young learners ofTamils, It will focus on using blogging, wiki, chatting and tweeting to
promote the language effectively.

CBTL&5%LD

&TVHMSG OGleustim BlH@w CaFb6wrwurer SlpELT,@bHrHmTenTgsr  ailehehTer Lyl Fuled
seorg Ulbusisenerts Ulrgluedldsss saupeaissnsy. gemevdgeauigsafley Gsrimbidlw sulllp Gmifluflesr
uflessrriod, @B rig QLTS BTD euTepd 2 Vemd allysy  Hiesflullsl B EHD  cusVEHIDEDW  LD6TTIS
GVSSI5E auTll auypmiG susvsvewy Gupm WWW(world wide web) stemiid cpsst@mpgissr, BLd
Qurifleww Frib 1&s surepld GrHlwiTs suaTiousmd @ allGHlL_(HeTerg).

12 2 uilmd 18 Guityd 1 its sTdGIGHeTTY 2 (Heuresr GHHITHSHLOD, (3)6wewTuldSerdH 60
2 reumd Grflsefley @earmrs o wisuenL bHgisrergl. swri 30 eumLkiseEndd ey FmisLiLyils
sewsflent]l sTeId LSHIFOFTONIGE JewLwmreard Hewrl iyt Hr.Casralbssrdl @)L 9jigdbserid,
SO, EVF T, @)eVBIens 6TaT 2 V& (WPpeugld alwuTUlsS(Hd@n SLOIPTHeMET 6p6iTH)6ew 68T @ LD
uTevL s 2 (Holeu®dgIsTeng.

200 propenTigsd eHul L Qgmifleoyrl F, weflgs surphensemw O WEHSHTS WTrHY 2 sTeng.
QF LIS T6T, Hysdh CsTLL, euTGeTTed, CFTEweVESETL F, ClETemeBLSl 6TadT 2 (Houmresr igLliLienL
oL & GUFFHHET, ([FewmewTil cuFHlEHeT eubs LIDG,STDTL. UTPEMES  (PeHDEBN6T  eULPlBL GgILD
FmmISHeTTS LT 2 erererr. pasmTL (facebook), @mibsseusH(SMS), you tube, twitter, e-mail sresr
@)ewewtt G HletT Y ewerdg Llfleysaflspib sLilewrp LWTLBGSID umililiLdbBener THLIL (R6TTS|. &% 616D
uflrHDBISHET 2L 6918 @L 65T L LILgTed GLblewip LiwieTLBSSID CHemeuser oF % iS5 bHi6Tersr.
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LSl 2911 HHEIG6T, D) T6ULD 2 _6T6T HeWEITEU(HLD HLOGKI % (hhdIHHEDETW LD, LIEHL LIL|SHeNETW|LD 2 (h6UTdhds,
wrHm, uSlibg GsTsrer suriiliveflsESpgl. senflest] LHMID WHSESTEWLCLSA cpsD, HFls GLIT(HsIT
GlFevailsvsvmLo6), 2 V6T 6Thg cpemsvuiled () (HHGID sp(Heui LiledTenIVEIL 2 VT eUT6eUTLD.

podcasts, RSS feeds, social media, text messaging, blogs, wikis, virtual world, eresr SlewrpEsrmiid
2 (peursl eupld YFZILLSs OsTHlVBIL L Wpewpsewer LweTLRSS], CFigsemer, GFemeusemer
uflorP&elaTsirer Lydlw 21 &b euriiliy egHUBSSHS ShgisTengl.CTemevbg GUTERT 2 meysemer,
wefls Cpwil ueysemer susTliLBHSSH6BTeTUSNEGLW,RHLOGS  H(HSHSHMard 6l TeTL_sui
8arr(h) QsTLiYy gHUbBSSHE OC&TareusHGLD ,UHSThs OCFWVSET, CFeMmeUBET, FCLPEHBISHEDET
2 (HeUTSHH), @heui wHMeur CBMHg LWSTEDL WS dniq i suLPl(LPENMBHENET 2 (HeuTHSHeYLD LSl 2arL_&1D

2 gaflwrs o drerg,.

S0p eueridAullsy yememow STeVBISZETD LD LBIGTHY] UBHSIMGI. B BLOTET UMV LY 6IT
(blogs) &Py  TWSLILIGSSTHOT.FSHSTLTS  SHHSSILILUALTHDD  CFlughHEE @) bLps»m
LweTuBhEDGI.

svalsaimpuilsy 0l spUlss Ansliyf,wCofwr prHsefsv E-Learning portals espu@ési
Ul (hsirerer. @evikiens whHmb Ceueflbr(hserley surepd LIV HLOPTHMET (F)enenTd @D uMSHUlsD) LIV
@lewewTng Bemmiser GFwsy LB eumdlearper. sflips Hrfer ClFwed ewmaer SO Fesflesf]

sLLewwliLiled 2 heurdsiiul (Hsirerg). Tamil

Virtual University erepuid @ewemrwggero  eufl sy  @evdSwmbiseneryd  Guwryf) Frips
QFiglasenerud senflssluilsy dBesor(H) CHL () LGS LILISTEHL WIGVTLD.

QFwedlssr, QuerGuTmsrser. QgTfevmil L QuerGurmstsear adobe Flash CS5.5 iPad .iphone
CwsTlLTHer 2 (HeuTshsshslsy, dynamic font wewp sHCUTH @)L DGUDHMIsTeTsT, unicode
popuiled SewwhHS TPSHI(HbH6T Ggaflaurssd GCsfalsrper. CET. RewTigsd, @)meuflls Lwef®
Gumestm yslw pewpEewerts LwsTuBSS Henflef] alleperwur’ (h&er, ssvall FTibs ClLeTEILIT(HsiTS 6T

2 (H6UTSEH6USM @ ULl | 6WLDSF6TET6DT.
TamiliBooks and app in Iphone/iPad

sLHo Fev gy enr(hsaflsy igdhsenilef slewpuilsy, sTHLL 19 HEGD, GsTYleL Bl Lt Yl &, spsubleur(m
weflgesflesr aurpdHenaswenmassmaryyd S Cur@d wrmhm el L g.apple computers gflyws g
Iphone/ iPad &0 eupmisiiuligHé@Gn SLGLUUBSSUILL L QeTELTHET 2 (heuTdhddhemaLl LiwedT

LSS, Asvprmi CeTCLTHeTH6T @)ewewr Henbdlsd LFallpdad CFiieusD@ euLpnBISLiILIH & eTD60T.

Certified Developer stetrm pempuilst spp iBook, siflip ellewerwir B\ssir,Sjswesroumid CLF HLOLP sTemiLd
QFwedllewwud 2 Heurdhd 2 arGersir.sHEUTG, ABSLILT HTflh SOTFTT WTH YHT6D, WIS
@)esT WEHHEHID LBIGEOUGHLD auensulley LUl Gurfluyd @ewsujb sevpbg Iphone/iPad wi GGw Liwiesr
ubsd BLSSLULEL @ens Blaspddepw BL G eumSEmer.bog Curfl, Glews um],HeweTeuhLD
Qsfbg Csrareugsn @ @)% CuTeTn LUSSTHS Y BisnbissT CLhsai LifldeTmenr.
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Microsoft Office in Window7

senflasflufley LG @ery,ydlsrs Hflysn S inuiiul Hsrar Window?7 enss06srensv@udlgaflsy
,@evsus SDK epsvid Liev  CFwedlsemer 2 heurd @ euriiliy erhul Rsiterg. Open source wpewmuilsd
uglGeunmid CFiiIuSTE), H(HSH FHHBHTHHIL 6T GFWeL LIL 1PigSmgi.

Google Website

@)BI@ WTOTERF, &BHSISTOTTHBHUD HWILILLD pewmHeafled Chriguwirssd Hlewipls LiwieTL (hdbgILD
yon HPlwsd QFinuliul Hsrerg). Romanised sugeaisy oFFqsslL@BL aurisamasser $ioliflsd

@)L DELIHLD g m G)Flev @)L DELHMIeTaTg).

Toon Boom animation

CaellFASHTiD cpsVld eUMIHMEVL UL BiGemer 2 (heurdhd,sulflsd o smywmev,pigliyy Gumretm
S|FLIGET B)WenTdhdl SLlewp Fmeum pHe» GluMweui eueny Femeuds@l ausmsuilsd Glsuerfldsols ey

@)bs G LeTEILIT(H6T sumiiliLieflsA ngi.
Eon Reality

wluflesmyw Qarl B 2 ewigev(3d virtual reality) wewpsewers vwer UBSSH. LVSTLILIL L
T fgHemerujb,sHNed  YeyILiubiHemerld @)bs CwerGuT@mer cpsvd BT CFwepsmMuiled
LIISTL (D B) L|SHIeDLOWITET s8)ILIeUSBHenBLI GlLIMEVTLD.

podcasting

@ swemriigBlev ,sp60), 69611 augallsy CHrly BlopFFBemeTu|d LIHL LIL|&HEHEDaTUD 2 (h6UTdE6UB6T CLpsVLD,
S0 Y emereuHd CuarugD G 2 mrwrheausH@Gd suflpewmaer sl Hsirener. live streaming
wpswpuilsd srrer HUlp eurGerred), CETewevsasTl & GFwLT(Hsemer @b Hewmuilsy @) HH
BL_G$HEVTLD

New media and Tamil

QaTewevgrrds  Healeurpprsr Csriiuuilpd, Gumrerm ewpsaflsy SHUISHL  (PewDEEDET
WSWTETOUSN G LW 2a1L_SBIG6T wH6&ETHSSssrmesr. moodle, Blackboard LMS Gurssrm @)swewmruiid
outfl sMLd @ Hewflest] HL_LewoliLiley,sL0lflsb LITL Bigewer bL GG (pigujb.aHMeV,sDLSSH0 euiflsafley,
LD euT6U T8 61h LD, LiuflHmielLiLimeri g @mp b, M) 65 THEHLD @ hCFr Gl Sjerailsd LiwtedT GlLm (Lpigujib.

Virtual Classrooms

FAmis iy flev,eurphTs Bevaildh@ L, TemsvgTrd Hevall, QgL Tuuihd, GursTp Wemmaeflsy &HLGsH
(PODEHEHET HEWTETUSD G , LS 201 _smisHseT w&H6laT(hdaslsirper. Second Life, Elluminate, Adobe
Connect Pro, you tube, Skype, slide share, google apps, animoto, voki animated Characters,Guirssrm
@ ewewriin eulfl sHUEGL Weopsemer LweTLbHSSHIeuSeT cpsvd Chrsems LFFliLBds & phLid @
LITenflen i, HeneTau(hld 2 6MI(HLD  GUETERID UL dbd  (Pipdngl.  GlLbumeb,@)sveusiomrs

CeTClLT(HeTH6T @)ewenTsSle0 &) hHE LSlallndsid

CFin B weYIuBTeD,LHl  HH6UVHEETWLD,LITL SFIL L Bisewerujld  HOlepsd  CFlieusnsHE ([F)sweu
Cumsallwrs @) mealeToear.ururliureT euTpsEasuilsd,FAnmbs Svallewws euBIGuUSNESE @)enevTi
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UGLIL BT B6V6V Hieurds ewwdmgl.@)g CUITETD LbsTHS BL6UIySHBHeN6n 2ardh@alldds FmigliLyT
Srersisd SOPEIwry suariegfse 1.5 Wsvedlwsir Gausitafllemw GFsvalll g S L 1 Bererg). @)% Lisv
B6V6D B L Bisensr $1Reugsmds@ eUTILILITS enLoHEI6TeNg

Social network sites

My space, facebook, mitwitter frienster,Orkut,bebo,wordpress,blogger,live spaces,yahoo,live
journal,blackplanet,myyearbook,freewebs, Typepad,Xanga,multiply ~ Gumesrm  ysarésd  és
CFwedlHBaILD, LOl6TeUMVSHFHTBIGHEHLD  HeVallewil  HeauLIL  supBIGaugsNdhE@ 6uflgid o gallwmi
emwpgistarer.Cloud computing wewpulled, Fls GFsvallssVToeD,BsVeV  GlL6STG)LIT(h6TS 6T
vweTu(hss HewLLiLGTeD,HL0p FTihek 6T6sTeNThIGMTUD,CHTL T suenidd FHi L Biseerud GlFuwisd

LUDSSIUSDE @ BEV6V euTiiiliL &6 BlewmiwiGeou O emLobd &ibdI6Tarsor.
Constrains and Remedies / @)L iur@ssir, &irayser

senfleslls giemmenw GuThdbs susny Microsoft Windows,Apple Mac OS sresr 2 Quiflur §l(heuessigerflssr
sewllp sl Lewwlydbsemerd  Frihgh  SWp  CQuerlurmlsst  GU@BUTEID 2 (HeurdsLl
u@SElsTmerr. gliller sewflenfluilsy @)giouswr spmFlev GlsTCLTHeTECor HLOlPlL ClouatloupbgisiTamrssr.
iPad .iphone Geuaflurdl 2 eu@mLmissr &Lbs LIDE@GL,sWl) CQeFwelluyh, SLL de&x pewmujb
QsuaflliLenL_wiTe ewmesTou(hd LWTUBSGSHID suenHUlled @)emenTdasll LTLTHST6V, @)SIBT6T 6UeHT
PMHFAV sTWSGIHEbEHmar WL HG uweTuBRSS Geuslvrigwr S Lmw Blewsv. @)HeTmsy LweTLOSHS
CLTEUT(HETHeM6T 2 (HeuTdhs (Lpigwailssnsy. @)bBlemev wrm Geuest(HLD.

LVRTMI GC6TELIT(H6TH6T allhLIHETS @ SlewL_GHTILD Jjeweu GILI(HLOLITID HLOPSHLD FTihgl oL HGL
@priugred Amisliyi Cumetn euerHd BrHS6NeD, HSTHTL  eUTLPSeW&HFELpedlsD,He0albgienm ullsy
LU (h b g6 g M ds & LD LeVGeumy QB TVBIL Lid BHEOL_HE6Nd THT OB 66T Gouemvrig
B p&EmHI.6TSSHI L wellGsrl wpewm subs LIDG @m Fev CueaT6lummsTser @)evsusFiors
FILGHTePid, CurmerTsr glitswLuilsd @&y Curiflsendsd FLTes GLeTOILIT(HsTEmar 2 (h6uTdd
Qsupm! GlLiHeug GLHLLLITEID 6Tl L T SesflwrsGeu 2 srerg).

SV sewflewt] alleweruirl BHassT 2 Hourssl LuBeug 9 fasrs o erergl. Microsoft,Sony, Nitendo
Gumestm BlHeussTmISsT cpsvd SHromet ullp allewerwml (h GeTOILIT(HeTSemar 2 (heuTdd g 6wt
QUEVEYISITTH6T (LpiLisy CousHT(RID. (&) siTemmw @)erid SLOPTHEDT HSeuThHH (PSS (B)HH (PeHD LIWICUT6Nds & LD.
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Electronic Commerce

Dr. B. Neelavathy

Electronic commerce, commonly known as e-comm, e-commerce or eCommerce, consists of the
buying and selling of products or services over electronic systems such as the Internet and
other computer networks. The amount of trade conducted electronically has grown extraordinarily
with widespread Internet usage. The use of commerce is conducted in this way, spurring and drawing
on innovations in electronic funds transfer, supply chain management, Internet marketing, online
transaction processing, electronic data interchange (EDI), inventory management systems, and
automated data collection systems. Modern electronic commerce typically uses the World Wide
Web at least at some point in the transaction's lifecycle, although it can encompass a wider range of

technologies such as e-mail, mobile devices and telephones as well.

A large percentage of electronic commerce is conducted entirely electronically for virtual items such as
access to premium content on a website, but most electronic commerce involves the transportation of
physical items in some way. Online retailers are sometimes known as e-tailers and online retail is
sometimes known as e-tail. Almost all big retailers have electronic commerce presence on the World
Wide Web.

Electronic commerce that is conducted between businesses is referred to as business-to-business or
B2B. B2B can be open to all interested parties (e.g. commodity exchange) or limited to specific, pre-
qualified participants (private electronic market). Electronic commerce that is conducted between
businesses and consumers, on the other hand, is referred to as business-to-consumer or B2C. This is
the type of electronic commerce conducted by companies such as Amazon.com. Online shopping is a
form of electronic commerce where the buyer is directly online to the seller's computer usually via the
internet. There is no intermediary service. The sale and purchase transaction is completed
electronically and interactively in real-time such as Amazon.com for new books. If an intermediary is

present, then the sale and purchase transaction is called electronic commerce such as eBay.com.

Electronic commerce is generally considered to be the sales aspect of e-business. It also consists of the

exchange of data to facilitate the financing and payment aspects of the business transactions.
History

Originally, electronic commerce was identified as the facilitation of commercial transactions
electronically, using technology such as Electronic Data Interchange (EDI) and Electronic Funds
Transfer (EFT). These were both introduced in the late 1970s, allowing businesses to send commercial
documents like purchase orders or invoices electronically. The growth and acceptance of credit cards,
automated teller machines (ATM) and telephone banking in the 1980s were also forms of electronic
commerce. Another form of e-commerce was the airline reservation system typified by Sabre in the
USA and Travicom in the UK.

From the 1990s onwards, electronic commerce would additionally include enterprise resource

planning systems (ERP), data mining and data warehousing,.
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In 1990, Tim Berners-Lee invented the WorldWideWeb web browser and transformed an academic
telecommunication network into a worldwide everyman everyday communication system called
internet/ www. Commercial enterprise on the Internet was strictly prohibited until 1991. Although the
Internet became popular worldwide around 1994 when the first internet online shopping started, it
took about five years to introduce security protocols and DSL allowing continual connection to the
Internet. By the end of 2000, many European and American business companies offered their services
through the World Wide Web. Since then people began to associate a word "ecommerce" with the
ability of purchasing various goods through the Internet using secure protocols and electronic

payment services.
DOT-COMS

Internet use gave a large jump toward the turn of the century, from being common in 26 percent of
households in 1998 to 55 percent in 2003. Usage rates continue to climb in the United States and
worldwide. This widespread use caused the rise —later followed by the collapse —of many Internet-
based businesses, called “dot-coms” for their adoption of the suffix “.com” at the end of their names,
referring to their Web site addresses. They used the three Cs method of business —commerce, content,
and connection— offering one of the three to possible customers. Although the dot-coms formed the
basis for today's e-commerce, inflated expectations and inexperience in online business transactions
lead to the dot-com bubble of 2000 and 2001, when many purely online businesses imploded, costing
investors millions. Some of the more famous dotcom busts include Flooz.com, 360Hiphop,

Pets.com, Kibu.com, and GovWorks.com, which was featured in the documentary Startup.com.

After the dot-com bubble, the surviving companies dropped the coms from the end of their names and
went on, some becoming successful businesses. For most companies, however, a combination of
physical-based customer service and products with online components offering similar services has
proven to be a more trustful method of incorporating e-commerce. In response to the dot-com bust
and the continued growing interest in online trade, the Federal Trade Commission, or FTC, began to

elaborate on their previous online business regulations.

Chief among the FTCs regulations is the policy that all online advertisement must tell the truth and
not mislead customers. As in physical markets, all online claims must be substantiated. Disclaimers
can be particularly complex on Web sites, and the FTC requires that all disclaimer information must
be easily accessible and readable. In response to worries of online security issues such as account and
identity theft, the FTC has also made it clear that online companies should notify customers when
collecting personal data, and several Privacy Protection Acts created during the dot-com era were

made to enforce that policy.
Strategies

One of the first challenges involved in moving to online commerce is how to compete with other e-
commerce sites. A common problem in addressing this challenge is that e-commerce is often analyzed
from a technical standpoint, not a strategic or marketing perspective. E-commerce provides several
technical advantages over off-line commerce. It is much more convenient for the buyer and the seller,
as there is no need for face-to-face interaction and Web-based stores are open 24 hours a day. Also, e-

commerce purchasing decisions can be made relatively quickly, because a vendor can present all
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relevant information immediately to the buyer. These factors lend themselves to a transactional
approach, where e-commerce is seen as a way to reduce the costs of acquiring a customer and

completing a sale.

In contrast, most successful e-commerce Web sites take a relational view of e-commerce. This
perspective views an e-commerce transaction as one step among many in building a lasting
relationship with the buyer. This approach requires a long-term, holistic view of the e-commerce
purchasing experience, so that buyers are attracted by some unique aspect of an e-commerce Web site,
and not by convenience. Since consumers can easily switch to a competing Web site, customer loyalty

is the most precious asset for an e-commerce site.

While the primary focus of most Internet activity is on the business-to-business and business-to-
consumer facets of e-commerce, other transaction methods are included. The success of eBay and its
consumer-to-consumer portal for auction-based transactions has dramatically changed how people
and companies conduct business. In addition to having a significant effect on business-to-business

transactions, retailers are beginning to tap into this new and dynamic approach to commerce.
Widgets and e-Commerce

A widget is a transferrable piece of code that can move itself in and out of Web site data, collecting
information or executing a particular function for a metadata program. Some of the most visible
widgets are the advertisements seen on most Web sites. These are in fact pieces of code from a third-

party business that are being used to communicate marketing messages.

Widgets are one of the most important tools for e-commerce, used most often for distribution of
information and online promotional activities. A 2008 article by Ori Soen with TechNewWorld explores
the new possibilities widgets offer companies interested in e-commerce. Not only are widget-

advertisements inexpensive and relatively

easy to employ, they can be combined with present marketing efforts and visual productions with the

added effect of animation, if desired.

The problem most cited with present-day widget use by e-commerce companies is that online users no
longer pay attention to widget advertisement. Most business Web sites accessible today have a
multitude of widgets, and the advertisements are often diluted. Like emerging problems with TV
commercials, users have learned to simply stop paying attention. Soen, however, sees this as an
opportunity for companies to develop more innovative marketing techniques, better online

animations, and more effective branding strategies aimed at online users.

Still, e-commerce Web sites are often crowded, and Soen suggests a different focus for widget
advertisement: social networks. Social applications, such as MySpace and Facebook, are another field
open to creative widget use, but they also offer a more open demographic, namely, people who are
more likely to be attracted to creative widgets and —more importantly —have the ability to spread the
word to their friends about advertisements that have caught their eye, giving companies two ways to

promote instead of one.

Widgets serve a third purpose for e-commerce companies: the ability to collect important data

concerning what advertisements are most effective to customers. When widgets are combined with
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analysis tools, they can be very useful gatherers of marketing information. They can judge how long a
potential customer spends with the widget, and to what extent they interact with the animation.

Promotional activities and marketing analysis can be effectively combined.
Personalization

One of the key practices to a successful e-commerce company is personalization. Rachelle Crum's 2008
article, “Personalization: Telling E-tail Customers What They Really Want,” lists several ways

businesses can personalize their customers' online experiences.

When customers buy products online, they often receive a short list of other items they may be
interested in. This is known as recommendation, and because of the ease and access in online business,
it is relatively easy for businesses to include in their e-commerce activity. Customers are much more

likely to order from the company when they receive a personalized list of products.

Tailored Web pages are another important part of personalization. Many companies have designed
their e-commerce businesses to use the data from returning customers to create specific Web pages
advertising new products the customer may be interested in, deals that may appeal particularly to the

customer, and other information tailored especially for them.
Mobile Web

Certain devices, such as the iPhone, are becoming popular for their ability to access the Internet
remotely. New technology has allowed remote Web access through phone and other handheld devices
to become faster and easier to use. Some e-commerce companies have begun developing Web
applications specifically for mobile Web users. This entails creating streamlined Web pages that
condense information and allow customers to find what they looking for quickly and without hassle.
Since these streamlined applications can be easier to navigate than normal Web pages, and can be
accessed from nearly any location, some predictions say the mobile Web will become a powerful tool

in the e-commerce field.

There are several different ways companies can make e-commerce more available to mobile Web
users. Web designers can simply remove graphics from the Web site for mobile applications, giving
users a simplified, text-only site to navigate. Style sheets can also be used, to create other versions of
online stores, tailored to specific devices. Or, if a company wanted to devote more time to the project,

a second Web site could be created solely for mobile Web users.
Web Site Creation Tips

Beyond technology tools such as widgets and mobile Web devices, there are simple ways to improve
Web pages and how they read and look. Slight changes in the way a Web page integrates marketing,
product information, and visuals can create an enormous difference in the perceptions of customers.
Most Web surfers spend a very short time inspecting online stores before moving on, and the right

words or the right information, displayed correctly, can make a great difference.

As David Needle says in his 2008 article for Smallbusinesscomputing.com, there are three different kinds
of written cues or signposts that companies can place in their Web sites. The first type of signpost is

navigation-oriented. This involves the way the online store is constructed —where the links to
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products are and where they go, how far down the Web site pages scroll, and links to related
sites. “Bread crumbs,” or easy ways for customers to return to the sites they have previously seen, are

an excellent tool to give online stores structure and usability.

The second type of signpost is microcontent-related. This refers to Web site headings, URLs, and titles
that organize online information. All information in the company's online store should be clear and

easy to read and understand.

The third type of signpost is metadata, which is data concerning the information of the Web site itself,
such as how many users have accessed it and the keywords within the site that would come up in a

search engine or analytical program.
Barriers to Success

Despite the growing number of e-commerce success stories, plenty of e-commerce Web sites do not
live up to their potential. There were two primary causes of e-commerce failures during the early
2000s.

First, most Web sites offer a truncated e-commerce model, meaning that they do not give Web users
the capability to complete an entire sales cycle from initial inquiry to purchase. As analyzed by
Forrester Research, the consumer sales cycle has four stages. First, consumers ask questions about
what they want to buy. Second, they collect and compare answers. Third, the user makes a decision
about the purchase. If the purchase is made, the fourth phase is order payment and fulfillment
(delivery of the goods or services). The problem is that many Web sites do not provide enough
information or options for all four phases. For example, a site may provide answers about a product,
but not answers to the questions that the consumer has in mind. In other cases, the consumer gets to
the point where he or she wants to make a purchase, but is not given an adequate variety of payment

options to place the actual order.

The second problem occurs when e-commerce efforts are not integrated properly into the corporate
organization. A survey by Inter@ctivelVeek magazine found that in most companies e-commerce is
treated as part of the information system (IS) staff's responsibility, and not as a business function.
While sales and marketing staff generally assist in the development of e-commerce Web sites, final
profit and loss responsibility rests with the IS staff. This is a major source of breakdowns in e-
commerce strategy because the units that actually make products and services do not have direct
responsibility for selling them on the Web. One promising trend is that more companies are beginning
to decentralize the authority to create e-commerce sites to individual business units, in the same way

that each unit is responsible for its part of a corporate intranet.
Success Factors

After studying many aspects of electronic commerce, several consulting and analytic firms created
guidelines on how to implement and leverage it successfully. In particular, two organizations have
developed lists of critical success factors that seem to capture the state of thinking on this topic. First is
the Patricia Seybold Group, which publishes trade newsletters and provides consulting services
related to using information technology in corporations. This firm identified five critical e-commerce

success factors:
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Support customer self-service.If they so desire, Web users should be enabled to complete

transactions without assistance.

Nurture customer relationships. Up-front efforts should focus on increasing customer loyalty, not

necessarily on maximizing sales.

1. Streamline customer-driven processes. Firms should use Web technology to reengineer back-

office processes as they are integrated with e-commerce systems.

2. Target a market of one. Each customer should be treated as an individual market, and
personalization technology should be employed to tailor all services and content to the unique

needs of each customer.

3. Build communities of interest. A company should make its e-commerce Web site a destination
that customers look forward to visiting, not simply a resource people use because they have to

conduct a transaction.

A quick review of two successful e-commerce sites, the Amazon.com bookstore site and Dell
Computer's Web site, illustrate how many of these principles combine to help develop a strategic e-

commerce capability.

Amazon.com, which has one of the highest sales volumes of any Web-based business, has optimized
its site for the nature of its products and the preferences of its customers. The site is highly
personalized; each visitor to the site, once registered, is greeted by name. The site content also is
customized. Using software based on pattern recognition, Amazon.com compares a particular
customer's purchase history to its overall record of transactions and generates a list of recommended
books that seem to fit his or her interests and tastes. The company has a very integrated customer
service support system, so that any customer service representative can access all data on the
transactions, purchasing information, and security measures of each customer. The system also

supports communications using e-mail, fax, and telephone.

Finally, Amazon.com helps to build a community of users through its Associates Program. Under this
program, a Web site can host a hyperlink directly to the Amazon. com site. Any time that a visitor to
that site buys books through Amazon.com, the Web site owner receives a share of the transaction
revenues. This is a very inexpensive way for Amazon.com to extend its marketing and advertising
reach across the Web. Dell Computer also uses personalization and customization tools. For every
major corporate customer, Dell creates a special Premier Page, which shows all products covered
under purchasing contracts with that firm, as well as the special pricing under those contracts. This
ensures that employees of that firm always get the right price for each purchase. Ford Motor
Company reports that by encouraging employees to buy PCs from its Premier Page, the company

saved $2 million in one year.

Dell also has integrated its e-commerce Web site with all back-office systems, so that when a customer
orders a custom-configured PC, that information is automatically transferred to the production system
to ensure that the unit is built according to specifications. This also improves customer service; Dell
will proactively notify any customer if a production problem or inventory shortage will delay

delivery.
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Electronic commerce, as used by U.S. firms, has already undergone several generations of evolution.
Early experiences helped to stabilize e-commerce technology and set the development path for more
sophisticated and useful technologies. Later experiences provided guidelines on strategic approaches

and operational models that will help to improve e-commerce success.
Three key issues will determine the long-term viability of electronic commerce. These are:

1. Technological feasibility, or the extent to which technology —bandwidth availability and
information reliability, tractability, and security—will be able to sustain exponentially

increasing demands worldwide.

2. Socio-cultural acceptability, or the extent to which different global cultures and ways of doing
business will accommodate this new mode of transacting, in terms of its nature (not face-to-

face), speed, asynchronicity, and unidimensionality.

3. Business profitability, or the extent to which this way of doing business will allow for profit

margins to exist at all (e.g., no intermediaries, instant access to sellers, global reach of buyers).

As technology continues to develop and mature, the ability to assess the impact of electronic
commerce will become more cogent. Moreover, the significance of privacy, security, and intellectual
property rights protection as prerequisites for the successful worldwide diffusion, adoption, and
commercial success of Internet-related technologies—especially in places with less democratic
political institutions and highly regulated economies—is continually increasing. The differentiation
between the Internet (the global network of public computer networks) and intranets (corporate-based
computer networks that involve well-defined communities and potentially more promising
technology platforms for fostering Internet-related commerce) became significant in the late 1990s and
early 2000s. Intranet development has surpassed the Internet in terms of revenue — by 2005 more than

half of the world's Web sites were commercial in nature.
Adverse Possibilities of e-Commerce

Ned Kock, in his book Encyclopedia of E-collaboration (2008), gives several possible negative effects of e-

commerce, if the trend continues at the same rate it is currently growing.

Global companies with highly developed online stores may already possess the extra edge to attract
potential customers. This may leave beginning companies, eager to enter the online market, without
much chance to make an impact. International competition may become skewed and lead to an

unhealthy type of oligopoly in the e-commerce world.

Some also fear that e-commerce will allow companies to evade certain tax laws, especially when it
comes to international trade. New regulations might need to be set for customs concerning online

exchanges.

Others wonder how e-commerce will change the job market. While online business offers jobs to those

with newer IT skills, it can also displace many traditional jobs.
Advantages of Electronic Commerce

The greatest and the most important advantage of e-commerce, is that it enables a business concern or

individual to reach the global market. It caters to the demands of both the national and the
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international market, as your business activities are no longer restricted by geographical boundaries.
With the help of electronic commerce, even small enterprises can access the global market for selling
and purchasing products and services. Even time restrictions are nonexistent while conducting
businesses, as e-commerce empowers one to execute business transactions 24 hours a day and even on

holidays and weekends. This in turn significantly increases sales and profit.

Electronic commerce gives the customers the opportunity to look for cheaper and quality products.
With the help of e-commerce, consumers can easily research on a specific product and sometimes even
find out the original manufacturer to purchase a product at a much cheaper price than that charged by
the wholesaler. Shopping online is usually more convenient and time saving than conventional
shopping. Besides these, people also come across reviews posted by other customers, about the

products purchased from a particular e-commerce site, which can help make purchasing decisions.

For business concerns, e-commerce significantly cuts down the cost associated with marketing,
customer care, processing, information storage and inventory management. It reduces the time period
involved with business process re-engineering, customization of products to meet the demand of
particular customers, increasing productivity and customer care services. Electronic commerce
reduces the burden of infrastructure to conduct businesses and thereby raises the amount of funds
available for profitable investment. It also enables efficient customer care services. On the other hand,
It collects and manages information related to customer behavior, which in turn helps develop and

adopt an efficient marketing and promotional strategy.
Disadvantages of Electronic Commerce

Electronic commerce is also characterized by some technological and inherent limitations which has
restricted the number of people using this revolutionary system. One important disadvantage of e-
commerce is that the Internet has still not touched the lives of a great number of people, either due to
the lack of knowledge or trust. A large number of people do not use the Internet for any kind of
financial transaction. Some people simply refuse to trust the authenticity of completely impersonal
business transactions, as in the case of e-commerce. Many people have reservations regarding the
requirement to disclose personal and private information for security concerns. Many times, the

legitimacy and authenticity of different e-commercesites have also been questioned.

Another limitation of e-commerce is that it is not suitable for perishable commodities like food items.
People prefer to shop in the conventional way than to use e-commerce for purchasing food products.
So e-commerce is not suitable for such business sectors. The time period required for delivering
physical products can also be quite significant in case of e-commerce. A lot of phone calls and e-mails
may be required till you get your desired products. However, returning the product and getting a
refund can be even more troublesome and time consuming than purchasing, in case if you are not

satisfied with a particular product.
Conclusion

Thus, on evaluating the various pros and cons of electronic commerce, we can say that the advantages
of e-commerce have the potential to outweigh the disadvantages. A proper strategy to address the
technical issues and to build up customers trust in the system, can change the present scenario and

help e-commerce adapt to the changing needs of the world.
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Abstract

Tamil is slowly becoming the online language and mobile text messaging languages for many Tamils
around the world. Social networks and mobile platforms now extensively support Unicode and
applications for keying Tamil text. The number of characters in a text message is limited in some social
nets and mobile text messages. The need for compacting the text becomes essential as it translates to
saving online storage space, cost and many more factors. The paper proposes a text compaction
system for Tamil, a first of its kind in Tamil. The system proposed in this paper handles common
Tamil words, acronyms/abbreviations and numbers. Morphological analyzer [1] and Morphological
generator are used to stem inflexion words and replace them to compact using a mapping repository.
The proposed work is tested with over 10,000 words and it is found that the final result is reduced to

40% of the original text. The paper concludes by discussing possible extensions to this system.
1. Introduction:

In all languages, using compact or short form of words in text messages, emails, and blogs is rapidly
increasing. It is particularly popularly amongst young urbanities as it allows for voiceless
communication, useful in noisy environment that would defeat a voice conversation and also buffered
communication since the message the sender wants to convey can be accessed by the receiver at any
time. Compacting text is thus necessary because of limited message length in blog sites and tiny user
interface of mobile phone. Getting the shortest word has no rule and it is mainly aimed at
understanding. That is, those words should be understood by everyone. We can obtain the compact
words by omitting letters, replacing prefix and suffix of through suitable symbols and numbers. This
causes the compacted system to be credited with creating a language. The paper proposes a Text

Compaction system for Tamil, the primogenital in Tamil..
2. Background:

Tamil is perhaps the only classical language, whose glorious literatures date back to the pre-Christian
era, has remained in continuous use for more than many millennia now. Due to the untiring efforts of
scholars, researches and enthusiasts, it has also evolved creatively over the years to the extent that it is
also used today profusely in computers, internet, mobile phone etc. Diverse creative efforts have been
taking place that would pave the way for a quantum jump in the usage of Tamil in Information

v

Technology. “Tamil Virtual University”, “Centre for Research and Applications of Tamil in Internet”,
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“Tamil Software Development Fund” is to quote a few. These efforts paved the way for the motivation

of proposing Tamil compaction system in Tamil.

Many compaction systems have been developed for English and other languages. Lee Ming Fung in
[2] proposed a Short form Identification and Categorization model based on maximum entropy to
identify short forms from actual words and acronyms/abbreviations and categorize the short forms
into the short forms formed from letter omission and those formed through phonetic substitution of
parts of words. In the proposed system the compact words are formed in a diverse variety of ways
such as omission, truncation and phonetic substitution. Acronym Identification and detection has
been much researched. Acrophile in [3] automatically searches acronyms from acronym-expansion
pairs from domain specific databases. By acronyms expansion pairs, we refer to a pairs each
containing acronyms and their full expanded form or meaning. The paper makes use of acronym

expansion pairs to replace the full expanded form with the acronyms.
3. Text Compaction Framework:

The figure below presents the various components of the framework.
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3.1 Input Processing

The input text is tokenized based on a delimiter and is passed on to the Morphological Analyzer. The
analyzer removes the suffix (if present) added to the word and delivers the root word (RW). For

example if the input to the analyzer is sewfliGuTHluilsv the output is given as sewfliGLITH).
3.2 Identification of the type

The proposed paper handles three categories of words; common Tamil words, Abbreviations
/acronyms, numbers. Now, the category to which the RW belongs is to be identified. The RW is
checked to decide the category of abbreviations /acronyms. This is done by comparing the root word
with the keys of the hash map (2.3). If the comparison results are true then the RW is considered as the
abnormal word (AW) i.e. it belongs to the category of acronyms/abbreviations, else, it is treated as the

normal word (NW) i.e. it belongs to either the first or third category.
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3.3 Extraction of the compact word

If the word is identified as a normal word, it is passed to a tree which is built dynamically from the set
of words that has already been stored in the dictionary. The NW is then searched in the binary search
tree. On finding the NW in the binary search tree, the compact word is retrieved with an efficient

mapping algorithm that maps each of the normal word with its compact word.

Say suppose the word is an abnormal word, its compact word is retrieved in the following manner. A
linked hash map is built for all the abbreviated words. The hash map uses the first word the
abbreviated word as its key. Again with the help of an efficient mapping algorithm, the compact word
is retrieved. In case the NW is a number name it is replaced with the numerals based on the place

value system.
3.4 Output Processing

The compact word that is being extracted is passed on the Tamil tool Morphological Generator to add

the suitable suffix to cater to the rules of the language.
4. Results and Analysis:

The paper proposes the following layout for displaying the results to the user. It has two text areas:
the one on the left is for entering the input text and the other on the right for displaying the output.

The user can also view the no of characters that have been reduced in the output text.
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Efficiency of the system can be calculated as (no of characters in the input text / no of characters in the
output text) X 100%. The proposed work is tested with over 10,000 words and it is found that the final

result is reduced to 40% of the original text.
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5. Conclusion and Future work:

The paper describes the Tamil Compaction System, a framework for shrinking the text such that its
meaning remains the same. Different subsystems and components of the framework are described in
detail. Results from the implementation of this Tamil compaction system framework is provided and
is compared against the compacting third party applications of social networking sites that are
implemented for English language. Improving the mapping for words which are frequently used,

conceptual reducing, integrating numerical analyser will take this system to its next level.
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Abstract

Cricket is one of the most followed sports in the Indian subcontinent. There is a wide requirement for
natural language descriptions, which summarize a cricket match effectively. The process of generating
match summaries from statistical data is a manual process. The objective of this paper is to propose a
framework for automatic analysis and summary generation for a cricket match in Tamil, with the
scorecard of the match as the input. Data analytics is performed on the statistical match data, to mine
all frequently occurring patterns. The paper proposes a parameter called Interestingness, which
quantifies the interestingness of the match. The paper also proposes a customization model for the
summary. We propose an evaluation parameter called humanness, which quantifies the similarity
between the output and a manually written summary. Discussing the results and analyzing the
summaries generated for matches based on scorecards, this paper concludes with proposing some

extensions for future developments.
1. Introduction

The number of websites which facilitate people to follow and analyze sports has increased manyfold.
Among them, there are an exceptionally large number of sites devoted to Cricket. Mostly these
involve participation of experts, who present their views and summaries in English about cricket
matches. There are no such sites which provide similar services in Tamil. In this case it is also
desirable if there is an alternative for human creativity. As a solution the paper proposes an
automated Tamil summary generation framework which is capable of analyzing and generating a
Tamil summary about a cricket match, provided the score card as the input. This paper discusses the

overall architecture and implementation details of such a framework.

The large amount of data in this domain makes it possible to apply data mining and data analytics
techniques. The input scorecard is analyzed to construct feature vectors, which are then subjected to
data mining. Based on the various parameters identified, the interestingness of the match is

quantified.

The summary generation part involves extraction of key players and events from a match.
Appropriate sentences are then synthesized to express these selected events. The sentence constructs
and the vocabulary used are chosen based on the linguistic ability specified by the user. Then the

sentences are combined in to a meaningful summary.

The results of the system, i.e. the summaries, are evaluated based on the Humanness parameter. This
parameter gives the degree of similarity between the generated summary and the manually written

summary, with which it is compared. This value helps us decide, the level of creativity achieved by
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the system. In section 2 we provide an overview of the literature survey conducted. In section 3 we
discuss the design of the various modules of the framework. In section 4 we discuss the
implementation of the proposed framework and the results obtained from the analysis. Finally we
conclude in section 5 with extensions to the current framework and directions for further studies in

the field of Tamil Summary Generation Systems.
2. Background

In the literature there are existing works on summary generation from statistical data. Alice Oh et al.
generated multiple stories about a single baseball game based on different perspectives using a
reordering algorithm [1]. Ehud Reiter et al. in their book building natural language generation systems
explain the difference between natural language generation and natural language processing and also
describe the various steps involved in the natural language generation process with examples
[2].Jacques Robin et al. presented a system (called STREAK) for summarizing data in natural
language. It focuses on basketball game to design and evaluate the system [3]. L. Bourbeau et al. came
up with the FoG (Forecast Generator) using the streamlined version of the Meaning-Text linguistic

model. This system was capable of generating weather forecasts in both English and French [4].
3. Summary Generation Framework

The Tamil Cricket Summary Generator consists of the following major components:
» Data Gathering and Modeling module
» Data Mining and Data Analytics module
*  Summary Generator
» Evaluator

Figure (1) given below depicts the Summary Generation framework.
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Figure 1: Tamil Cricket Summary Generator Framework

272



3.1 Data Gathering and Modeling Module

Data gathering is the first step of the system. The data to be gathered is present in internet. This
module has a custom designed parser, for the tag structure of the site. The user must provide the URL
from where the particular match’s data can be obtained. The module checks whether the match has
already been processed. If not the parser parses the page and retrieves the statistical data. The

statistical data is then modeled in the form of the predefined feature vectors.
3.2 Data Mining and Analytics Module

Modified version of Apriori algorithm is used to find the association rules from the feature vectors.
After performing mathematical analysis using correlation of variance (CoV), CoV is plotted against
average to give an idea about how consistent the player is. The interestingness of the match is
calculated based on the weighted average of the scores assigned to the factors identified, they include
the Winning margin, Team history, Individual records made, High run rate, Series state, Relative

position in international ranking, Reaction in social networks etc.
3.3 Summary Generator

The summary generator part of the framework consists of the following sub modules Content
Determiner, Aggregator, Tamil Morphological Generator and Layout Determiner. The events to be
included in the summary are not predefined and are not the same for every match. Based on the
interestingness of the total match, the interestingness of the individual events and the expert level
chosen by the user, particular events are chosen to be included in the summary. The content

determiner is responsible for identifying those facts which are worth mentioning in the summary.

Aggregation of relevant events from other matches in the summary will make it more readable and
interesting. The aggregator performs this function. It chooses events based on their similarity and

coherence and aggregates them with the key events selected in the content determiner module.

As a next step, the sentences used to describe the events are synthesized. The sentence which is the
most apt to the current event under consideration is selected. The vocabulary used in the sentence and
the depth to which an event is discussed is also varied based on the expert level of the user. The nouns
in the key events are passed to the morphological generator along with the desired case endings and

the generated variants are added to the sentences.

The layout determiner module chooses the layout of the summary to be generated. The layout is
varied based on the interestingness of the match. The sentences are aggregated in the fashion of the

layout selected and the final output summary is passed to Evaluator.
3.4 Evaluator

The summary generated by the system is evaluated based on its degree of similarity with human
written summaries. The summaries are compared based on two parameters, the Nouns Mentioned

and the Events Mentioned.

The nouns and the events in the summaries are extracted along with their absolute positions. The
events in the summary are modeled as a set consisting of, one or more Performers (the persons who

takes part in the event), Numeral (the numeric part involved in the event e.g. 4 wickets) and a
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Descriptor (the action connecting the Performer and the Numeral). Their absolute positions refer to
the sentence number in which they are mentioned. Then these absolute positions are normalized
based on the total number of sentences present in the summary. Three different scores are calculated

they are,

o Similarity Score: The ratio of the number of nouns and events mentioned in both the summaries

to the total number of nouns and events mentioned at least in one summary.

o Count Score: The ratio of the number of nouns and events mentioned in the system generated

summary to the number of nouns and events mentioned in the human written summary

o Closeness Score: The degree of closeness, in terms of the normalized positions of the nouns and

events mentioned in both the summaries.
A weighted average of these three scores yields the final humanness score.
4. Implementation

To implement the proposed framework, espncricinfo a reliable and prominent site for Cricket data is
chosen as the source of input. The frame work was implemented in java. The URL of the match for
which the summary is to be generated is obtained from the user. The feature vectors designed for
modeling a match are stored as rows with unique identities, in the back end oracle database. The
patterns which are generated as a result of data mining are validated based on the support and
confidence parameters. As a design decision all nouns are stored in English and are translated on the
fly using a constantly updated look up database. This decision was taken to allow interoperability and
easy extension of the system to other languages in future. The sentence pattern files are stored
external to the system, so as to allow modifications without changes in the system. The summary
generated for the match is stored in the back end, indexed with the unique identity assigned already.
The user interface is designed to be simple and robust. It allows the users to search matches based on

various parameters and also to save their preferences.
4.1 Results

Score cards of 90 One Day International matches where retrieved and their summaries were
generated. These include matches between 9 countries. Both individual matches and series were
considered. A large number of hidden patterns in cricket domain have been retrieved based on the
algorithm used. The patterns have been validated and the ones which are interesting have been
reported. The factors contributing to the interestingness of the match have been identified and the
weights associated with them have been found. The consistency of a player has been modelled and

consistency analysis of a player is done to analyse his performance.

The difference in the language used and the events mentioned in the summary is pronounced when
the user opts for an expert level. Similar facts occurring in the past have been identified and added to
the summary. Each summary was compared with two human written summaries, one an expert
summary and other an average summary, their cumulative scores were considered. The humanness
score of the summaries tend to be in the range of 70% to 85%. The recurrence of layouts is also

minimal, which reflects the fact that the summaries generated are not monotonous.
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5. Conclusion and future work

In this paper we have proposed the framework for an Automated Tamil Cricket Summary Generator.
The current implementation of the system can be enhanced by adding machine learning capabilities to
make the summaries more human and interesting. The system can be extended to produce summaries
in multiple languages apart from Tamil. The system can be enhanced to generate summaries about
the match in real time. As a next level the system can be modified for summary generation in other

sports too.
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Figure 2: Screenshot of the Tamil Cricket Summary Generation System

The frame work can be used as a guideline to develop summary generation systems, which can be
applied for any domain where frequent numerical reports are used. (Weather Prediction, Industrial

Quality Testing etc)
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ABSTRACT

Computational creativity is one area of NLP which requires extensive analysis of large datasets.
Laalalaa [1] framework for Lyric analysis and generation proposed a lyric analysis subsystem that
required statistical analysis of Tamil lyrics. In this paper, we propose a data analysis model for words,
rhymes and their usage in Tamil lyrics. The proposed analysis model extracts the root words from
lyrics using a morphological analyzer [2] to compute the word frequency across the lyric dataset. The
words in their unanalyzed form are used for computing the frequent rhyme, alliteration and end-
rhyme pairs using adapted apriori algorithm. Frequent co-occurring concepts in lyrics are also
computed using Agaraadhi, an on-line Tamil dictionary. Presenting the results, this paper concludes
by discussing the need of such an analysis to compute freshness, pleasantness of a lyric and using

these statistics for Lyric Generation.
Keywords : Tamil Lyrics, Morphological Analyser, Apriori algorithm.
I. INTRODUCTION

Tamil is one of the world's oldest languages and has a Classical status. Numerous forms of literature
exist in Tamil language of which, lyrics play a vital role in taking the language to every house hold in
form of original film soundtracks, jingles, private albums, and commercials. With over thousands of
lyrics being created every year, we do not have proper tools to model and analyse lyrics. Such an
analysis framework would enable one to see various patterns of words, combinations and thoughts
used over time. The analysis framework will also make it possible to generate fresh lyrics where the

freshness can be associated with the concepts and thoughts associated with the lyric.

In this paper, we discuss about Tamil lyric Analysis on the basis of word usage, rhyme usage and the
co-occurrence of word. The frequency of word usage is identified by considering a morphological root
of the word using morphological analyser, instead of considering terms. For analysing the frequent
rhyme, alliteration and end-rhyme pairs, we adapted Apriori algorithm [4]. To identify the co-
occurring concepts in lyrics, we used “Agaraadhi”, an on-line Tamil dictionary Framework [3] and a

new algorithm has been proposed to compute the frequent usage of co-occurring concepts in lyrics.

The rest of this paper has been organized as follows. In Section 2, we explain about the algorithm and
tools. In Section 3, we explain the methodology and in Section 4, we discuss our results. Conclusions

and future extensions to this work are presented in section 5.
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2. MORPHOLOGICAL ANALYSIS AND APRIORI ALGORITHM

Morphological analysis is the process of segmenting words into morphemes and identifying its
grammatical categories. For a given word, morphological analyser (MA) generates its root word and
its grammatical information. The role of morphological analyser in the proposed work is to identify

the noun and verb morphology of a given word, examples are as follows
Example 1, for noun morphology:
@\ImDM6sT (Ramanai)
@Jmo6sT (Raman) + & (ai)

Entity + Accusative Case

Example 2, for verb morphology:
Q&FGTMIT6IT (Senraan)
Q&6L (sel) + M (R) + 60T (Aan)

Verb + Past Tense Marker + Third Person Masculine Singular Suffix

In the proposed work, the frequency of a word is identified by considering the variations of a noun in
terms of its morphology. For instance, the variations of Ramanai such as Ramanaal, Ramanukku,

Ramanin, Ramanadhu are also counted for the word Raman.

The Apriori Algorithm is an influential algorithm for mining frequent item sets for Boolean
association rules [4]. Apriori uses a "bottom up" approach, where frequent subsets are extended one
item at a time (a step known as candidate generation), and groups of candidates are tested against the
data. The algorithm terminates when no further successful extensions are found. It has objective
measures: support and confidence. The support of an association pattern is the percentage of task-
relevant data transactions for the apparent pattern. Confidence can be defined as the measure of

certainty or trustworthiness associated with each discovered pattern.

3. LYRIC ANALYSIS
(i) Word Analysis

The frequency of words is used to associate a popularity score for each word. This score is proposed to
be used for lyric generation part of the frame work proposed in [1]. In this work, the popularity score
of a word has been identified from lyrics. In lyrics, the words are mainly attached with the suffix. So,
the root words are taken into consideration for determining its frequency count. The root words are

identified using morphological analyser. The algorithm to find the word usage is illustrated below:

Algorithm
Let Lp is the set of lyric dataset and Ls denotes the set of sentences of lyric dataset and Lw denotes the
set of words in the lyric dataset. Wc denotes the word count across all lyric dataset. Let m be the total

number of sentences in lyrics and n be the total number of words in lyrics.
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a) Given a Lyric dataset Lp
b) For each Lsi «+— 1 tom
Split the sentence Ls into words Lw
c) For each Lwj < 1ton
Rw  ProcessMorphAnalyser(Lw;)
d) Let Rw be the root word
if Rw exist, then add into the word count list ( Wc¢)
else add into the word count list ( W¢)

e)ReturnWc,

Here ProcessMorphAnalyser(Lw;) returns the root of the given word.
(ii) Rhyme Analysis

Alliteration (Monai) is the repetition of the same letter at the beginning of words. The rhyme
(Edhugai) is defined as the repetition of the same letter at the second position of words. The end
rhyme (iyaibu) is defined as the repetition of the same letter at the last position of words. The example

of alliteration, rhyme and end rhyme is given below:

Examples:

2 Ul and 2687 rhyme in alliteration (monai) as they start with the same letter.

@SHWID and HMTGEV rhyme in rhyme (edhugai) as they share the same second letter.
WT&6ms and UMP& M rhyme in end - rhyme (iyaibu) as they share the same last letter.

We have adapted apriori algorithm to find the frequency count of rhyme, alliteration and end rhyme

pairs of Tamil lyrics which has been illustrated below:
Algorithm:

Let Lp be the set of lyric dataset and Ls denote the set of sentences of Lyric dataset. Let m be the total
number of sentences in lyrics. Let Pci1 denote the count of alliteration and Pc> denote the count of

rhyme and Pc3 denote the count of end - rhyme.
a) Given lyric dataset Lp.
b) Foreach Ls < 1 tom

Join the pair of sentences (Lp)
c) For each Lp

Consider the first (Lp1) and last words (Lp2)
d) Rhyme (Lp1, Lp2)
e) return Pc
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Algorithm : Rhyme (Lpy, Lr2)

a) Let k denote the im character. Let My denote the alliteration (monai) list and R denote the rhyme

(edhugai) list and Er denote the end - rhyme (iyaibu) list.

b) For Vi,
ifk=1, ifLpiy = Lpo), then add into M list and increment Pc;
ifk=2, if Lpigy = Lpok), then add into Ry list and increment Pc>
if k=1i-1, if Lpigy = Lp2), then add into EL list and increment Pcs

(iii) Co-occurrence concept Analysis

Co-occurrence is defining the frequent occurrence of two terms from a text corpus on the either side in
a certain order. This word information in NLP system is extremely high. It is very important for

cancelling the ambiguous and the polysemy of words to improve the accuracy of the entire system [5].

In this method, to improve the efficiency of co-occurrence, we have been considering the concept of
each word. The concept for each word has been identified using the Agaraadhi, an on-line Tamil

dictionary. The example for concept word which has been in lyric is given below:

Example: The word "(l6V6Y ~“which has the concept Gleu6TOI6MNGLIT, D&, LOTHLD,
Sl TISCHITET, Cle6TII6uNEV 6, JILDLIED), SILDL|EOILDIT60T.

By considering these concepts, we have been determining the co-occurring words using our own

algorithm is described below:
Algorithm :

Let Lp denote the set of Lyric dataset and W denote each word in lyric. Let Cw denote the set of

concepts for each word. Let Wc denote the word count.

a) If the word Cw identify, then consider the next word.
Increment the count Wc¢

b) Else the word W and consider the next word.
Increment the count Wc¢

¢) return Wc

4. RESULTS

The lyric corpus of more than two thousand songs were analysed for the word usage, rhyme usage

and Co-occurence concepts usage. The analysed results are given below:
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Table 1 shows the list of top 10 usage words in lyrics.

WORDS | USAGE | WORDS | USAGE
I3} 2009 e 1062
6T60T 1941 1) 987
THIT60T 1645 & 6001 965
260 1556 L, 857
&I1&60 1153 @evemev | 793

Table 2 shows the list of top 10 rhyme words in lyrics.

EDHUGAI USAGE | MONAI USAGE | IYAIBU USAGE
6T60T,2_60T 107975 | 6T60T,6T60T60)60T 33492 6T60T,2_60T 111552
IHIT60T, 6T60T 80125 O _6OT6M6DT, 2601 | 26289 IHIT60T, 6T60T 83435
[HIT60T,2_ 63T 61204 6TIH & 60T, 6T63T 16478 [HIT60T,2_ 63T 63543
6T60T,2_60T60) 63T 33731 6T60T, 6T60T 60T 15405 6T60T,2_[h & 60T 18411
6T60T, 6T60T 60 63T 32570 2 _[h 5 60T,2_601 14001 6TIH & 60T, 6T60T 16478
©_60T60)601,2_60T 25747 o ufiy,o_6or 11640 9 [ 60T,2_ 601 14001
6T60T69)60T,2_ 60T 24867 Qs Q& 10993 6TIH & 601,260 12524
[HIT6OT,2_60T6m60T | 19297 6T6UT G, 6T60T 9985 HT6oT, 2 h&6oT | 10524
IHIT60T, 6T60T60)63T 18935 6TIH G, 6T60T 9976 6TIH & 60T, [HIT63T 9367
6T60T, 6T60T 60T 14486 5. BujLb 9962 AbHs,SHS 4818

Table 3 shows the list of top 10 co-occurring concept words in lyrics.

CO-OCCURING WORDS USAGE
361G L, 160G LI 638
& 6o160T, &\ 60T60T 530
6UIT, 6T 506
6T60T, HIT& 60 478
26T, 469
UL, BTenILD 434
©_60T60) 60T, [HIT6DT 419
GLhl ;’;\,crrfaja)sh 367
€2 (I, [HIT6I 302
15, 6160160 60T 287
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By analysing those data, this shows that the most of lyrics which predicts the emotion of happiness
and love. In the adapted apriori algorithm, the support which represents the total number of pair
words with the total number of combination of sentences and the confidence which described the total
number of pair words with the total number of pair of sentences. The results may vary if the number

of lyrics used for the analysis is increased.
5. CONCLUSIONS AND FUTURE WORK

In this paper, we discussed the usage of words and rhymes in the lyrics dataset. The adapted apriori
algorithm has been used to detect the frequency count for rhyme, alliteration and end word pairs. This
analysis has been mainly used in the lyric generation and computing freshness scoring for lyrics.
Frequent co-occurring concept is also been identified for the development of lyric extraction, semantic
relationship, word sense identification and sentence similarity. Possible extensions of this work could
be the detection of emotions in lyrics by genre classification and identify genre specific rhymes and

concept co-occurrence.
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Abstract

Summarization of large text documents becomes an essential task in many Natural Language
processing (NLP) applications. Certain NLP applications deal with domain specific text documents
and demand for a domain specific summary. When the essential facts are extracted specific to the
domain, the summary proves to be more efficient. The proposed system builds a bilingual summary
for an Information Retrieval (IR) system named CoRee, which tackles Tamil Language and English
Language text documents [1]. As the input documents are tourism domain specific documents, the
summary is extracted based on specially designed seven tourism specific templates 7 both for Tamil
and English. The templates are filled in with the required information extracted from the UNL
representation and a bilingual summary is generated for each text document irrespective of the
language of input text document. The efficiency of the summary has been tested manually and it has
achieved 90% efficiency. This efficiency depends on factors other than summary generation such as
enconversion accuracy and dictionary entry coverage. The proposed system can be extended for many

languages in future.
1. Introduction

Automatic summary generation has been a research problem for over 40 years [2]. Summarizing the
texts helps in avoiding information overload and also saves time. Multi lingual Natural Language
applications have emerged in great number in recent years. This makes the need for a multi lingual
summary generation a quintessential task. Alkesh patel et al have come up with a multi lingual
summary generation by using structural and statistical factors [2]. David Kirk Evans has generated
multi lingual summary using text similarities existing in the sentences [3]. Dragomir Radev et al have
developed a multi lingual summary generation tool named MEAD using centroid and query based
methods. They have also used many learning techniques such as decision trees, Support Vector
Machines (SVM) and Maximum Entropy [4].

All the above works on multi lingual summarization have not used a interlingua document
representation . We propose that a multi lingual summary can be generated with much more ease by
using a interlingua document representation language called, “Universal Networking Language”
(UNL) [5]. UNL converts every term present in a natural language text document into a language
independent concept, thereby making the applications built using it a language independent one. The
proposed work extracts a domain specific summary, as the UNL documents used are tourism domain
specific. Tourism specific templates are framed and the sentences fitting the templates are chosen and

formed as a summary.
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The rest of the paper is organized as follows. Section 2 gives a brief introduction about UNL. Section 3
describes the proposed summarization technique. Section 4 discusses the evaluation of the proposed
work. Section 5 reveals the enhancements needed to the proposed work and Section 6 gives the

conclusion of the paper.
2. Universal Networking Language

UNL is an intermediate language that processes knowledge across language barriers. UNL captures
the semantics of the natural language text by converting the terms present in the document to
concepts. These concepts are connected to the other concept through UNL relations . There are 46
UNL relations like plf(Place From), plt(Place To), tmf(Time from), tmt(Time to) etc [1]. This process of
converting a natural language text to UNL document is known as Enconversion and the reverse
process is known as Deconversion. The UNL document is normally represented as a graph where the

nodes are concepts and edges are UNL relations. An example UNL graph is shown for the example 1.

Example 1: John was playing in the garden .

john(iof>person)

plc

garden(icl>place)

Figure 1: UNL graph for Example 1

play(icl>action)

v

The nodes of graph namely, “John(iof>person)”, “Play(icl>action)

”

and garden(icl>place) represent
the terms John, playing and garden present in the example 1. The semantic constraints in the concepts,
“iof>person”, “icl>action” and “ic]>place” denotes the context in which the concepts occur. The edges
namely, “agt” and “plc” indicates that, the concepts involved are agents and place. From the above
discussion, it is shown that the UNL inherits many semantic information from the natural language

text and portrays in a language independent fashion.

The proposed work uses Tamil language text documents and English language documents

enconverted to UNL for summary extraction which is described in the next section.
3. Template based Information Extraction

As discussed earlier, the summary is generated using the tourism specific templates. Figure 2 shows
the over view of the proposed summary generation framework. The Framework consists of both
language dependent and independent parts. The functionalities involving UNL are language
independent and the inputs supplied to the framework to generate bi lingual summary are the

language dependent parts. The bilingual summary generation is explained in the coming sections.
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The seven templates describe about the tourism specific information of a place such as,god, food,
flaura and fauna, boarding facility, transport facility, place and distance. The correct information for
these templates are extracted as discussed below. The usage of semantics helps greatly in eliminating
the ambiguities that may arise while picking up a concept to fill the slot. For instance, the word, “bat”

may denote a cricket bat or the mammal bat.
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the JDum mary ‘Jeneration
Framewor-¢
TClL." sm specific
T |_.|\“_ Di-:t onaries
emplates T K 3
[Tamir & Erg ish)

Fiqure 2: Overview of the Summary Generation Framework

This type of ambiguity is resolved by the semantic constraint, as the cricket bat will get the semantic
constraint, “obj<thing (object thing)”, whereas the mammal gets the semantic constraint,

“icl>mammal”. Table 1 displays few semantics used for the respective templates.

The extracted tourism specific concepts are converted to the target language terms for building a

summary using the sentence patterns which is explained in the next section.
4 Multi Lingual Summary generation

The information (concepts) extracted from the UNL graph using the templates are converted to the
target language term using the respective UNL dictionary. For instance, to generate the English
summary, the concepts comprising the semantic constraints are converted to English terms using the
English UNL dictionary which consists of mapping between English terms and UNL concepts. These
terms which when filled into the appropriate English sentence patterns, gives a English summary .
The same procedure is done for building a Tamil summary. For each UNL graph irrespective of its

source language, a summary in Tamil and English are generated.
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Template Semantics

God iof>god, iof>goddess, icl>god

Food icl>food, icI>fruit

Flaura and Fauna icl>animal, icl>reptile, icl>mammal, icl> plant
Boarding facility icl>facility

Transport facility icI>transport

Place icI>place, iof>place, iof>city, iof>country
Distance icl>unit, icl>number

Table 1 :Semantics used for each templates

The terms obtained from the UNL dictionary will be a root word. For instance, the term, “eating” will
be entered as eat (icl >action) in the UNL dictionary. So the terms obtained from the UNL dictionary
needs to be generated to its original form using Morphological generator. The summary generation
requires only tourism specific concepts, so the generation is almost not required . But we have used a
morphological generator for Tamil, as the place information and distance information in Tamil with
the case suffixes @ev (i), @e@HHgI(ilirunthu), 2 &@ (ukku) etc needs to be generated. For the
example UNL graph shown in figure 3, the generated transport template in Tamil which is part of

the summary is given in example 2.

Chennai(iof>city)

ins

bus(icl>vehicle)

Figure 3:UNL graph given as input for example 2

reach(icl>action)

Example 2: Q#sirenend @ CLpBSlsv ClFsvsvevmid

The concept chennai(iof>city) in the above graph, is generated as "@sssremend@" by adding the case

suffix “2_&@ ” and the concept bus(icl>vehicle) is generated as

"Cumbglev" by adding the case suffix, “@)sv”.
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5. Performance Evaluation

The proposed work has been tested with 33,000 Tamil and English text documents enconverted to
UNL graphs. The performance of the methodology proposed has been evaluated using human
judgement. The accuracy of the summary generated has achieved 90% . Apart from the summary
generation factors such as tourism specific concept extraction , the accuracy also depends on the
quality of enconversion and dictionary entry. By improving these factors, the accuracy can further

be improved.
6. Conclusion and Future work

The proposed work generates a tourism specific bilingual summary using the intermediate document
representation, UNL and tourism specific templates. The bilingual summary is generated in a simple
and efficient manner compared to the earlier work done for multi lingual summary generation. The

only over head involved is developing a enconverter framework.

As future enhancements, sentence patterns can be replaced by selecting the sentences having high
sentence score based on its sentence position and the frequency of concepts. Query specific summary
can also be generated on line, as the summary discussed here is a tourism specific generated off line
using the templates. The evaluation of the generated summary can also be done by comparing it with
the human generated summary. By doing this, many factors to make the machine generated summary

compatible with human generated summary may evolve.
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Abstract

With the advent of computational tools for creativity, it becomes inevitable to design data structures
which cater to the specific needs of the creative form considered. A lyric generator has to retrieve
words fast based on Part of Speech and rhyme. This paper aims at building special indices for the
Laalalaa Lyric Generator framework based on POS and rhyme to facilitate faster retrieval. The
retrieval times of the proposed model and the conservative word indexed model are compared. The
indexing is based on the KNM(Kuril, Nedil, Mei) pattern and the letters that occur in the rhyming
spots of the words. The data structure is organized as hash tables to ensure best retrieval complexity.
Separate hash tables for each POS and rhyming scheme are created and populated. Here, the key
would be the meter pattern with the letters occurring at the rhyming spots and the value would be the
list of all those words which fall under the key’s constraint. When the word indexed and meter rhyme
indexed retrievals were compared, the latter reduced the average retrieval time drastically. There
were not steep variations in the retrieval times as was in the former approach. This remarkable

efficiency was traded-off with space.
1. Introduction

Tamil, one of the oldest languages, has a very rich literary history dating back to two thousand years.
We have more than two thousand lyrics being written in this language in the form of film songs,
advertisements, jingles, private albums etc. With the advent of computational tools for creativity, it
becomes inevitable to design data structures which cater to the specific needs of the creative form

considered. Tools for poem generation, story generation and lyric generation have been proposed.

A poem has to have three qualities - meaningfulness, poeticness and grammaticality [1]. A lyric is a
poem which has constraints of having to satisfy a tune and a theme. This paper talks about building
special indices for the Laal.aLaa lyric generator framework[2] to aid faster retrieval of words based on
POS and rhyme.

A lyric generator would require the retrieval of words of a particular meter and particular letters at
rhyming spots. This would maximize the poeticness of the lyric generated with the increase in
rhymes. This retrieval process, when carried out on an un-indexed word database, is too expensive
as it would take separate processing for meter, and each of the three rhymes in Tamil. To facilitate

faster retrieval of words satisfying these constraints, the word database has to be indexed based on
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meter-pattern and rhyme. This makes indexing of the word database based on the abovesaid

constraints necessary.

This paper is organized as eight sections. The second section discusses about a few existing works in
this area. The third section gives an overview of the Rhyme schemes in Tamil. An overall view of the
system is given by the fourth section while the fifth section talks about the approach proposed for

indexing. This work concludes with the results obtained and scope for future work in this area.
2. Background

Though significant number of works has been done in the arena of poetry generation in other

languages, there is only less number in Tamil.

The ” Automatic Generation of Tamil Lyrics for Melodies” [3] identifies the required syllable pattern
for the lyric and passes this to a sentence generation module which generates meaningful phrases that
match the pattern. This system generates rhyme based on maximum substring match and fails to
make use of the three rhyming schemes that are specific to Tamil language. “Laalalaa - A Tamil Lyric
Analysis and Generation Framework” [2] generates Tamil lyrics for POS tagged pattern with words
from a rhyme finder according to rhyming schemes in Tamil. Nichols et al[5] investigate the
assumption that songwriters tend to align low-level features of a song’s text with musical features. K.
Narayana Murthy[4] suggests having a non-dense TRIE index in main memory and a dense index file

stored in secondary memory.

Anna Babarczy et al[6] suggested a hypothesis that a metaphoric sentence should include both source-
domain and target-domain expressions. This assumption was tested relying on three different
methods of selecting target-domain and source-domain expressions: a psycholinguistic word
association method, a dictionary method and a corpus-based method. Hu, Downie and Ehmann|[7]
examine the role lyric text can play in improving audio music mood classification. Mahedero et al[8]
argue that a textual analysis of a song can generate ground truth data that can be used to validate
results from purely acoustic methods. Mayer et al[9] present a novel set of features developed for
textual analysis of song lyrics, and combine them with and compare them to classical bag-of-words
indexing approaches and results for musical genre classification on a test collection in order to
demonstrate our analysis. “Semantic analysis of song lyrics” studies the use of song lyrics for
automatic indexing of music. Netzer et al explore the usage of Word Association Norms (WANSs) as
an alternative lexical knowledge source to analyze linguistic computational creativity. Logan et al. use

song lyrics for tracks by 399 artists to determine artist similarity[12].
3. Rhyme Schemes and Rhyme Patterns

Rhyme Schemes: English has number of rhyme effects like assonance, consonance, perfect, imperfect,
masculine, feminine etc. This arises from the variation in stress patterns of words, lack of clear cut

description about the spots where rhymes can occur.

In Tamil, the grapheme and phoneme are bound stronger than in English. There are 3 characteristic

rhyme schemes in Tamil - Monai (Swrener), Edhugai (stg1ems) and Iyaibu (§)swwiy).

Two words are said to rhyme in monai if their first letters are the same, in edhugai if their second

letters are the same and in iyaibu if their last letters are the same.
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Examples: upeneu and LiFens rhyme in monai as they start with the same letter.
SI(HN and QN (HLIL rhyme in edhugai as they share the same second letter.
WIT&6m& and 6UMLP&EMS rhyme in iyaibu as they share the same last letter.

As one may infer, two words can rhyme in more than one pattern also.

Examples: QJ(Ih6)]) and & (H6X) rhyme in edhugai and iyaibu.
NN G 61T and HEN(EHT&H6T rhyme in all the three schemes.

Meter Pattern: One way of classifying alphabets of the Tamil language is based on the time interval
(LDT& H6MI - maathirai) for which they are pronounced. One maathirai corresponds to the time taken

to wink the eyelid. The types of letters in this classification are

Nedil (N) (Glblg.60) - Those alphabets which are pronounced for the time interval of 2 maathirai.
Kuril (K) (@M16V) - Alphabets which take 1 maathirai to be pronounced.

Mei (M) (GILDL) - Alphabets which are pronounced for 0.5 maathirai.

Meter pattern of a word refers to its Kuril Nedil Mei pattern.

For example, the meter pattern of the word LITL_6V is NKM as LT is a Nedil(N), L is a Kuril(K) and
6L is a Mei(M).

The indexing methodology proposed needs to take care of both meter pattern and rhyme to facilitate

faster retrieval of words for the LaaLaLaa Lyric Generation and Analysis framework[2].

4. Overview of the System

Word object
Ll
Word g
DB b4 ~
Rhyme Meter
extractor Pattern
Extractor
Index Builder
Rhyme Meter
Index

Figure 1. Overview of the system.

Each word from the word database is converted to an object. Meter pattern and the alphabets at the
Rhyming positions of each word are found out by Meter Pattern Extractor and Rhyme Extractor
respectively. Using the data obtained, the Index builder builds the Rhyme Meter Index aiding faster

retrieval than the normal un-indexed retrieval.

289



5. Indexing Algorithm

Part of Speech

MeterPatternl te:er; xorjs
CCH Letterl WorolS
MeterPattern2 etet ores
Letter2 | Words
Letterl | Word
MeterPatternl Letterz Words
151608 etter ords
Letterl | Words

MeterPattern2
Letter2 | Words
Letterl | Word
MeterPatternl Letterz Words
@ MWL Letter1 Words
MeterPattern2 etet ores
Letter2 | Words

Figure 2. Indexing Logic

This indexing has been designed to facilitate fast retrieval of words specifically for lyric generation.
For instance, the system would need a word of a particular meter pattern with a particular letter

rhyming in monai scheme.

The data structure is organized as hash tables with separate tables for each Part Of Speech and
Rhyming Scheme. For example, there is a separate table for Nouns” monai, Nouns” edhugai, Nouns’
iyaibu and so on. Here, the keys are the Meter Pattern and the Letter at the particular Rhyming spot.

The values are the words corresponding to the particular Meter pattern and letter.

The algorithm : The word database is scanned word by word and is indexed based on meter pattern

and rhyme. Here,
a — number of wordsinthe word database;
w; ~ ith word inthe word database;
[ — meter pattern of w;;
monaiKey — key of wi corresponding to monai;
edhugaiKey — key of wi corresponding to edhugai;
iyaybuKey — lkey of wi corresponding to iyaybu;
heoin

i=1,2,3..ad0

[ — MeterPattern of w;

monaiKey — firstLetter (w;) +p;

edhugaiKey — secondLetter (w;) + f;

iyaybuKey — lastLetter w;) +3;

Add the word to the list of words with the  respective keys in the respective Hashtables.

end;
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For each word in the word database, meter pattern is extracted first followed by letters at the rhyming
spots namely, first, second and last positions (for monai, edhugai and iyaibu respectively). Keys for
monai, edhugai and iyaybu are found out using the abovesaid equations. The word is added to the
monai, edhugai and iyaibu hashtables with keys monaiKey, edhugaiKey and iyaybuKey respectively
if those keys don’t appear previously in the tables. Else, the word is added to the list of words with
that key.

Hash-tables are chosen for the implementation as they have the retrieval complexity of O(1).

6. Results
4000
3500
3000 Word
2500 Indexed
2000
1500
1000 i Meter
500 Rhyme
Indexed
0 -eesssssnssmsrhE—
= M N~ O m
~ < = 00 O M
— NN Mo

Figure 3. Word Indexed Vs Meter Rhyme Indexed Approach

Indexing has brought about a drastic increase in the speed of retrieval of the words rhyming with a
given word. Using the Word Indexed approach, the time complexity was O(a) where a was the total
number of words. But after Meter Rhyme indexing, the complexity has become O(1) due to the use of
hash table which is a very efficient data structure for retrieval. Rhyming words for a sample of 500
words were retrieved using both the approaches and the above mentioned graph was obtained. The
Word indexed system tooK 875.47millisecond in an average while the Meter Indexed system tooK
1.90millisecond only.From the graph it can also be inferred that there are steep variations in the Word-
Indexed approach while the Meter-Rhyme Indexed approach does not show such steep variations and
is consistent. In terms of time efficiency, Meter-Rhyme indexed approach is evidently superior
compared to Word-Indexed approach. In terms of space, it is not so efficient as each word will occur

not once, but nine times in various Hash tables.
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Abstract

This paper proposes a summarization system for summarizing multiple tamil documents. This system
utilizes a combination of statistical, semantic and heuristic methods to extract key sentences from
multiple documents thereby eliminating redundancies, and maintaining the coherency of the selected
sentences to generate the summary. In this paper, Latent Dirichlet Allocation (LDA) is used for topic
modeling, which works on the idea of breaking down the collection of documents (i.e) clusters into
topics; each cluster represented as a mixture of topics, has a probability distribution representing the
importance of the topic for that cluster. The topics in turn are represented as a mixture of words, with
a probability distribution representing the importance of the word for that topic. After redundancy

elimination and sentence ordering, summary is generated in different perspectives based on the
query.
Keywords- Latent Dirichlet Allocation, Topic modeling

I. Introduction

As more and more information is available on the web, the retrieval of too many documents,
especially news articles, becomes a big problem for users. Multi-document summarization system not
only shortens the source texts, but presents information organized around the key aspects. In multi-
document summarization system, the objective is to generate a summary from multiple documents for
a given query. In this paper, summary is generated from the multi-documents for a given query in
different perspectives. In order to generate a meaningful summary, sentences analysis, and relevance
analysis are included. Sentence analysis includes tagging of each document with keywords, named-
entity and date. Relevance analysis calculates the similarity between the query and the sentences in
the document set. In this paper, topic modeling is done for the query topics by modifying the Latent

Dirichlet Allocation and finally generating the summary in different perspectives

The rest of the paper is organized as follows. Section 2 discusses with the literature survey and the
related work in multi-document summarization. Section 3 presents the overview of system design.
Section 4 lists out the modules along with the algorithm. Section 5 shows the performance evaluation.

Section 6 is about the conclusion and future work.
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II. Literature Survey

Summarization approaches can be broadly divided into extractive and abstractive. A commonly used
approach namely extractive approach was statistics-based sentence extraction. Statistical and
linguistic features used in sentence extraction include frequent keywords, title keywords, cue phrases,
sentence position, sentence length, and so on [3]. Cohesive links such as lexical chain, co-reference and
word co-occurrence are also used to extract internally linked sentences and thus increase the cohesion
of the summaries [2, 3]. Though extractive approaches are easy to implement, the drawback is that the
resulting summaries often contain redundancy and lack cohesion and coherence. Maximal Marginal
Relevance (MMR) metric [4] was used to minimize the redundancy and maximize the diversity among

the extracted text passages (i.e. phrases, sentences, segments, or paragraphs).

There are several approaches used for summarizing multiple news articles. The main approaches
include sentence extraction, template-based information extraction, and identification of similarities
and differences among documents. Fisher et al [6] have used a range of word distribution statistics as
features for supervised approach. In [5], qLDA model is used to simultaneously model the documents
and the query. And based on the modeling results, they proposed an affinity propagation to

automatically identify the key sentences from documents.
III. System Design

The overall system architecture is shown in the Fig. 1. The inputs to the multi-document
summarization system are multi-documents which are crawled based on the urls given and the output

given by the system is a summary of multiple documents.

Crawding

Pre-Processing

Fig. 1 System Overview
System Description

The description of each of the step is discussed in the following sections. The architecture of our

system is as shown in Fig. 1.
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1. Pre-processing

Pre-processing of documents involves removal of stop words and calculation of Term Frequency-
Inverse Document Frequency. Each document is represented as feature vector, (ie.,) terms followed by
the frequency. As shown in Fig. 1, the multi-documents are given as input for pre-processing, the
documents are tokenized and the stop words are removed by having stop-word lists in a file. The

relative importance of the word in the document is given by

Tfidf(w)= tf*(log(N)/ df(w)) -(1)

where, tf(w) - Term frequency (no. of word occurrences in a document)
df(w) - Document frequency (no. of documents containing the word)
N - No. of all documents

2. Document clustering

The pre-processed documents are given as input for clustering. By applying the k-means algorithm,
the documents are clustered for the given k-value, and the output is the cluster of documents
containing the clusters like cricket, football, tennis, etc.., if the documents are taken from the sports

domain.
3. Topic modeling

Topic models provide a simple way to analyze large volumes of unlabeled text. A "topic" consists of a
cluster of words that frequently occur together. In this paper, Latent Dirichlet Allocation is used for
discovering topics that occur in the document set. Basic Idea- Documents are represented as random

mixtures over latent topics, where each topic is characterized by a distribution over words.
Sentence analysis

Multi-documents are split into sentences for analysis. It involves tagging of documents by extracting
the keywords, named-entities and the date for each document. Summary generation in different

perspectives can be done from the tagged document.
Query and Relevance analysis

The semantics of the query is found using Tamil Word Net. The relevant documents for the given
query are retrieved. The relevance between the sentences and the query is calculated by measuring

their similarity.
Query-oriented Topic modeling

In this paper, both topic modeling and entity modeling is combined [3]. Based on the query, the topic
modeling is done by using Latent Dirichlet Allocation (LDA) algorithm. Query is given as prior to the
LDA and hence topic modeling is done along with the query terms. Query may be topic or named-

entity along with date i.e. certain period of time.
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4. Sentence scoring

The relevant sentences are scored based on the topic modeling. For each cluster, the sum of the word’s
score on each topic is calculated, the sentence with the word/topic of high probability are scored
higher. This is done by using the cluster-topic distribution and the topic-word distribution which is
the result of the Latent Dirichlet Allocation.

5. Summary generation
Summary generation involves the following two steps
5.1 Redundancy elimination

The sentences which are redundant are eliminated by using Maximal Marginal Relevance (MMR)
technique. The use of MMR model is to have high relevance of the summary to the document topic,

while keeping redundancy in the summary low.
5.2 Sentence ranking and ordering

Sentence ranking is done based on the score from the results of topic modeling. Coherence of the
summary is obtained by ordering the information in different documents. Ordering is done based on
the temporal data i.e. by the document id and the order in which the sentences occur in the document

set.
IV. Results

Table 1 shows the topic distribution with number of topics as 5, the distribution includes the word,

count, probability and z value. The topic distribution is for each cluster.
Table 1 Topic model with number of topics as 5

TOPIC 0 (total count=1061)

WORD ID WORD COUNT | PROB | Z
645 SCWrg4 42 0.038 | 5.7
2806 gy 38 0.035 5.4
2134 Abs) 36 0.033 | 52
589 SIEMLOLIL 32 0.029 | 48
1417 NG 27 0.025 | 29
2371 60 &G 6T 27 0.025 45

V. Conclusion and Future Work

In this paper, a system is proposed to generate summary for a query from the multi-documents using

Latent Dirichlet Allocation. The multi-documents are pre-processed, clustered using k-means
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algorithm. Topic modeling is done by using Latent Dirichlet Allocation. The relevant sentences are
retrieved according to the query, by finding the similarity between the sentences and the query.
Sentences are scored based on the topic modeling. Redundancy removal is done using MMR

approach.

Topic modeling can be extended to find the relationship between the entities, i.e. the topics associated

with the entity as a future work.
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Mapping Language Change in Tamil:

Corpus analysis and Computer Database Making

Appasamy Murugaiyan
EPHE- UMR 7528 Mondes iranien et indien, Paris

Introduction

In this paper, I would like to illustrate how ‘corpus analysis’ can help us mapping the process of
language change and language use. The vast Tamil language corpora, dating more than two millennia,
make it very envious to any outsider. One of the most challenging debates that we all have been
witnessing in the last fifty years or so in the Tamil milieu have to do with Tamil LANGUAGE.
However, so many questions arise related to, the language of Tamil Sangam anthologies, language of
inscriptions, language of bhakti literature and then the emergence of modern Tamil. What is  the
relationship between these different varieties of Tamil? How they distinguish from each other? How
to analyse and understand the grammatical structure of each of the genre of Tamil varieties- are some
of the issues that deserve a definitive answer. The problem is that most of the studies that have been
done so far give a vague idea mostly based on what may be called a ‘native speakers’ intuition. Yet, a

corpus based empirical picture is due to be made.
1. Corpus analysis and Computational methodology in Tamil:

Mapping language change has been a major concern of corpus linguists. Historical corpora provide
evidences for language change in many ways. Such a corpus-based study would not only enrich the
history of Tamil language but also would contribute to the theoretical models for language change. I
will illustrate the importance of the corpora based empirical studies in mapping language change and

use in Tamil primarily based on few citations (Murugaiyan 1993, 2004 and 2011).

The field of corpus linguistics has proved beyond doubt that the corpus is a fundamental tool for any
type of research on language and particularly if we want to find answers to some relevant issues on
the language use and language change. At the outset, it is important to make a distinction between
computational methodology for linguistic analysis and computational linguistics (CL). CL is
concerned by fields like Artificial Intelligence and aims at developing formal models based on aspects
of human cognition and implement them as computer programmes. Our concern here is how
computer can be used in linguistic analysis on a specific Tamil corpus through a series of research
questions. Computer-based methodology allows us 1) to work on vast corpora, which would
otherwise be impossible and 2) to seek answers to many questions on different diachronic and
synchronic aspects of Tamil linguistics. In many instances, CL relies on the results of corpus linguistic

analysis using computer methodologies.

The paper is structured as follows: §2 introduces four / three questions from Tamil linguistics, §3

surveys the currently existing and or used POS Tag for (Indian languages) Tamil and raises in §4 the

301



question of structure of the database and the type of corpus and §5 concludes on a Tamil inscription

database.
2. Few issues in Tamil linguistics:

I will illustrate the importance of the corpora based empirical studies in mapping language change
and use in Tamil primarily based on few citations (Murugaiyan 1994, 2004 and 2011). Of which the
first two have to do with the historical linguistics of Tamil and the last two with the modern Tamil

linguistics.
2.1. Word order variation in inscriptional Tamil

Languages vary widely in many ways, including their canonical word order. It is known that some
word orders are much more common than others are. Change or variation in word order type is one

of the most important areas in the study of historical linguistics and language change.

We can roughly identify two different views on the word order in Old Tamil: (1) SOV is considered as
the basic order and 2) view suggests a free word order. However, scholars have overtly recognized
variation in the SOV order but have not made a detailed attempt to discuss this variation (Zvelebil
1967.71, 1997.43), except Herring (Herring 2001). Nevertheless, a corpus based empirical analysis of
inscriptional Tamil, conducted by me, shows a third possibility: the constituent order is neither free
nor strictly of SOV type and the variation in constituent order is motivated by pragmatic factors
(Murugaiyan A 2011). In other words, the position of different constituents in a sentence is
conditioned by information structure and many other contextual factors. In such cases, the word order
is not used to encode grammatical relations within a sentence (like -subject vs. object-). For this pilot

survey, I analysed a total number of 35 Hero stone inscriptions dating from 450 to 650 CE.
2.2. Experiencer (or Dative subject) constructions in Sangam corpus

In most of the Modern South Asian languages, the verbs of physical, psychological and cognitive
processes, known also as affective verbs, mark the principal actant (experiencer) in dative, accusative
or genitive cases. This type of constructions known as dative subject constructions (or oblique-
experiencer) since 1960’s is considered as a major feature of the Indian linguistic area (Masica C. 1976).
During the last three decades, there have been numerous studies on this major areal feature, which is
shared by Indo Aryan, Dravidian, Munda and Tibeto-Burman family of languages (Verma and
Mohanan 1990, Shibatani and Pardeshi 2001, Bhaskararao Peri, 2001).

Despite the great attention paid to experiencer constructions, we are yet to know about their origin
and their diachronic developments in the different language families of South Asia. It is still
commonly suggested that it has spread from the Dravidian family of languages. In order to bring in
new data on the historical development of experiencer constructions in the South Asian typological
and areal linguistics, I worked on a small corpus of Sangam literature. My survey showed that the
dative experiencer construction is absent in classical Tamil (Murugaiyan, A. 2004) even though it is
widely attested in modern Tamil (yill viyarttallall in Sangam, compared to eClakku viyarkkiCatu in

modern Tamil).
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2.3. Non-dative dative subjects

We notice in Modern Tamil, and in some of the Dravidian languages, the experiencer or the dative
subject is not always marked in dative case. Some notions like virumba ‘to desire’, poramai ‘(be) jealous’
depict constructions that range from a typical nominative-accusative structure (Nlnom - N2ac) to
nominative-oblique (N1nom - N20ou) structure. This type of Nominative and Accusative case marking

represents higher degree of transitivity and is characteristic of agent role but not that of experiencer.

The major question here is how to define or identify a “(proto) typical experiencer” (for instance,
absence of volition -control -contact with the second participant (effectiveness) and capable of
receiving physical, psychological, cognitive experiences). Experiencer is a scalar notion like transitivity
or agent. According to the syntactic structure of the construction, it seems possible to identify different
kinds of experiencer like “agent-like”, “patient-like” and “typical experiencer”. The morphological
case marking of the first and second participants (arguments) of these constructions correlates to some

extant with the ‘variation” in the semantic role of the experiencer.
2.4. Differential Object Marking and the accusative case in Tamil

Tamil is a morphologically rich language and many of the major grammatical functions are marked by
case markers. For example, in Tamil the direct object is marked in accusative case. In general, it is held
both by the traditional and modern Tamil grammars that the accusative marker "ai" is present
obligatorily with animate nouns and is not obligatory with inanimate nouns. The case marking of
direct objects is typologically one of the major concerns in the theoretical setting of Differential Object
Marking (DOM) and goes beyond the animate / inanimate dichotomy. A number of studies on Indian
languages have shown that several parameters like humanness, definiteness, individuation and
affectedness of the noun on the one hand and the semantics of the verb on the other, contribute to the

marking or non-marking of the direct objects (A. Murugaiyan 1993).

The four cases mentioned above raise few interesting questions. How these morphosyntactic, syntactic
and semantic features in Tamil can be successfully encoded in a computer-aided corpora analysis?
What would be the adequate standard of data annotation for Tamil? The point to be remembered here

is that our objective is to map language change and use but not machine learning.
3. Parts-of-Speech Tags for Tamil and Indic languages

Over the past decades, large number of electronic language data have been created and annotated in
the area of NLP for Indian languages. The POS Tag set and the construction of database are closely

related to the objectives fixed by the researcher.

Several IL POS (Indian languages Parts of Speech) tagsets are often designed by a number of research
groups working on Indian languages. The existing tagsets differ considerably from one another as
they have been motivated by specific research agenda. They follow in general the PENN Tree Bank
model and or the recommendations made by EAGLES. The number of tagsets varies from 34 up to 64
and 123 (Evaluating SKT tagsets). They differ considerably in terms of the selection of
morphosyntactic categories and the scale of granularity. These different works, in course of time, have
led to the creation of standard POS Tag set for Indian languages based on the EAGLES model. The

proposal made by Baskaran et al. (2008) aims at fixing standard coding frame for Indian languages in
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general. This model is expected to “capturing the shared linguistic structures in a methodical way
[.....] and ensure cross-linguistic compatibility”. This is no doubt part of computational linguistics

focusing on machine learning.

This being so, in computer aided linguistic analysis we face different challenges. In most cases, we
need language specific, fine-grained multi level frame. The picture becomes still more complex while
we study a specific aspect of language change and use (cf. §2) on a large corpus. We need to decide,
among other things, setting up various types of corpora: synchronic and diachronic on the on hand
and according to the type of literature under scrutiny (for example Sangam anthology, Bhakti

literature, Tamil inscriptions, Modern Tamil and so on).
4. Linguistic corpora and Database Making

If we wish to answer empirically to questions raised in §2 above and similar others, the corpus based
study is a fundamental requisite. The first phase of corpus creation is data entry, which involves
rendering the text in electronic form. The Sangam corpus is electronically available in standard format.
On the contrary, the inscriptional corpus is not available electronically and the printed versions cannot
be digitized via OCR. We still need to standardize the complex orthographic rules and the different

scripts used in the inscriptions. The whole corpus of Tamil inscriptions has to be captured manually.

The corpus annotation as we have seen early is language oriented and should reflect the type of
questions we are addressing in the corpora. Now turning back to the sample questions raised in §2, it
is important to know precisely what information should we need to encode in a linguistic database?
Should a coarse tag set be enough or should we need detailed set of information at morphosyntactic,

syntactic, semantic and discourse levels.

For instance, to account for the word order variation and its correlation with pragmatics or discourse
structure, one should include pragmatic information in the corpus annotation and the type of word

order for each ‘sentence’.

As for experiencer (dative subject) constructions in Classical Tamil, a large variety of lexical and
grammatical devices are used to express physical, biological, cognitive and mental perceptions in

classical Tamil. In the following examples, we have a compound verb composed of a noun and

support or light verb.

pasi + pallu (hunger+endure) feel hungry [pul1.260.6]
pasi+kiira (hunger+grow) hungry grow [na(1.29.3]
pasi+te[lu (hunger+burn). Hungry burn  [aka.291.3]
ariar ulla (suffering+to have)  to suffer [kul1.76.6]

The database should on the one hand provide all lexical bases, both noun and verb, and on the other
hand all light verbs and the syntactic and semantic rules of combination that licence the instantiation
of the predication. A large historical corpus should be able to trace the evolution from ‘nominative” to

‘dative’ structure.

The case marking variation noticed in dative subject constructions in modern Tamil is due to the

lexical and semantic nature of the experiencer predicates:
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1) nal Sandoda-p pallugillel] ‘I am happy’

I joy feel.pres.1s

2) *nal] magillcci pallugillel] ‘T am happy’ (not accepted)
I joy feel.pres.1s

3) wvirall semmattiyai virumbupikiCall

pn.nom pn.acc like.pres.3m.s

Viran likes Semmathi
4) virallukku semmattimidu viruppam

pn.dat pn.loc liking
Viran like Semmathi

In (1) & (2) the two lexical items with almost identical meaning do not fall under the word formation
rule. In (1) the noun sandosam is an Indo-Aryan loan word. In (3) and (4), the predicates are of two
different grammatical categories. The finite verbal predicate in (3) marks the direct object in accusative
case and shows agreement with experiencer. On the contrary, in (4) with a nominal predicate, the

direct object is marked in locative and the experiencer is marked in dative case.

These predicates, nominal and verbal, are divided into three groups: cognitive, psychological and
physiological. There is a close correlation between the experiencer construction and, among other
things, (1) the grammatical category of the predicate and (2) the semantic nature of the predicate. Even
though we notice some generalisation between the semantic role and the morphological case marking,
this relation is a language specific phenomenon. The point here is that at what level we incorporate

the various lexico-semantic features in the corpus annotation.

Finally, the differential object marking is noticed in Tamil and in many other languages. In order to
account for the marking or non-marking of the direct object in accusative case we have to distinguish
several features: human / non-human, definite / indefinite, referential / non-referential, degree of
affectedness of the direct object on the one hand and the semantics of the verb on the other. In
examples (5) and (6) the mere presence or absence of the accusative case change completely the
meaning. In (6), the object, ‘loan” known as object of creation, exists prior to the utterance of the
sentence. On the contrary, in (5), the speaker is trying to contract a loan, and it does not exist really in
the discourse context.

5) avarillam kallall kel1en sallllaikku vanduvittar

he.locative loan ask.past.l.s quarrel.dative come.adp.aux.past.3.s
I requested him to lend me some money, but he started to pick on me
6) avarilam kallallai  kel[l[en sallllaikku vanduvittar

helocative loan.acc ask.past.l.s quarrel.dative come.adp.aux.past.3.s
I asked him to repay my money back, but he started to pick on me
5. Conclusion

As mentioned earlier, nature of database and the inventory of tagsets depend on the type of research
agenda. This type of multi-layered analysis on large corpora is possible only with computer-aided

methodology. The four cases mentioned in §2 and the few examples given in §4 are a few among
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hundreds of other questions that we have to account for in Tamil. Most of the existing POS tag sets do
not provide us with a fine-grained annotation scheme. But in compute-aided corpora-based linguistic
research, a fine-grained annotation paradigm is essential. In my experimental database on Tamil
Inscriptions, I have about 120 tagsets. Three types of rule-based annotations- morphosyntactic,
syntactic and semantic- are done manually. I have aimed at a fine-grained analysis and so I have
opted for a high number of tags. I have also included information like word order types, verbal
valency and other minute details that would help to map different changes at morphological, syntactic
and semantic levels. I am using, for each sentence the interlinear glossed text (IGT) format, which
includes source language text, a morpheme-by-morpheme gloss, and a translation into French or
English.

The ongoing research is to illustrate how linguistic corpora can be used as readily available evidence
for mapping language development and language variation in time and space. A huge computerized
historical corpus would certainly allow a comparative view of the Tamil language at different
moments in the history. These data would help us not only to capture different stages of linguistic
developments but will also help to test modern theories about variation and change. The construction
of huge electronic corpora in Tamil presents many constraints related to linguistic theories. However,
a close collaboration with computational specialists would certainly help to overcome many of the
shortcomings and certainly would enhance computational methodology for corpus-based linguistic

analysis in Tamil.
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Language Ideology and Technology

E. Annamalai
The University of Chicago

Technology, which is a device that increases the ratio of output to the input, works for the language
also as it does for any human production. The first technology applied to language was writing
invented around 3500 BCE in Mesopotamia (modern Iraq). It made possible to enormously increase
the reach of the language -i.e. the content in the language- in space and time. It also provided relative
stability to language, which reduced variation. These added characteristics of the written language
were necessary for trade, which was the cultural context for the emergence of writing. The idea of the
language changed from being a tool of cooperative communication to that of record keeping to
eliminate mistrust. From this, the ideology emerged that the written word is more trust worthy than

the spoken.

The next major technology is the invention of woodblock printing in China developed to print
language on paper around 650 CE. Its improvement into movable metal types around 1440 CE in
Germany made copying of printed texts possible at a low cost and in less time, which in turn made
their reach increase exponentially in space, physical and social. This ushered in the era of print
capitalism (Anderson 1991), one aspect of which was production and dissemination of language
materials as commodities of the market. The printed texts became the private property of printing
establishments or individual authors. The content and the particular form of the language in which it
is coded came to be owned by the producers of it while the abstract language remained the public
domain. When the written language through print lent itself to be controlled by the institutions of the
society such as school, media, courts, it was possible to shape the language according to their

ideologies such as purism, precision (as in law or science).

When the audio recording and replay technology was improved to use electrical and magnetic devices
in the early decades of the 20t century, the added characteristics of the written and printed language
could be transferred to the spoken language. This did not bring about any new ideology to the
language except that the ideologies such as purism and precision were difficult to carry out in the
spoken language, as it was not controlled by societal institutions through their system of rewarding

the adherents of their language ideology.

The latest in technology that bears on language is the digital technology, which equally applies to the
spoken and the written language. While the earlier technologies moved from their use for non-
linguistic content such as pictures and music to language, the digital technology moved from numbers
to language. While writing and printing technologies represent the language unit, viz. the letters,
directly, the digital technology converts language units, viz. letters and phones, into digits for
processing. Digital technology gives enormous scope for editing while composing. The implication of
this is that the characteristic of finality and permanence, which the earlier technologies gave to texts,

turns out to be fragile in this technology. Digital technology is useful not only for composing new
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language content, but also for copying and storing the old. It reduces drastically the time and cost for
transmitting the materials globally. It takes away the control of language from social institutions and

gives it back to individuals.

What this new technology is doing and can do to Tamil? The writing technology gave new
documentation register and literary code to Tamil, as seen in the emergence of Sangam literature and
contemporaneous Tamil Brahmi inscriptions of record. The printing technology stabilized the Tamil
alphabet both in their graphic form (which was evolving over 2000 years) and number (the five
grantha letters were added and three contextually dependent letters (caarpezuttu) were dropped with
the advent of this technology). The digital technology has brought, and is capable of bringing more,
new effects on Tamil. Decontrolling of Tamil brings the written Tamil closer to the spoken Tamil with
regard to the effects and gives legitimacy to this convergence. The societal institutions lose their
commanding role in shaping Tamil. As anyone with a vocal cord could speak at will, any one with
literacy skill and access to digital technology could write at will. Anyone can be a writer without
vetting by a teacher or an editor. The spontaneous writing could be more effective on language than
spontaneous speaking because the language as written at will by any and all individuals gets into the

public domain accessible to any, unlike the language spoken.

It follows that there will be more language ideologies at play is shaping Tamil, which are subscribed
to by the individuals; they will not be just the ones promoted, and penalized for non-compliance, by
the elite in control of the societal institutions. Purism ideology is also prevalent among the individual
practitioners of the new technology. Purism of Tamil includes elimination of loan words and acquired
letters, avoidance of spoken forms in vocabulary and grammar and, to a lesser extent, reclaim of
historically antedated grammatical constructions. This ideology is also enforced using the same digital
technology on the writings of others with a different ideology in communally created content such as
Wikipedia. Nevertheless, the multiplicity of ideologies in shaping Tamil cannot be excommunicated

from this technology.

Any technology is not in itself and by itself an aid to modernize a language. It depends on its user,
who decides what it is used for. The print technology helped not only the use of prose as a language of
literature, but also helped recoding of the oral literature in the visual medium on paper. The books of
folk literature printed exceeded numerically the books of modern fiction and poetry (Blackburn 2005)
when print technology came into being in Tamil Nadu. So is the religious literature compared to the
secular literature. The digital technology used for astrological predictions is in demand as it is for
weather predictions. While technology cannot be appropriated for what is valued as modern, its

potential for this task should not be wasted away.

An ideology that digital technology is capable of implementing on Tamil is parity of written and
spoken Tamil and reduction of distance between them. I shall not go into discussing here the rationale
for this ideology and its importance for the survival of Tamil as a modern language with vitality
(Annamalai 2011a). There are many areas to implement this ideology. I shall mention some of them,
many of which relate to teaching Tamil to learners of different backgrounds as to their exposure to

Tamil before, during and after learning,.
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Inclusion of spoken Tamil in Tamil pedagogy is on the increase. It is an important part in the Tamil
teaching programs designed for non-native adults outside Tamil Nadu and Jaffna, especially in the
Universities in the U.S., where the goal of Tamil learning is as much oral communication as it is
philological and literary inquiry. This extends to children of Tamil ethnicity, who have lost their
heritage language and want to revive it, as in Mauritius. Their interest is communicative within the
community as well as cultural and political for reasons of identity. The traditional Tamil language
curriculum in schools under the rubric of learning the mother tongue as a minority in countries like
Singapore focuses on literacy skills and introduction to literature. This is being modified in Singapore
to include speaking of Tamil within the curriculum in order to make Tamil more relevant for students
in their lives (Seethalakshmi). Like these students, the second generation Tamils of post-colonial
diaspora has limited listening comprehension in Tamil and they want to add spoken skill to their
Tamil competence. Even in a curriculum that focuses on the reading skill, reading modern fiction and
magazines will be hard without the knowledge of spoken Tamil, where conversations between

characters, jokes etc are written in this variety.

The basic need when spoken Tamil becomes part of the Tamil curriculum is identification of standard
spoken Tamil, which is spoken in inter-dialect communicative situations by the schooled. To identify
it empirically, we need a searchable database of spoken Tamil. Such a database could be built
relatively easily using digital technology from dialogues in movies and television shows. This
database is a necessary, if not sufficient, tool to compile the grammatical, lexical, semantic and
phonetic parameters of the standard spoken Tamil. The data needs to be processed to sift out dialect
and formal features, which are mixed up in the standard speech as well as the mixing of English in it;
the phonetic data needs to be brushed up to upgrade the non-standard pronunciation found
commonly in the public programs used to build the database. It should be possible to write algorithms
to do these jobs mechanically. Pedagogy requires not speech as it, but as standardized. I shall not go

here into discussing what the standardized spoken Tamil is (Annamalai 2011b).

The standard spoken Tamil data needs to be transcribed in Tamil script. The publically available
Google tool for speech recognition and instant transcription needs to be improved substantially for
Tamil. When this is developed, it should be possible to go into making popular, inexpensive tools that
instantly convert the utterance of a student into a written sentence, and conversely a written sentence
of spoken Tamil into an utterance. This will help the student recognize speech visually and aurally,

which facilitates the recall of the language in the learning situation.

Converting speech into writing assumes a standard spelling system of the standard spoken Tamil.
This is yet to be developed by linguists to be used in the pedagogical context to begin with. A
fundamental principle of any spelling system is that it is not an exact phonetic transcription of speech,
but a convention of writing from which speaking could be deduced with straightforward rules of
correspondence. The spelling system of every language has such rules. In the case of Tamil, an
additional requirement is that the spelling system of the spoken Tamil also serves as the base for the
student to migrate to the conventional spelling of the written Tamil with straightforward rules. No
such spelling system exists now. The way the spoken Tamil written is notoriously inconsistent
between authors and in the same author at different places. The spelling system used by on Tamil

teacher is consistent but it is not the same across teachers, though each is relatable. The spelling
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system for spoken Tamil needs to be standardized urgently. I have developed a system as the starting
point to initiate this process (Annamalai 2009). If the standardized spelling necessitates some
additional letters in the Tamil alphabet, we need to get cultural acceptance of it. Then they will need to

be provided in Unicode.

The other need is to relate the spoken and written Tamil at the lexical level with regard to the spelling
of words. This should be bidirectional from the spoken to the written and from the written to the
spoken. This tool will reduce the distance between the two by facilitating migration between the two.
There are now tables available to relate the written to the spoken with general rules of deletion and
change. They need to be fine tuned to cover complex relations, variations and exceptions and then
algorithms are to be written so that one can get the spoken form from the written on any device, hand
held or desk top, just like checking the meaning of a word. The converse of relating the spoken with
the written is more difficult primarily because of the fact that one form of the spoken will relate to two
of the written. A solution to this problem has to be found such as using the absence of one of the two

possible forms in a built-in dictionary to reject it.

There is no dictionary of standard spoken Tamil available now. It is possible to compile one using its
standardized spelling for the head entries followed by the written word in conventional spelling with
gloss in English for learners who are not proficient in Tamil. The converse of it would be to have
parallel head entries first in conventional spelling followed by spoken spelling. It is possible to
produce mechanically one version of the dictionary from the other and rearrange the entries
alphabetically. An alternative to this has the additional advantage of using the spoken input when
referring to a dictionary. In this, a spoken word keyed in in its spelling will first identify its written
equivalent, which will lead to its meaning in the digital dictionary. It should also be possible to speak
the word a student, who is not competent in writing Tamil, hears an unknown word when watching a
video or touring Tamil Nadu and wants to know its meaning . A digital dictionary should be able to
point out the meaning either directly from the spoken cue or through the written word coded in the

dictionary by automatically linking the spoken word to the written form.

Technology is available to do the above things if the language ideology with regard to spoken Tamil
mentioned above is a driving force. Using digital technology for the spoken Tamil is not just for doing
research on it. It is also for teaching Tamil effectively and attractively. The hope is that it will attract
more students to learn Tamil, who are now put off because of the perceived difficulty of learning
separately the two varieties of Tamil. It is the desire of all of us to mitigate the difficulties of learning

Tamil by the younger generation of Tamils and also the non-native speakers of Tamil
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Tamil: A Family of Languages

Harold Schiffman
South Asia Studies. University of Pennsylvania

Abstract

As is well-known, the Tamil language is one of the oldest languages on the Indian subcontinent,
dating from the early centuries of the Common Era, if not before. It is commonly divided into a
number of ‘stages’, beginning with the earliest period (Sangam Tamil), followed by Medieval Tamil
(or Middle Tamil), and then the Modern Literary Language, which dates from about the 13t century.
I would also add a fourth stage, that represented by the spoken language of today, which differs
sometimes quite radically from its written form. This presents a formidable challenge to non-Tamils
who wish to learn to both read and speak Tamil, since Tamil society offers little help to those wishing
to speak, even though most authentic communication between live speakers goes on in Spoken Tamil,
and learners who wish to learn something about Tamil culture will not get far without a knowledge of
the spoken language. Ignoring the modern spoken language also hides the tremendous diversity
among dialects of Tamil, especially those that differ radically from what I call “Standard Spoken
Tamil” or SST (Schiffman 1998). Sri Lanka Tamil is one of those dialects that are not mutually
intelligible to many other speakers. For this reason, I propose that we should cease treating Tamil as
one language, and begin to think of Tamil as a family of languages, related of course through history,
from the oldest stages to the most modern. In historical linguistics terms, we would treat the oldest

stage as Proto-Tamil, and later stages as ‘daughter languages’ or even ‘granddaughters’.
The Accessibility Problem

Foreigners who wish to learn Tamil are confronted with enormous challenges. Tamil culture tends to
value the study of Classical Tamil and its ‘daughter’ languages (Medieval Tamil, modern Literary
Tamil) but not its ‘grand-daughters” i.e. the spoken dialects used by all Tamils for most of their
interpersonal communication. Foreigners who attempt to learn spoken Tamil are discouraged from

doing so in various ways:

*  scolding the learner for ‘corrupting’ the language

* ‘correcting’ the spoken form by repeating the LT form

* Ridiculing the learner by laughing at him/her for using spoken forms
As an example of the first strategy, when I was doing research on spoken Tamil in my first visit to
India in 1965-66, students who were influenced by DMK came to me and asked me to cease and desist
from studying spoken Tamil, because it ‘contributed to the downgrading’ of the language. An
example of the third type, ridicule, happened to me while passing through customs from Singapore
into Malaysia—1I spoke Tamil to the customs agent, who had a Tamil name and looked to be of Indian

descent. Her response was “You talk just like my Granny!”
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The Sociology of Language

One of the things that Tamils are famous for is their ‘love of their language” which, however it can be
measured, has got to be more intense than any other expression of ‘language loyalty’” found on the
Indian subcontinent. More Tamils have died for their language than any other language group, and
this intense loyalty has of course attracted attention by scholars who study other parts of India. I
came to India to study Tamil syntax and write a dissertation on that subject, but I soon found myself
being asked to comment on the Tamils’ language loyalty, which of course in 1965 had resulted in
various forms of extreme (and sometimes violent) resistance to the imposition of Hindi as the national

language.

When asked to write something about this topic, I did so, but soon found myself inadequately
prepared to approach this topic without preparation in a field that was far from what the discipline of
Linguistics had prepared me for. Fortunately for me, I was drawn into what is known as the Sociology
of Language by the appearance of a book on the German language in America (Kloss 1963), which
drew me into the topic of my own linguistic heritage as an American of German descent, and with
more reading, I decided to offer a course on the topic of ‘Language Policy.” My experience with Tamil
helped widen my approach to this topic, and I taught the course both at the University of Washington
and the University of Pennsylvania for almost 35 years. I soon discovered that there was an extensive
body of literature on this subject, including but not limited to the work of Fishman, Ferguson,
Haugen, Hymes, and many others, which helped me to understand topics such as ‘language loyalty’

and to present them to students.

The study of language policy soon became my primary research interest, and because I had once
concentrated in Slavic Linguistics and had visited the Soviet Union and gotten a taste of its linguistic
diversity and its language policy, coupled with the fact that I had also lived in France for two years,
which has its own kind of linguistic chauvinism, gave me a range of experience to deal with various

kinds of language policy issues.

What keeps a language alive? The point I want to make about this is based on research about what
keeps a language vital and alive, and what leads to language shift, and language death. Much has
been written about what the effective methods for language vitality and preventing language death,
but one of the most important claims for effectiveness was made by Fishman (1991) who proposed
that “intergenerational transfer’ is the most crucial factor in keeping a language alive. That means that
all other strategies, such as using the language in education, or recording the words of the last viable
speaker, or any other strategy that may be proposed, are all ineffective and useless, unless
intergenerational transfer takes place. For the case of Tamil (and in fact for any ’‘threatened’
language), this means that Tamil must be learned and spoken in the home. If it is not spoken in the
home, but only learned at school, it will not survive, and some other language, probably English, will

replace it.
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The Case of Singapore. One of the crucial cases that illustrates this problem most clearly is the case of
Singapore. In Singapore, as is well known, Tamil is one of the ‘official’ languages and receives
support from the educational system along with other ‘mother tongues” of the Singapore population.
But Tamil is increasingly not the language spoken at home in many Singapore Tamil families, and
many researchers now fault the educational system, which until recently insisted on teaching only
Literary Tamil, but giving no support to the spoken language. Without this, English takes over as the
dominant language (or its Singapore variant, Singlish). In research I conducted in Singapore in 1994,
Tamil students in the system revealed to me that they did not feel that Tamil was their language; it
belonged to someone else, they said, and they saw no use in learning it, especially since it had no
economic value in Singapore. They also voiced the complaint that no matter how hard they tried, they
could never satisfy their teachers, who always faulted them on their poor knowledge of Tamil. This
research is buttressed by research by others who have studied the Tamil system in Singapore, e.g.

Gopinathan, Seethalakshmi, Saravanan, and others.

One might argue that Singapore is different from Tamil, and that in Tamilnadu, where Tamil is the
ambient language, this is not a problem. But increasingly, I find that Indian Tamils who have been
educated in English medium schools do not handle Literary Tamil well, and speak a kind of spoken

Tamil that is heavily mixed with English.

What I am saying is that we make an error if we assume that supporting the study of one kind of
Tamil, such as Classical Tamil or modern Literary Tamil, will solve all our problems, and keep Tamil
alive. We need in fact to treat Tamil as a family of languages, and support all of the members of that
family. The branch of the family that gets the least support typically is that of spoken Tamil and all its
variants. This is the true “mother tongue’ of all Tamils, the one they learn first, the one in which their

emotions are centered.

This notion is often ridiculed by Tamil experts, but in the discipline of Linguistics, we know that by
the age of six, about the time when children start school and start to acquire literacy, they have
solidified their knowledge of their mother tongue, the one they learn at home at their mother’s knee.
Our educational systems tend to assume that their only responsibility is to teach the literary language,
but in fact the literary language will not be learned if the spoken language is not used as a resource,
instead of treated as a liability. Educational systems that try to ‘kill off” the spoken language (whether
English, Tamil, French or any other language) will also probably kill the language that they are
attempting to teach.

Spoken Tamil as Resource. Let me give an example from my own experience of teaching Tamil. One
of the hardest things for learners of Tamil who have no home background in Tamil is the syntax of
relative clauses in Tamil. In English, we can take the example of two sentences, that are combined

using a relative pronoun such as ‘that’” or “‘which’ or ‘who’ and make one sentence:

1. That boy came yesterday.
2. Isaw the boy.

—1 saw the boy WHO/THAT came yesterday.
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In Tamil, of course, this is done differently. There is no relative pronoun, but instead, the verb of one
of the sentences is converted into an adjective, and placed before the co-referential noun:
1. anda payyan neettu vandaan. That boy came yesterday.

2. naan payyane paatteen. I saw that boy.
—->naan neettu vanda payyane paatteen| saw the boy who came yesterday.

These are obviously two very different kinds of syntactic structures, and what I have found in my
thirty years of teaching Tamil to both Americans with no background in Tamil, and some Tamils
whose parents were born in India, is that Americans with no background have a very hard time with
these structures — they have to be drilled over and over to master them, whereas students with a Tamil
background at home have no problem with these sentences, either in spoken Tamil or in Literary
Tamil.

In other words, knowledge of the spoken language is not only not useless, it is an asset, and needs to
be built-upon, rather than exterminated.

So where shall we start?

First of all, we need data in the form of a database of spoken Tamil materials, in order to be able to
conduct some much-needed research on what is the most appropriate form of Tamil to teach. I
suggest that we organize to create this database using the following sources:

* Tamil ‘social” films. There are hundreds if not thousands of Tamil films whose soundtracks
could be digitized, transliterated, and made searchable for examples of all kinds of spoken
Tamil, but mostly what I call ‘standard” Tamil. (Schiffman 1998)

*  Tamil radio plays and television sitcoms also constitute a source for more spoken Tamil.

* Linguistic Survey of India. The LSI, compiled early in the last century, has transcription of
spoken Tamil of various sorts, and recently gramophone records of some of these samples
have been digitized and will soon be made available for study.

»  The English Dictionary of the Tamil Verb has sound files for more than 9,700 spoken Tamil
example sentences. These sentences could be easily adapted for use in a ‘matched-guise” type
study.

* Field recordings. Many researchers, myself included, have made tape recordings of Tamil
speakers in various dialect areas, and could pool these resources to add to the data-base.

The Matched Guise Test: One of the effective ways to study spoken Tamil and discover how mother-
tongue speakers conceive of various forms, including which examples of spoken Tamil constitute the
most useful and ‘acceptable’” form to be used as models for students to imitate and learn, is the
research methodology known as “‘Matched Guise’ testing. Matched guise tests originated in Canada in
the 1960’s as a way to determine Canadians’ attitudes towards the ‘other” language, i.e. attitudes of
Anglo-Canadians towards French, and attitudes of Franco-Canadians towards the English of Anglo-
Canadians. Over 100 such studies have been done on languages around the world, comparing the
language attitudes of bilinguals and bidialectal people, and recently some studies have also been
carried out in Singapore as a way to study attitudes of Tamils towards various forms of Tamil
(Seethalakshmi et al. 2005, 2006). More needs to be done on this among Tamils in Tamilnadu, since
attitudes toward Tamil among Tamils in Singapore seem to be different from those found in

Tamilnadu.
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The effectiveness of matched-guise testing comes from the fact that subjects are asked to evaluate, not
the language of other speakers, but the speaker him/herself.

Matched-guise tests are constructed utilizing bidialectal or bilingual speakers, who are recorded
speaking in each of their two variants. Then the recordings, typically of five bilinguals, are
scrambled — they are mixed with those of other speakers, and played to subjects who are themselves
bilingual/bidialectal. Typically, the subjects fail to recognize that the same speaker has been recorded
twice, so when they hear the samples, they think they are hearing ten different speakers. Asked to
judge the speakers on variables such as level of education, what kind of job they might have, what
kind of earning power they might have, as well as other social variables, the subjects rate the ‘guise” of
one of the bilinguals more highly than the other guise.

In Canada, English “guises” are ranked higher than French guises, even by French speakers; subjects
even rank English speaker-guises as taller, although French guises are usually ranked as ‘more
friendly.” In all the matched-guise studies I have looked at, there is always a differential in these
areas —there is never ‘equality’ of rank, despite any attempts in various societies to create social

equality.

In case the notion that speakers can tell if someone is tall by listening to their voice, consider the
following cartoon, which seems to assume that speakers can imagine all kinds of physical

characteristics of other speakers by their voices!

™

e

= ENENES

“Great! O.K., this time I want you to sound taller,
and let me hear a little more hair.”

316



Conclusion

So who will volunteer to join me in this endeavor? There are a number of problematical issues we will

need to deal with:

1. We will need to convince many people in the Tamil establishment that Spoken Tamil
is something worth studying and collecting data for.

2. We will need to seek funding to support the collection of data, its transcription, and a
method for accessing forms on-line. This will involve ‘tagging’ of forms, since Spoken
Tamil is (in some ways) morphologically more complex and less transparent than
Literary Tamil.

3. We will need to get legal permissions to copy the sound tracks of Tamil films, and

other material that already exists ‘out there.”
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Tamil Literature from Sangam to Modern Period:
A Continuum with colorful changes: What does a
search of the Tamil Electronic data reveal us?

Vasu Renganathan

University of Pennsylvania (vasur@sas.upenn.edu)

Introduction

A systematic study of the Tamil language from Sangam to Modern period from a historical
perspective may reveal that there does exist a continuum of changes that occurred from one stage to
another in Tamil language. Without such a study, any synchronic description of Tamil would only
reflect its complexity in an overwhelming way. In other words, The Tamil language, the way it is now
with a museum of complex forms, expressions and grammatical constructions, both in written and
spoken variety, demonstrates a vast number of linguistic characteristics at phonological,
morphological and syntactic levels, that require a comprehensive diachronic study to fully understand
them in a coherence way. In this respect an extensive electronic database of Tamil texts from all of the
stages along with a powerful query tool to search texts from various dimensions is indispensable.
This paper is an attempt to illustrate how such an electronic database for Tamil
(http:/ /www.thetamillanguage.com/sangam) can be used extensively to study some of the

morphological and syntactic behaviors of Tamil from a historical point of view.

Upon exploring the Tamil electronic database consisting of a variety of data ranging from the Sangam
to Modern Tamil, especially by employing the principles of historical linguistics, one may
immediately be able to notice that the changes that underwent throughout the history of Tamil
language exhibit a systematic, regular and what one may attribute as a set of colorful changes in it.
Phonological, morphological and syntactic changes that took place to this language one after another
in a sequential manner contributed to the dearth of complexity as we see now as modern Tamil (both
spoken and written) - a language that many have attempted to study it using many grammars and
dictionaries in many different points of views! What may one illustrate it in a minuscule is that when
words or combination of words and suffixes undergo all possible phonological rules on them, either
successively at one point of time or periodically at different stages, what results is a set of the most
complex forms that can be understood in terms of many dichotomies such as social versus regional
dialect; spoken versus written variety; high versus low register; casual versus platform speech and so
forth. Thus, attempting to learn this language that contains such a complex set of shades of variations
does indeed pose a greater level of difficulty than normal for any second language learner. Not only
does it become a big challenge to any second language learner in having to comprehend and use these
multiple facets of this language, but it also becomes an immense task for an instructor/evaluator as to
how one can judge the competency of a learner who attempts to master it! Thus, by not familiarizing
oneself with the myriad of complexities within the Tamil language, either from a historical or purely
from a synchronic point of view, one may tend to attribute each of these varieties as belonging to a

separate language; and subsequently consider the variations therein as haphazard and random. Upon
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studying the Tamil language variations from a historical point of view, one may easily note that such
variations are vibrant and quite regular, and notably they conform to a logical sequence of changes. In
this respect, no form of Tamil, either it is spoken or written, is neither random nor spontaneous in
nature. Not to mention the fact that any study of diaspora Tamil of any region, without such a
systematic account from a historical point of view, would only result to provide an unscientific

description of the language of the respective region.

Language change occurs as a result of both internal as well as external causes. Internal causes are a)
application of more than one phonological rule on agglutinative words; b) undergoing many naturally
occurring linguistic processes such as, grammaticalization, reanalysis, metaphorization etc., in the
language (See Renganathan 2010). The external causes, on the other hand, can be attributed to such
factors like ‘foreign language contact’, ‘bilingualism’, ‘language dominance’, and so on to name a
few. Not to mention the fact that over the period of a long history, Tamil language did undergo
many changes both due to internal as well as external causes. Prakrit, Sanskrit, Persian, Portuguese,
and more recently the English language contributed enormously to the development/distortion of
Tamil language in a number of different ways. Interestingly, many Tamil language movements, both
conscious as well as unconscious, such as ‘language purism’, ‘official language planning’, ‘language
standardization’, “Tamilization’, ‘coining new vocabularies” and so on contributed to the retention of
many of these variations within it without having to undergo any extinction in any subtlest manner
possible. Many of the so called indigenous and historically relevant Tamil words and morphological
and syntactic forms - although not all of them - from the Sangam era are still extant in modern Tamil
in one way or another: in one dialect or another, in one speech form or another, or in one register or
another.  This particular behavior of the Tamil language poses as a big threat not only for its
continued consideration as an individual language, but also for its continued use of indigenous and
historically significant forms under various labels as “pure Tamil’, ‘Sangam Tamil’, “Chastised Tamil’
and so on. Ironically, the major threat comes mostly from the judgments of second language learners
for whom these historically relevant changes and existence of complex variations pose as a major

hurdle in learning the language in a casual manner.
Delving into the complexity - A case in point is the use of the verb en “to say”:

Almost all of the grammatical categories in Tamil have a systematic history behind them, and
accounting all of them may require enormous amount of time and energy. An attempt is made in this
section to trace the various use of the Tamil quotative marker enllu ‘that’ and its historical
development, especially by making use of the electronic data extensively. Use of the verb en ‘to say’
can be taken as one of the instances for the contribution of complex forms in Tamil. This verb has
underwent a wide range of alterations throughout the history of the Tamil language, but yet, it is still
in use in the modern language the way it was during the Sangam period - perhaps with more number
of characteristics which were not prevalent at its earlier stages. Unlike any other verb, this verb
exhibits many structural gaps in modern written variety, but, significantly, not in spoken Tamil.
Learning to master all of the uses of this verb, especially in spoken Tamil, is definitely one of the major
challenges to any second language learner for the main reason that it not only underwent the process
of grammaticalization, but also shows an agglutinative structure that is very difficult to comprehend

and use by any non-native speaker of the language. This verb was used both as a regular lexical form
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as well as a grammatical form representing the ‘complementizer’ in the Tamil language.  Both the
forms of enllu ‘that’ and enpatu/enllal ‘the fact that’ had their equivalents both in old and modern

Tamil.

A search of the database using a number of combinations, including 6T 60T, 6T60T mi, 61 W@L,
6T thuQBSITG?T and so on would reveal that besides the many of the finite forms of this verb, what
underwent a significant change at a later period are the forms of negative adverbial (enndtu ‘without
telling’) and nominal derivative (ennamai ‘not saying’), which do not show any equivalent in modern

literary Tamil.

S|(HLD LT jeusv GBTilt oy Mmisus eredresrmray) (Kali. 28)
arum pallar avala noy alllJuvall ennatu

‘Without revealing the fact that she would experience the contagious love disease...”

9w 9@ eTesreormemio... (Aham. 191)
ariya  akum ennamai ..

‘Not saying that s.t. would be intricate to accomplish...”

Notably , the Modern Tamil equivalents of the suffixes -dtu and -amai such as -amal (eg. collamal
‘without saying’ *ennamal) and -atatu (collatatu ‘that which was not said” *enndtatu) respectively tend to
occur with the verb en only in spoken Tamil but not in the corresponding literary variety. What turns
out to be the crux of the issue here is the obscure nature of the spoken Tamil equivalents of the verb en
‘say’ in present, past and future forms, which normally occur as a single or clustered consonant: IRl
77 (UTESGMMIGCMES pakilel/1én ‘I say that I see’, GIFMEOMTRIMITEI coll1alllan ‘he says that he
tells’); evotegor ‘(107 (UMTSGCM6EvoTGevoT6dT pak lellllen ‘I said that I see’); and DU ‘mp’
(Q&TRUGULDGU6T kol luppempen ‘1 will say that I would give’) respectively (Cf. Search: ngr,
6T60T&HIM) . The obscure form of this suffix, its complex clause construction in an agglutinative form,
along with the non-existence of some of the conjugations of this verb in written Tamil contribute

enormously to the complexity of spoken Tamil.

6U(IH6UMMRAIBTCILD varu-van-[1-ame

‘without saying that he would arrive..’

UM GL MISMGILD vara-mal (1-en-[]-am]

‘without saying that I won’t come...’
SGMISTHG| aku(m)--ata-tu

‘saying that s.t. wouldn’t happen’

CaLLUMMRISTS G| ké(L))-pp-all-at-atu

‘saying that he wouldn’t ask’

Notably, these, supposedly, commonly occurring forms in spoken Tamil do not have any parallel in
written Tamil, as a result it generates a structural gap in the corresponding written variety of Tamil.
What one can attribute to this phenomenon is that the spoken Tamil exhibits a perfect continuum from
Sangam to the present time as it continues to retain the structure that one can attest from old Tamil,
but this is not the case with the corresponding written variety of Tamil, which exhibits a structural gap

in terms of not exhibiting the equivalents of amal and amai with the verb ‘en’.
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*varuven enkamal (*6U(I5G6L6TT 6T60TSHTLOED)
*varamal [ lén enkamal (*6UJLOML_GL 63T 6T63TSHITLOCV)
*akum enkatatu (*Qb@&LD 6T6OIHTSH )

*kélpan enkatatu (*G&LLITEOT 6T60THTSH GI)

If the form 6T63T&ITLO6L ‘enkamal’ is nonexistent in modern written Tamil, but only found in spoken
Tamil as in -[Jkama, a question arises as to when and how the form enka as an infinitive form of this
verb lost its use in the history of Tamil language? The other alternative point of view would be to
consider this form as an innovation in spoken Tamil but not in modern Tamil. Note that the Sangam
Tamil form 6T60T& enka occurs as an ‘optative form” to mean ‘let it be said’, but not as infinitive form

of the verb ‘en’.

BTL_63T 616TGHT? 2aryeir eTer@sm? (Puram 49).
nallan enko? Gran enko?

‘“Would I call him a country person or a town person?’

UlsitesrraiflsL g6st wemerTallewuwid ETamIb wEpFFwrh ursFempuilsd @eflwr giuflsv

& rerdlssrmmesr eredras. (Mullaip paattu 11).

‘pinnallil tan manaiviyaik kallum makir(lcciyall pacallaiyil iniya tuyil ko[ lkin[Jan enka’
‘Assume that he takes a comfortable nap at the jail with the prevailing thought that he would

see his wife in the future!

However, neither the Sangam Tamil forms such as ennamai or enndtu, nor the relatively more recent
forms such as endmal or endtu do not seem to have any parallels in written Tamil, but as we noticed
above, they do occur in spoken Tamil with their root forms of the verb MRl ‘[)’, 66016607 ‘111’ and LDLI

‘mp’ in a relatively large number of conjugations.

This is particularly true for the fact that one can observe from the search results of the electronic
database using the forms such as 6T63TMIL and 6T6TMICIHITEN, which especially use of the aspectual
auxiliaries such as @ (B i 'u (definitive auxiliary) and GI&ITEIT kol (reflexive auxiliary). Along with
the progressive auxiliary form Gl&T680Tlq (Ih ko I Jiru, these forms seemed to have been attested only
starting from the medieval bhakti literature, especially from Tirumular’s Tirumantiram, as sited

below.

9 W1Geu gyMlswen GyMlFlsTmg) eredrm® (Tirum. 2033)
allive alivai alikinUatu enill0u

‘having said that Knowledge knows the knowledge...’
meu Glumilen erermiG&Tsir of Gy (Tirum. 506)

iva  perumpillai enlJukolJire

‘Assume that s.t. would result to a great fault’

Surprisingly, like in the earlier cases of negative verbal participle and verbal derivative form, these
constructions also do not exhibit in parallel in modern written variety, but only found widely in

spoken Tamil.
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6TELELIT(HLD 6U(IHCEUMD DL L MHIG! (sTELEVIT(THLD 6 ([HCEUMLD *6TeoTMIIL L MIj&e6iT)

ellarum varu-v-om-Clu-C[J-alJka! “Eveyone proclaimed affirmatively that they would come)

61601601 5 6T631CI60T LOM(H'E (B 6T HIL_ L. (5518 (cf.
http:/ /www.thetamillangauge.com/spokentamil search: 6T68T)])
(*T6d1601 LOM(H &G 6T6TMIQSIT6VOTLY. (5SS MITILI?)

ennl! mallu kil Ju-[JJu-kill[iru-kk-11? “Why do you keep calling me a water buffalo?’

BCw 615 515G Coetnan|&CaHT!
niyé el u-tt-u-kku-v-e[l-[Ju-kko

‘Proclaim that you would take everything for yourself’

What do these exceptional forms imply is that ‘spoken Tamil’ and ‘written Tamil’ seem to have
followed two different historical paths from Sangam to modern Tamil and in this respect the spoken
Tamil seems to show a richer structure than the written Tamil, especially in terms of retaining more
number of archaic forms than the corresponding written version. This is in opposition to those
instances of modern Tamil where new structures evolved and no traces of which can be found either
in Sangam or in medieval Tamil. An example may the case of experience subject construction, which
is new to modern Tamil, but not in Sangam Tamil, as in yal] viyarttalCall ‘1 was sweat” as opposed to
ellakku viyarkkillatu (cf. Murugaiyan 2004). Yet another feature from a historical point of view is loss
of medieval and Sangam forms which do not have any trace in modern Tamil. A case in point is the
use of imperative suffixes -min (kélmin ‘listen’) and —-anmin (kiiCanmin ‘do not utter’) etc., which do not
have any occurrence in any identical forms in modern Tamil (cf. Renganathan 2010). Identifying the
point of time in which these changes occurred is an endeavor that requires analyses of text of different

genre in a thorough manner.

Yet another advantage of studying word forms that underwent many changes historically using
electronic data is that it is possible for one to trace the trajectories of the cause of certain changes over
the period of time in a systematic manner. One of such phenomena is authors’ handling of a
particular style causing the development of new categories. One of them that may be sited here is the
formation of the modern Tamil modal auxiliary lim. It may be stated that various use of the
combination of the infinitive suffix -al with the neuter future form of verb dku ‘become’ in ancient
Tamil later caused the formation of lam. An extensive search using the keys such as svr@gGu, svrGu,
I 9, G0, eI 9@ L etc., one may notice that the modal auxiliary lam came into existence in modern
Tamil by the linguistic process of reanalysis due to various use of this structures by poet saints.
Consider for example the expression ké[Ju ull[lu enllal tullintu colal akum - Manimekalai and its
modern Tamil equivalent ke[ Ju irukkum enkill-atu tullintu collalam (Modern Tamil) ‘One may say
for sure that there would be a devastation’, where the syntactic construction colal dkum ‘saying is
possible” is found to be occurring with many different combinations synonymously, as in colal am -
after phonological reduction of akum to am; colla lam with a reanalysis of verb forms and so on (see
Renganathan 2010: pp. 171-73 for a detailed study of this change). By toggling between the selections
of the bhakti, Sangam and modern literatures using the above search keys, one can notice the various

use of this combinations more in bhakti texts than in Sangam texts.
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Search techniques and need for a tagged Corpora:

Perhaps an advance search technique with many combinatory possibilities is needed to successfully
derive all of the intended and unattested forms from all of the genres of Tamil language. Ideally, one
may want to search text in many complex ways, like ‘words that end in particular suffix (-vi[lu; kilJ;
kol] etc.)’, sentences with a particular combination of words (dative subject and psychological verbs;
subject with the suffix al and modal verbs like -ol][], -iyal etc.) and so on. Even though such
sophisticated search possibilities is yet to be made available for Tamil using any conceivable tagged
corpus as discussed in detail in Renganathan(2001), Baskaran et al (2008) etc., with the current
database, however, storing text in Unicode does offer some work around. For example, if one intends
to retrieve all of the word forms with the suffix -illu, al, -ukku and so on, one can use the Unicode
glyphs of the initial vowles, as in €1® , ©wev, g respectively to accomplish this task. This method
can be considered as a substitute for any equivalent method of information retrieval using tagged
corpus, which would normally contain all of the affixes parsed and stored separately in a more
systematic manner. Absence of any such tagged corpus and an intelligent parser for all of the genres
of Tamil texts from Sangam to Modern Tamil, one requires to use this kind of alternative search
methods to accomplish the task. Among many others, the other significant advantages of using
electronic data may be making dialect geographies from a historical point of view, attempting to find

the chronology of authors and texts and so on.
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Open Source Tamil Computing
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Abstract

For many of us English is the natural choice for commodity Computing such as Internet Web
browsing, email, Instant Messaging, Word Processing etc. As computer proliferates in every aspects of
our daily life, it is a need to have some kind of Multilingual Computing. For example an individual
would like to send an email to his friend in a local langauge (like sending a greeting email in Tamil),
an e-Governance application needs to be benifited for persons who are not familiar with English, or a
product brochure to be made available on Web in a local langauge. More importantly the multi-
lingual data should be interoperable and to be long lived across computer systems. The fundamental
requirements for the Language Computing are

1. Coding system for Local Language Script Set,

2. Input Methods, Output Methods,

3. Software Libraries, APIs, Fonts

4. Applications

The aim of this article/paper is to summarize the various aspects of Multilingual Computing in

OpenSource Plaform with emphasis on Linux and Tamil.

Contemporary Linux systems comes withMultilingual features and in most cases they can be enabled

very easily.
1. Unicode

Internally, coding of character system to be done to make meaningful processing of characters. A
decade ago Standard ASCII (7bit) is a very popular encoding system for English characters. Later
extended ASCII (8 bit/1 byte) is used for representing English characters and several Latin characters,
Indic characters etc. But a true multilingual system needs to represent all possible script set (including
Math Symbols, braille characters etc.) independently so that any electronic text shall contain all sorts

of characters.

In late 1980s, Joe Becker (Xerox), Lee Collins and Mark Davis of Apple conceptualized multilingual
character set encoding. Joe Becker published a draft for International/Multilingual Character
Encoding System and tentatively called Unicode. This proposed 16 bit character model (each character
is to be represented by 16 bits). This proposal is popularly called as Unicode88. Later when Unicode
2.0 was proposed, the character width is no longer restricted to fixed 16 bits and hence its posible to
represent many ancient character sets like Egyptian Hieroglyphs. As of 2011 Unicode 6.0 standard

prevaills.
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Unicode defines codespace containing code points in the range 0x0 to Ox10FFFF (represented in
Hexadecimmal) which means there are 1,114,112 code points in the Unicode Codespace. Each
character is assigned a code-point. Unicode codespace is divided in to 17 planes and numbered from 0
to 16. The Plane 0 is called “Basic Multilingual Plane” which contains codepoints numbered from 0x0
to OXFFFF. Code Points for Tamil Character Set, other Indic Character Set, Cyrillic, Geometrics Shapes,
Math Symbols, Arabic etc are allocated in this plane (hence this Plane-0 is called Basic Multilingual
Plane). Other planes are

1. Plane 1 - Supplimentary Multilingual Plane

2. Plane 2 - Supplementary Ideographic Plane

3. Plane 14- Supplementary Special Purpose Plane

4. Plane 15,16- Private Area Use

The Tamil Language is allocated codepoints from 0x0B80 to OxOBFF (128 codepoints) in BMP Plane.
Please remember, that the codepoints has nothing to do with physical representation of characters in
computer binary bits (or gbits in Quantum Computing). The physical representation also called as
Unicode Character Encoding is done through a methodology called Unicode Transformation Format
and it is defined by the Unicode Constortium. In Posix Systems and in Internet, UTF-8 Encoding
Scheme is popular. In this article/ paper, by default we frequently refer UTF-8 encoding scheme.

The UTF-8 was initially proposed for Plan9 Operating System. It is a multibyte character encoding
system which uses one byte to 4 bytes depending upon the codepoint. The encoding for the code point
from 0 to 127 is same as ASCII encoding for ASCII space 0 to 127 and hence it is already compatible
with ASCII for the code points 0-127. The main advantage for the UTF-8 is its self syncronising and
does not depends on endianness of the computer system. No special marking in the data stream is
required for UTF-8. The main disadvantage is that it needs more bytes and it requires extra

processing.

One of the basic question that arises is this. We have only 128 codepoints alloted for Tamil in the
Unicode and we have 247 number of characters in Tamil Character Set. Is this a right way ?. How do
we manage to represent all characters in Tamil Character Set?. This is very debatable. The brief

explanation for the question how to accomodate 247 characters in 128 code point is as follows.

The most of the characters in Tamil are conjunct characters and share the same set of glyphs (or visual
repersentation) in most of the characters and they are highly structured. Hence, it is possible to
represent the Tamil Characters with very little compromise within 128 code point. But conjunct

characters takes more bytes space than vowels or consonants (consonant equivalents).
2. Input System

It is quite obvious that keyboard is the de-facto input device for humans (Yes.. we have voice and
other input systems for Humans!).In PC based architecture, keyboard is a raw device, and has no
language centric mechanisms expect that in most of the keyboards we have “English” letters inscribed
on keys. One of the questions beginners of Tamil Computing asks, is there any keyboard where I can
find all 247 characters ?. The answer is similar to that of in the previous section that we indeed do not

require individual keys for all the 247 characters (infact one can make that eiether physical or virtual
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onscreen keyboards, but it would be expensive and bulky ) as many are conjunct characters and many
share common glyphs (diacritics) and hence the normal general purpose contemporary keyboard is
suffice. This methodology requires some kind of software popularly called Input Methods to assemble

the characters when multiple keystrokes are required to form conjucnt characters.

Pioneering works has been done by the creators of m17n libraries which is quite popular in Posix
systems. The m17n library is a multilingual text processing library for C language. In Linux the
popular Input Methods avilable are Smart Common Imput Method (SCIM) and iBUS (Intelligent
Input Bus). Most of the current Linux uses iBUS by default.

3. Output Methods

The whole fanfare in Multilingual Computing is on the output. Unless one sees the output in
appropriate script, the multilingual computing is not fullfiled. Its the most obvious part of
Multilingual computing. Normally, we talk about fonts whenever we discuss about Multilingual
Computing. Fonts contains information about how to draw the shapes on the screen. The renderer
engine which part of the output system takes the font and renders the shapes. The fonts are usually
distributed in a file (often called as a font file). There are 3 types of fonts. They are Bitmap fonts,
Outline fonts and Stroke based fonts. The bitmap fonts or raster fonts contains pixel images of the
glyphs. The Outline fonts or vector fonts contains the vector images and mathematical formula can be
applied to get the different sizes of a glyph. The popular fonts types such as TrueType, OpenType,

Adobe fonts are Outline fonts.

One of the functions of m17n library is displaying and rendering multi-lingual texts. It requires
complex processing to render scripts such as Tamil, Devanagiri etc. A character may have a single
glyph or few glyphs spaced at one another. A re-ordering may also be required. The technology for
such rendering is known as “Complex Text Layout” or CTL. The m17n library database contains what

is called Font Layout Tables (FLT) which bridges the fonts and the rendering engine.

The present day Linux distribition such as Debian, RedHat are available with TrueType and
OpenType Font rendering engine. The Lohit fonts are quite popular in Linux Community. Lohit Fonts
Project is sponsored by RedHat and its a Fedora Hosted. CDAC distributes OpenType Fonts for Indic
Languages. By default most of the Linux distros has Tamil fonts by default or can be added very

easily.
4. Software Libraries/APIs

The GNU C Library (glibc) supports UTF8 encoding and contains functions for multilingual
computing. The utilities such as sort, grep which are based on glibc can be used on multilingual texts.
The holy grail M17N C library is the flag ship for multilingual computing. The Ilink

http:/ /unicode.org/resources/libraries.html
contains links for various multilingual libraries.
5. Applications

The end user experience on multilingual computing based on the Applications. The simple

commodity applications like Internet surfing, Word Processing and e-mail etc. can be done using
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exisiting applications like Mozilla Firefox, ThunderBird, OpenOffice, Libre office etc. The user has to
only choose the appropriate Input Method (so that he can type in Tamil). Applications like Yahoo
Messenger is multilingual and once can chat in clear Tamil (instead of transliteration) Empathy which
is an GNOME application can be used for Instant Messaging and its multilingual. Simple editior like

gedit can be used to create multilingual files.

Web Static Pages can be created by including a http header Content Type. This can be done by adding

a meta tag between <head> and </head> as follows.
<head>
<meta http-equiv="=Content-Type" content="text/html; charset=UTF-8"/>
</head>

In the body section, the content can be multilingual. The multilingual content can be created even with
simple editior like gedit. Of course the browser and the system in which it runs must have UTF-8
support with appropriate language fonts installed . Enterprise and backend applications use Database
Management Systems and in Open Source Community one of the most popular DBMS is Postgres.
The current version of Postgres supports UTE-8 encoding by default on Posix systems. This facilates

the storage of data in multilingual form.
6. Requirements and Suggestions

Although it is possible to carry out most of the multilingual computing, the following are the

suggestion by the authors for further enhanced functionality.

1. The simpler keyboards can be made to meet the various requirements of the end user. For
example to use TamilNet99 keyboard requires practice and considerable understanding of the
scripts, the people who just knows only to read or write the scripts could not easily use these
keyboard layouts or definitely not as trivial as someone who only knows English and use
English keyboard. A much simpler keyboard may be prototyped after doing sufficient study on
the above aspects. As the input methods are implemented in a software, these initiatives can be

done without changes in underlying software.

2. As of now Input Methods are implemented in software and they run in main system/CPU. It is
possible to design and implement an Intelligent keyboard, which directly sends the UTF-8
sequences instead of raw keyboard scan codes. As Unicode integrates across language/scripts,
culture etc, the Universal Intelligent Keyboard is appropriate. The keyboard can be made
programmable such that the end user can configure the keyboards to function eiether as raw
scancode mode, or direct UTF-8 mode. If the same kind of keyboard is mechanically designed
foldable/wrappable, it can be used in mobile devices such as smart phones, tablets universally

(which can bring down the costs).

3. The authors could see that more works to be done on Optical Character Recognition, Speech to

text conversion, Accessibility in the context of Multilingual computing,.

4. Better Tanil outline fonts needs to be forged for High Resolution equipments.
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7. Conclusion

Multilingual computing in Open Source Systems like Linux is matured. Works like M17N C libraries,
UTF-8 encodings really makes Multilingualization possible in Linux like systems which carefully
eliminates need for any special magic numbers. Due to glibc and m17n libraries, large number of

applications are already multilingual enabled.
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