Survey on Emotion Recognition fromSpeech
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Abstract

Recently,increasingattentionhasbeendirectedto the study of the emotionalcontentof speech
signals,and hencemany systemshave beenproposedto identify the emotionalcontert of a
spokenutteranceEmotion recognition in speech is a current research area with wide range of
applicationslt is a part ofNatural language processi{i§LP). Natural processing language is a
field of computer sciencand it isrelated to the area dumarbcomputer interactionThe
Emotionrecognition systencan be used to develogaore robusandeffective humarmachine
interaction systemSpeech recognitio(6R) is theprocess otranslation of spoken words into
text, butemotion recognition in speech is the process of determining the emotional state of
speaker out of speech sampl&his paper presentwief surveyon Emotion Recognition form
speech and how it is differ from Speech Recogniti®asic Architectureused for emotion
recognition,Tools, Technques andMathematical modelingsed for emotion regmition.

Introduction

Emotion recognition from speech has got a lot of intenestecent yearsUsing speaker
emotional state recognition systeme can develogffective humarmachine interaction system
For example in Distance education center durimgheng section with emotion recognition we
can identify bored users and allow for a changete&chingstyle or provide an emotional
encouragment. Emotion recognitiomay also be used to

1. In the context of commercial call centers, it can be used t@wapghe customer service by
capturing the customerOs emotion during the call.

2. It can be used in speaker authorization/verification systems for an application or a tool.

3. In case of Emotion recognition in text, it cpnoritize messages ithe mailboxbased on

emotionalurgency.



4.1t can also use in call center to attend the call based emotional urgency for giving priority in
Ambulance service to the more deserving patient [9].

Basic Architecture for Emotion Recognitionfrom Speech

The most commonlyused architecture fagmotion recognition systertustrated in Fig. 1. The
basic Architecturecontainsthe following parts, such asmotional speech as input, feature
extraction, featre selection, classifier and emotional speech ol@put
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Fig. 1: Basic architecture foEmotion Recognition

a) Emotional Speech Input: For emotion recognition speech is the inputdoognize the
emotion, speech database is the important requirement. The quality of database
determines accuracy of the system. The databagebmaollection of Acted speech or
real data world.

b) b) Feature Extraction and Selection:After getting the speech input thext important
step is to extraappropriate feature. The most commonly used features are pitch, energy,
MFCC. The following tablepresent a summary of features used to recognize enjttion
(Table 1).

c) Classifier
After extracting the feature we need to select classifier to classify the emotion from speech. There
are many types of classifiers such as Hidden Markov Model (HMM), Seaudlixture
Model (GMM), Artificial Neural Network (ANN) and Support Vector Machine (SVM).

d) Emotional speech Output
After classification the WCCN (withhelass covariance normalization) applied on
obtained result [8]. WCCN is a technique introduced int¢9frain a generalized linear
kernel of an SVMbased system to minimizee expectation of falsgositive and false
negativeerrors. WCCN was also applied in [1® improve theperformance of SVM
using likelihood scores as featuféimally we got the ght emotion.
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Description Features

Suprasegmental acousti - Pitch: mean, median, stamdadeviation,linear regressiof
features coefficient, lower and upperquatile, kurtosis, slope,
(prosody) curvature, ifiection

- Energy: mean, median, standard/idéon, linear regressio
coefficient.

- Duration: speechate, ration ofduration of voiced an
unvoicedregion, duration of longest voiced region

- Zero crossingate

Segmental acoustic features | - Mel-frequency cepstraloefficients (MFCC)
(Shortterm spectrum o| - Mel filter bank (MFB)

speech) - Spectral centroid

- Formant: F1, F2 and their bandwidth BW1, BW2

Voice quality features - Jitter (pitch modulation)

(intrasegmental level) - Shimmer (amplitude modulation)
- Harmonics to Noise Ratio (HNR)
- Noiseto-Harmonics Ratio (NHR)

- Normalized amplitude quotient (NAQ)

Table 1. Common acoustic features used in emotion recognition (basedfolothimg studies
[3, 4, 5, 6 and]j.

Techniques and TooldJsed

There are many techniques are there to neigeghe emotion form speecihe most commonly
usedtechniqgues are(GGaussian Mixture Models (GMMs), Hidden Markov Models (HMMs),
neural networks (NNs), Bayes s#fiers, and fuzzy classifier&-nearest neighbors (KNN),
GMM, HMM, weighted categorical avage patterngWCAP), andwithin-class covariance
normalization (WCCN) methods are compared for recogniziagger, emphatic, neutral,
positive, restand it was found thACCN performs the besThe most commonly used tool is
MATLAB, some of them used WEKtool, and rarely used tool is PARAT tool.
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Mathematical Modeling
For emotion recognitiorvoice (audio) is the input after getting voingthematical modeling
done on speech signal to get right emotion. Some of them computed Eigen valdgemd

vectorto get confusion matrix from confusion matrix easily we get speaker emotion

Where,A stands fom x n matix, X stands for length of n column vectdrstands forEigen
value and x is the Eigen vectdome of them compute pitch, energy, mearedianand
variance standard deviation using mathematical ¢igua or formulasTo classify a test speech,
the distance between the emotion classes of thdd&stand those of each claspresentative is

computedusing either Hclidean or cosine distance metrics defined as

Euclidean metric:

. / 2
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Cosine metric:
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Where L1, L2 are Emotion classes, d represents the metric used to compute the distance between L1, L2.

After Euclidean or cosine computatitime decisia rule is formulated as follows.

emotion = arg min(d(Ly, L;)),
i=1....C

#%
Where d represents the metric used to comihgealistancdetweenLt, the emotion classexf
the test data, and Lihe representativef the emotion class The obtained emotion is matched

with the database, which has different emotion according to age and sex, using Nearest Neighbor
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Algorithm andthus the current state of emotion is derived. And this can be used in various

applications as mentioned earlier.

Conclusion

Emotions are the basic characteristics of humans and, therefore, incorpdhemgin
applications, through recogniti@nd synthsis, can improve thguality of life. In this paperwe

have described Emotion Recognition from speech and how it is differ from speech Recpgnition
Basic Architecture used for emotion recognition, Tools, Techniques, Mathematical modeling

used for emotiomecognition.
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